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ABSTRACT
Environmental DNA (eDNA) detection employing quantitative PCR (qPCR) and droplet digital PCR (ddPCR) offers a non- invasive 
and efficient approach for monitoring aquatic organisms. Accurate and sensitive quantification of eDNA is crucial for tracking 
rare and invasive species and understanding the biodiversity abundance and distribution of aquatic organisms. This study com-
pares the sensitivity and quantification precision of qPCR and ddPCR for eDNA surveys through Bayesian inference using latent 
parameters from both known concentration (standards) and environmental samples across three teleost fish species assays. The 
results show that ddPCR offers higher sensitivity and quantification precision, particularly at low DNA concentrations (< 1 copy/
μL reaction), than qPCR. These findings highlight the superior performance of ddPCR for eDNA detection at low concentrations, 
guiding researchers towards more reliable methods for effective species monitoring. Additionally, this study indicates that a two- 
step (detection and concentration) model increased the precision of qPCR results, useful for enhancing the robustness of eDNA 
quantification. Furthermore, we investigated the lower limit of quantification for ddPCR, providing insights on how such limit 
can be extended, which could also be applied to qPCR.

1   |   Introduction

Environmental DNA (eDNA)—DNA that is released into the 
environment by living organisms through various means, 
such as skin shedding, faeces, urine, and mucus secretion—
has emerged as a powerful tool for detecting and monitor-
ing aquatic organisms (Taberlet et  al.  2012). The detection 
of eDNA in water or soil samples can provide a non- invasive 
and efficient way to detect the presence of aquatic organisms 
(Wood et al. 2021), including rare, cryptic, or invasive species 

(Keller et  al.  2022). Accurate quantification of eDNA is es-
sential for reliable interpretation of ecological data such as 
population monitoring (Guri et al. 2024; Shelton et al. 2022), 
biodiversity assessment and species detection for invasive spe-
cies monitoring (Sassoubre et  al.  2016). The two most com-
mon methods used for quantification of DNA are quantitative 
PCR (qPCR) and droplet digital PCR (ddPCR). These quanti-
tation techniques have diverse applications such as molecular 
biology (Taylor, Laperriere, and Germain  2017), epidemiol-
ogy (Schneider et  al.  2016) and environmental DNA studies 

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the original work is 

properly cited.

© 2024 The Author(s). Ecology and Evolution published by John Wiley & Sons Ltd.

https://doi.org/10.1002/ece3.70678
https://doi.org/10.1002/ece3.70678
mailto:
https://orcid.org/0000-0002-3711-6758
https://orcid.org/0000-0002-9858-052X
mailto:gled.guri@gmail.com
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fece3.70678&domain=pdf&date_stamp=2024-12-11


2 of 10 Ecology and Evolution, 2024

(Dimond et al. 2022). In molecular biology and epidemiology, 
qPCR and ddPCR can be used to detect and quantify specific 
pathogens, aiding in the diagnosis and treatment of diseases. 
In environmental DNA studies, these techniques can assist 
in detecting biodiversity changes, tracking the spread of in-
vasive species or monitoring the abundance of endangered 
species (Lodge et al. 2012). Here, we compare these two meth-
ods regarding (1) detection sensitivity (the probability of each 
method correctly identifying the presence of a target DNA) 
and (2) quantification precision (accuracy and consistency 
with which each method can quantify the concentration of 
DNA present in a sample) using laboratory standards and en-
vironmental samples in both methods.

Quantitative PCR (qPCR) with hydrolysis probes uses both 
template- specific oligonucleotide primers and a fluorescently 
labelled oligonucleotide probe, all of which bind specifically 
to the DNA target. The amount of fluorescence that accumu-
lates in real- time during the PCR amplification process is pro-
portional to the amount of DNA target present in the sample. 
During PCR, the cycle threshold value (Ct; cycle number at 
which the fluorescence signal generated by the probe in the 
PCR reaction reaches a threshold above background levels) is 
determined, providing an indirect measure of the amount of 
target DNA in the sample. For quantification of a DNA tar-
get from unknown samples, qPCR relies on parallel analysis 
of those unknown ironmental and standard samples with 
known concentrations of DNA fragments as reference points 
(Taylor et  al.  2015) typically consisting of synthetic DNA 
fragments that match the target DNA sequence. A standard 
curve relating Ct values to incremental changes in DNA con-
centration is calculated, and quantification of unknown sam-
ples is achieved by extrapolating the amount of fluorescence 
emitted by the unknown samples (or indirectly measured as 
their Ct values) to the corresponding nominal concentration 
on the standard curve. qPCR is highly sensitive and specific 
but heavily dependent on the standard curves which are them-
selves subject to substantial technical variation due to pipet-
ting error.

Droplet digital PCR (ddPCR) is a DNA quantitation technique 
that involves partitioning a sample into oil- encapsulated nano 
droplets, each of which constitutes of independent PCR reac-
tion. Partitioning aims to create a large population of nano 
droplets with a predictable distribution of droplets containing 
zero, one or several copies of the target DNA. Amplification 
of the target DNA fragment within each individual droplet 
during PCR results in fluorescence signal accumulation at 
the end of PCR, which can then be measured in all individ-
ual droplets using microfluidic droplet detection. Dependent 
upon the magnitude of fluorescence signal (measured at the 
end of the PCR), each droplet is then counted as either a posi-
tive or a negative detection event for the target DNA. The dis-
tribution of DNA molecules into the droplets follows a Poisson 
distribution, where the rate parameter (λ) represents the rate 
of which the number of droplets containing at least one copy 
of the target DNA. By applying Poisson statistics, ddPCR 
accurately quantifies the absolute number of target DNA 
molecules in the original sample based on the observed pro-
portion of  positive droplets (Hindson et al. 2011), thus making 

ddPCR absolute and independent of standard curves (Taylor 
et  al.  2015). However, while ddPCR eliminates the need for 
standard curves in quantification, it still requires assay op-
timisation using standard samples to ensure accuracy unless 
prior optimisations have been conducted for the specific set 
of primers.

Environmental samples generally have very low target- species 
eDNA concentrations, which can impair the detection and 
quantification of organism occupancy and abundance (Marques 
et  al.  2024). Selecting a method with the highest sensitivity 
and precision is thus crucial to overcoming these challenges. 
Although results from both methods are strongly and linearly 
correlated (Campomenosi et al. 2016; Jerde et al. 2016; Nathan 
et  al.  2014; Verhaegen et  al.  2016), ddPCR has demonstrated 
higher sensitivity (detection probability) in clinical microbiology 
(Campomenosi et  al.  2016; Taylor et  al.  2015), environmental 
molecular ecology (Jerde et  al.  2016) and rare species detec-
tion (Mauvisseau et al. 2019). Additionally, ddPCR has shown 
higher precision of concentration estimates compared to qPCR 
(Hindson et al. 2013; Taylor et al. 2015), although this improved 
precision has not been empirically quantified. Quantifying the 
extent and specific conditions under which ddPCR demonstrates 
improved precision can help researchers allocate resources 
more effectively based on their specific goals and required level 
of precision.

Any difference in precision between the two techniques has 
been attributed primarily to ddPCR being less susceptible to 
inhibition than qPCR (Mahendran et  al.  2020; Mauvisseau 
et  al.  2019). Several studies have attempted to circumvent in-
hibition of qPCR by modifying reaction chemistry. For exam-
ple, Hindson et  al.  (2013) used ABI and Bio- Rad Master Mix 
for qPCR, while Doi et  al.  (2015) used Environmental and 
Universal Master Mix containing AmpliTaq DNA polymerase 
variants that are less prone to inhibitors to improve sensitivity 
and concentration accuracy. Although substantial attention has 
been given to laboratory techniques and chemical solutions to 
enhance sensitivity and accuracy by these methods, particularly 
for qPCR, little emphasis has been placed on developing math-
ematical approaches to provide higher sensitivity and quantita-
tive precision and accuracy.

The aim of this study is to empirically assess the sensitivity and 
quantification precision of qPCR and ddPCR quantification 
methods using improved concentration estimation formulas ap-
plied to eDNA samples. In the case of qPCR, we adopt the frame-
work used in McCall et al. (2014) and Shelton et al. (2022); for 
ddPCR we adopt the model used in Guri et al. (2024), which in 
short refines quantity estimations via a model that makes use of 
the relationship between the binomial and Poisson distributions 
(Hindson et al. 2011). We present a Bayesian analysis designed 
to independently model DNA quantities for qPCR and ddPCR 
using samples with known DNA concentrations (standards, 
ranging from 10−3 to 106 copies/μL, see Table S2) alongside en-
vironmental samples for three different teleost fish assays. We 
used the same set of standard and environmental samples on 
both methods (qPCR and ddPCR). In addition, this study aims 
to identify limitations or biases associated with new models de-
signed for enhanced concentration estimation and to provide 
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recommendations for optimising quantitative eDNA protocols 
in future studies.

2   |   Methods

2.1   |   eDNA Water Sampling, Filtration 
and Extraction

We surveyed a total of twelve distinct sampling locations over 
the span of 3 years in Balsfjord and eight locations over 2 years 
in Frakkfjord (in the north of Norway), on the R/V Kristine 
Bonnevie, as part of Norwegian coastal surveys. No sampling 
permission was required by local authorities. At every sampling 
station, we collected duplicates or triplicates (as biological repli-
cates) each of 5 L of seawater from three depths, surface (10 m), 
the pycnocline (the layer of highest density, approximately 50 m 
deep) and the bottom layer (10 m above the seafloor). From 153 
field samples, we filtered 2 L of seawater using 0.22 μm Sterivex 
filters (MerckMillipore) and a peristaltic pump (multi- channel 
flow Heidolph Hei- Flow Advantage 01), and afterwards, the 
filters were sealed into sterile 50 mL Falcon centrifuge tubes 
and stored at −20°C until transported to laboratory facilities 
and preserved at −80°C until extraction. Negative controls 
(11 water blanks and 4 air blanks) were taken across all sta-
tions to indicate potential contamination. We used the DNeasy 
PowerWater Sterivex Kit (Qiagen GmbH) to extract the eDNA 
(for more details on extraction see Guri et al. 2023). The same 
set of standard and environmental samples were used down-
stream in both methods (qPCR and ddPCR).

2.2   |   Standard Samples

The DNA from tissue samples of Gadus morhua (Atlantic cod, 
hereafter ‘cod’), Clupea harengus (Atlantic herring, hereafter 
‘herring’) and Pollachius virens (saithe) was extracted using the 
DNeasy Blood & Tissue Kit (Qiagen GmbH, Hilden Germany). 
To create standard samples, we amplified the 103- bp region of 
the ATPase and cytochrome b regions for cod and saithe, respec-
tively, using specific primers (Table  1) with the thermocycler 
program: an initial 5 min at 95°C; followed by 40 cycles of 1 min 
at 95°C, 1 min at 62°C and 1 min at 72°C; and a final phase at 
72°C for 10 min. The reactions were run on SimpliAmp Thermal 
Cycler machine (Thermo Fisher Scientific). We performed a total 
of 24 reactions (8 per species), each in 25 μL volume including 
12.5 μL of TaqMan Environmental Master Mix 2.0, 1.25 μL of 
each of forward and reverse primers (10 nM concentration each), 
8 μL of RNA- free water and 2 μL of genomic DNA template for 
the above- listed species. The PCR products were thereafter ex-
amined by gel electrophoresis, and replicate reactions with the 
expected product size were pooled for subsequent purification, 
wherein primer- dimers were eliminated using the MinElute PCR 
Purification Kit (Qiagen GmbH, Hilden Germany). The DNA 
concentration in the pooled samples was measured using Qubit 
quantification system using the High Sensitivity dsDNA assay. 
The samples were converted from mass per volume (ng/μL) to 
copies per volume (copies/μL) using the fragment size of each 
marker. Subsequently, samples underwent a series of 10- fold di-
lutions to achieve final concentrations ranging from 10−3 to 106 
copies/μL (10−3–104 used in ddPCR and 10−1–106 used in qPCR). T
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2.3   |   qPCR

Prior to running all the qPCR samples (environmental n = 168 
and standard samples n = 16, i.e., 8 per each multiplexing 
assay), assay optimisation was performed to achieve satis-
factory amplification efficiency (Figure  S1). All qPCR envi-
ronmental samples were analysed in triplicates (and some in 
quadruplicates when enough DNA template was available; see 
Table S2 for standard samples number of technical replicates) 
on an Applied Biosystems 7500 Fast real- time PCR System 
machine (Thermo Fisher Scientific) using the thermocycler 
protocol of 10 min at 95°C for denaturation followed by the 
cycling stage of 52 cycles (the first and second plates were run 
on 42 and 45 cycles due to optimisation issues) of 15 s at 95°C 
and 1 min at 58°C. Cod assays were duplexed with either her-
ring or saithe assays for samples in Balsfjord or Frakkfjord, 
respectively. 5′- hydrolysis probes were labelled with 6- FAM 
for cod detection, JOE for herring detection or Cy3 for saithe 
detection (Table 1), and all probes were modified at their 3′- 
end with the quencher moiety BHQ1. All thermocycler reac-
tions were run in 20 μL volume consisting of 10 μL of TaqMan 
Environmental Master Mix 2.0, 1 μL of each primer (forward 
and reverse, 10 nM concentration each; see Table 1), 0.5 μL of 
probe (10 nM concentration), 3 μL of dH20 and 2 μL of DNA 
template. Negative controls were run together with the sam-
ples. Duplexed standard dilution series containing 10−1–106 
copies μL−1 of purified target fragments were included in all 
qPCR plates to generate standard curves and verify perfor-
mance consistency between qPCR runs.

2.4   |   ddPCR

Prior to running all the ddPCR samples (environmental 
n = 168 and standard samples n = 16, i.e., 8 per each multi-
plexing assay), ddPCR assays were optimised by testing dif-
ferent primer/probe concentrations and annealing/elongation 
temperature gradients to identify the conditions that resulted 
in the highest fluorescence difference between positive and 
negative droplets. All ddPCR environmental samples were 
analysed in triplicates (and some in quadruplicates when 
enough DNA template was available; see Table S2 for standard 
samples number of technical replicates). Herring (6- FAM) or 
saithe (6- FAM) assays were run in duplexed reactions with 
the cod (VIC) assay on samples from Balsfjord or Frakkfjord, 
respectively. Duplex cod/saithe ddPCR reactions consisted of 
11 μL of ddPCR Supermix with no dUTP (Bio- Rad), 11.9 pmol 
of each primer, 3.5 pmol of probe, 0.04 μL of RNA- free water 
and 5.5 μL of DNA template. For duplex cod/herring assays 
we used the same volumes of Supermix, DNA template and 
cod primers and probe, and for herring we used 4.4 pmol of 
forward primer, 1.32 pmol of reverse primer, 4.4 pmol of probe 
and 2.35 μL of RNA- free water. The total volume for all ddPCR 
reactions was 22 μL, from which 20 μL were pipetted into the 
reaction well to ensure volume precision. Droplets were gen-
erated according to manufacturer instructions, aiming for 
20,000 droplets per reaction. Emulsion PCR was performed 
in a C1000 Touch Thermal Cycler with 96- Deep Well Reaction 
Module (Bio- Rad) with a program of 10 min at 95°C, 44 cycles 
for 1 min at 95°C and 2 min at 55.6°C, with a ramp rate of 2°C 
per s, followed by 10 min at 98°C and stored at 4°C. Room 

temperature- equilibrated ddPCR plates were then analysed 
using a Q×200 droplet reader (Bio- Rad). Additional runs con-
sisted of duplexed standard samples of nominal concentration 
ranging from 10−3 to 104 copies/μL using the same protocol 
and amplification program.

2.5   |   Bayesian Approach and Statistics

2.5.1   |   Detection Probability (i.e., Sensitivity) 
Between Methods

We established the relationship between the starting DNA con-
centration and the probability of positive target detection for 
both methods (qPCR and ddPCR) independently using standard 
samples of known concentration by using the logistic regres-
sion model:

where Z is the binary outcome for sample ( j) and technical 
replicate (k) of a target (i) being present or absent following a 
Bernoulli distribution given the probability of detection θ. The 
parameters φ0 and φ1 are the intercept and the slope respec-
tively in the logistic function with nominal DNA concentration 
in copies/μL (C) as the predictor variable. Subsequently, we com-
pared the differences in probabilities of detection (θi) between 
the two methods across the range of tested concentrations.

2.5.2   |   Precision Estimation Between Methods

To estimate qPCR- modelled concentrations, we employed 
the approach formulated by McCall et  al.  (2014) and Shelton 
et al. (2022). In short, to estimate the starting DNA concentra-
tion, the model jointly combines the use of a detection prob-
ability model (based on the technical replicate of samples, 
Equations (1) and (2)) and the continuous model as follows:

where Y, the observed cycle threshold (Ct), follows a normal 
distribution with mean μ (mean Ct) with some standard devi-
ation σ (Equation 3). We model μ as a linear function of start-
ing eDNA concentration (C) with intercept and slope β0 and 
β1 (Equation 4). The standard deviation of the observed Y is an 
exponential function of starting eDNA concentration with inter-
cept and slope γ0 and γ1 (Equation 5).

To estimate ddPCR- modelled concentration, we used Poisson 
statistics (Hindson et al. 2013; Equation 6) in the form of cloglog 
transformation (Equation 7) as follows:

(1)Zijk ∼ Bernoulli ( �ij)

(2)logit
(

�ij
)

= �0i + �1i × log10Cij

(3)Yijk ∼ Normal(�ij ,�ij) ifZijk = 1

(4)�ij = �0i + �1i × log10Cij

(5)�ij = e(�0i+�1i×log10Cij)

(6)C = − ln ( 1 − �) × V−1
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where ω is the proportion of positive droplets, and V is the 
ddPCR oil droplet volume. We assume that the number of posi-
tive droplets (W) follows a binomial distribution with probabil-
ity of success (ω) given the total number of droplets generated 
(U; Equation 8). Following Equation (7) we establish a linear re-
lationship between ω and starting DNA concentration (C) using 
an intercept and a slope κ0 and κ1 as follows:

By extrapolation, following Equations  (7) and (9), κ0 and κ1 
should equal ln(V) and ln(C)

log10(C)
 respectively for assays with effi-

ciency of 100%. In contrast to Equation (7) (the default ddPCR 
software formula), in our formulation (Equation 9), the ratio of 
positive droplets of all technical replicates (k) of a sample ( j) are 
aggregated (sharing information for a sample ( j)), hence min-
imising the weight of individual stochastic observations. In 
principle and in both models (qPCR and ddPCR), the known 
concentration from standards informs the intercept and the 
slope parameters which informs the initial concentration of un-
known samples (C). This happens simultaneously by maximis-
ing the posterior probability through Bayesian inference using 
the Hamiltonian MCMC algorithm.

The two parts of the qPCR model (Equations  1–5) were run 
jointly, but independently, from the ddPCR model (Equations 8 
and 9); thus the initial DNA concentration, despite denoted C for 
both models for simplicity, is not estimated jointly between the 
two models. To assess the robustness of the methods studied, 

we calculated and compared the uncertainty of each model for 
eDNA quantification. We determined the uncertainty (quantifi-
cation precision) as the difference between the 2.5% and 97.5% 
credible interval range of the modelled concentration (C) for 
qPCR and ddPCR; thus higher uncertainty (difference of the 
credible interval range) indicates lower precision and vice- versa.

Furthermore, we explored the potential benefits of incorporat-
ing the detection probability model (Equations 1 and 2) along-
side the continuous model (Equations  3–5) for improving the 
quantification precision and accuracy (the latter is not estimated 
in this article) of qPCR. To achieve this, we ran the continuous 
model independently and in conjunction with the detection 
probability model, measuring the variance in each scenario. 
Subsequently, we compared the precision (95% CI) to assess the 
enhanced value introduced by the detection probability model.

3   |   Results

3.1   |   Sensitivity of Methods

All the DNA concentrations hereafter are expressed per 20 μL re-
action volume, thus 1 DNA copy in a 20 μL reaction = 0.05 copies/
μL reaction volume (ca. 10−1.3 copies/μL). Standard samples of 
herring with concentration 10−2 showed reasonably higher con-
centrations and were therefore removed from the downstream 
analysis. The sensitivity for ddPCR standard samples showed on 
average a 0.5 detection probability at 10−2 copies/μL for all assays 
(Figure 1a). Conversely, the qPCR results indicated a lower proba-
bility of detection compared to ddPCR. Specifically, for the cod and 
herring assays, the 0.5 detection probability was observed at a con-
centration of ca. 10−0.7 copies/μL, while for the saithe assay, it was 

(7)ln(C) = cloglog(�) − ln(V)

(8)Wijk ∼ Binomial (�ij ,Uijk)

(9)cloglog
(

�ij

)

= �0i + �1i × log10Cij

FIGURE 1    |    Sensitivity of (a) ddPCR and qPCR for three assays (cod = red, herring = blue, and saithe = orange) shown as modelled detection 
probability as a function of nominal DNA concentration. Difference of detection probability (b) between ddPCR and qPCR is also shown over the 
eDNA concentration where positive values indicate higher ddPCR detection probability and zero indicates similar detection probabilities between 
the two employed methods.
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6 of 10 Ecology and Evolution, 2024

indicated at 1 copies/μL for qPCR assays (Figure 1a). ddPCR had 
a higher probability of detection for concentrations ranging from 
10−2 to 100 copies/μL for all target species (Figure 1b). Sensibly, the 
advantage of ddPCR for detection varied by assay: cod and herring 
assay of ddPCR showed 3 times higher detection probability (0.75 
and 0.25 detection probability for ddPCR and qPCR respectively) 
at DNA concentrations of 10−1, while for the same concentration, 
saithe showed 8 times higher detection probability (0.88 and 0.11 
detection probability for ddPCR and qPCR, respectively) when 
compared to qPCR (Figure 1b).

3.2   |   Quantification Precision of Methods

qPCR and ddPCR model estimates of starting DNA concentration 
in environmental samples were positively correlated (Figure 2a). 
The qPCR model slightly underestimated the starting DNA con-
centration (C from Equations 2 and 4) for cod detection relative to 
ddPCR model (C from Equation 9), while it overestimated starting 
DNA concentrations for herring and saithe detection. Consistent 
with the sensitivity analysis above, ddPCR yielded fewer nega-
tive detections from environmental samples (n = 38) compared 
to qPCR (n = 86). Both methods estimated fewer than 10−3 target 
copies/μL for all negative samples. Furthermore, the qPCR model 
exhibited a wider credible interval range (lower precision for es-
timating starting DNA concentration) for all assays and template 
concentrations (Figure  2b). The quantitation variability (qPCR 
and ddPCR) was inversely correlated with DNA concentration, 

indicating a positive relationship between precision and target 
concentration. For the cod assay in particular, the variability was 
one order of magnitude, while for herring and saithe, it was ap-
proximately two orders of magnitude (see the difference between 
dashed line and dotted line in Figure 2b).

The modelled cod and saithe ddPCR parameters (κ0 = −7.07 
and κ1 = 2.3 from Equation  (9), Table S1) mirrored the default 
parameters of ddPCR (default Poisson statistics in QuantaSoft 
software Equation (7); Figure S3). Conversely, the modelled pa-
rameters for herring detection were higher than the aforemen-
tioned assays (κ0 = −7.54 and κ1 = 2.24, Table S1).

3.3   |   Two- Step Model of qPCR Quantification 
Precision

We estimated the marginal value of the two- step (detection prob-
ability + continuous) qPCR model with the simpler continuous 
model by comparing the uncertainty of estimated concentrations 
for each. The quantification precision, expressed as variance, for 
continuous model alone was lower (i.e., higher variance) than 
the precision under the two- step model (Figure 3). We observed 
an increase in quantification precision by an average of 0.5 or-
ders of magnitude for samples with starting DNA concentra-
tions lower than 102 copies/μL (Figure 3b). Note that, as sample 
concentrations increase beyond approximately 10 copies/μL, the 
precision of the two qPCR models becomes equivalent.

FIGURE 2    |    Comparison of modelled quantities between qPCR and ddPCR and their credible interval (grey bars) for three assays (cod = red, 
herring = blue, and saithe = orange; a). Concentration below 10−3 for both methods are considered non- detect. The difference between ddPCR and 
qPCR credible intervals is also shown (b) and grey shade for its variance.
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3.4   |   Lower and Upper Limit of Detection 
and Quantification

Both quantitation methods have estimable lower limits of detection 
and quantification, which, in case of qPCR has been previously re-
ported as LoD and LoQ (Forootan et al. 2017; Klymus et al. 2020) 
by using the coefficient of variation (CV) and probability of detec-
tion as thresholds (Figure S5). However, applying LoD and LoQ 
for qPCR in this study would not be appropriate due to the funda-
mental differences between Bayesian inference and the frequentist 
approach. Instead, we propose an alternative method for estimat-
ing the lower limit of detection and quantification (hereafter re-
ferred to as Clow- threshold, denoted as Clt), defined by the presence 
of a single DNA copy in the reaction volume (20 μL in this study). 
Assuming that the assay efficiency and the qPCR machine sen-
sitivity are 100% (i.e., if present, it is detectable and quantifiable) 
Clt =

1 copy

20 �L
=

10−1.3copies

�L
. Similarly, for ddPCR, Clt can be defined as 

the presence one single positive droplet from the pool of generated 
droplets (U). The lower limit of detection and quantification (Clt) 
for ddPCR mechanism can be calculated in the following equation 
derived from Equation (7):

Given that many of the parameters involved in ddPCR workflow 
are constrained, the most effective way to decrease the Clt is by 
increasing the number of droplets generated and analysed. Since 

each droplet in ddPCR acts as an independent end- point PCR re-
action, increasing the number of ‘amplification replicates’ of the 
sample by increasing the number of droplets expands the ranges of 
lower limits of detection and quantification (Figure 4). In a similar 
manner for qPCR, increasing the number of technical replicates 
can further reduce the detection and quantification limits result-
ing in very similar Clt as those of ddPCR (Figure 4). Differently 
from qPCR, ddPCR has an upper limit of detection and quantifica-
tion (Cut) which can be defined by the following equation:

4   |   Discussion

Sensitive and precise quantification of eDNA is essential for un-
derstanding the presence, distribution and abundance of aquatic 
organisms and for informing management decisions related to 
biodiversity conservation, invasive species control and ecosystem 
health. Estimating the sensitivity and precision of quantitation 
methods can provide guidance to researchers in choosing the most 
effective techniques for quantifying organisms of interest. The 
current study estimated and compared the sensitivity and preci-
sion of qPCR and ddPCR for DNA quantitation using three detec-
tion assays for important teleost fish species. This study showed 
that ddPCR outperformed qPCR by showing higher sensitivity and 
precision, especially at low DNA concentration (10−2–100 copies/

(10)ln
(

Clt
)

= cloglog(1∕U) − ln(V)

(11)ln
(

Cut
)

= cloglog((1 − U)∕U) − ln(V)

FIGURE 3    |    Quantitation precision (expressed as the 95% CI quantification variance) of continuous model (plus symbols) and two- step model 
(continuous and detection probability model for qPCR; dots symbols) for three assays (cod = red, herring = blue, and saithe = orange; a) and their 
difference in precision (b; crosses symbol). Positive values in panel (b) reflect wider CIs for the continuous model alone and hence identify areas of 
parameter space in which the two- step model helps to increase precision.
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μL), typical of environmental DNA concentrations. To our knowl-
edge this study is the first of its kind to empirically measure the 
advantages of ddPCR quantitation methods over those of qPCR 
along a series of DNA concentrations.

4.1   |   Comparison Between qPCR and ddPCR (i.e., 
Sensitivity and Quantification Precision)

This study represents a comparison of qPCR and ddPCR de-
tection platforms with regard to empirical and modelled per-
formance indicators. While our findings align with those of 
prior research, we independently quantify the sensitivity and 
the quantification precision of these methods through empiri-
cal measurements. Although the results found in this study are 
consistent with previous findings, here we empirically mea-
sure methods' sensitivity and quantification precision. One 
study concluded that qPCR detection loses precision at starting 
DNA concentration lower than 1 (100) copies/μL (Mahendran 
et al. 2020). Concentrations lower than this lead to an increased 
CV that surpasses the limit of detection for qPCR, thus intro-
ducing the risk of false negative detections (Hindson et al. 2013; 
McCall et al. 2014). Such threshold is indicated to be a general 
eDNA threshold stochastic detection for qPCR.

By contrast, we found that our results provide empirical evidence 
that ddPCR has higher sensitivity than qPCR for concentrations 
lower than 100 copies/μL. This may be attributed to the fact that 
ddPCR is based on end- point detection, which circumvents issues 
related to PCR inhibition (untested in this article) and variation 
in amplification efficiencies prior to reaching amplification pla-
teaus (Taylor et al. 2015; Yang et al. 2014). Verhaegen et al. (2016) 
have shown that ddPCR and qPCR (when using Environmental 
Master Mix) are not affected by the PCR inhibition (induced as 
bile salt). However, their standard sample target concentration was 
relatively high (103 copies/μL) and thus may not accurately reflect 
patterns at the low concentration (10−2–100 copies/μL) which are 
often observed in eDNA- based surveys.

Despite higher ddPCR detection sensitivity at low target concen-
trations, we observed a positive correlation between starting DNA 
concentration estimates for qPCR and ddPCR, in agreement with 
findings from previous studies (Campomenosi et  al.  2016; Doi 
et al. 2015; Jerde et al. 2016; Nathan et al. 2014; Tang et al. 2016). 
While we did notice slight differences between assays, both ap-
proaches provided similar overall estimates of concentration. 
However, when considering the precision of each method, we 
found that ddPCR outperformed qPCR in estimating quantities by 
half to one order of magnitude across all concentrations. This may 
again be attributed to digital resolution being higher or the end-
point nature of ddPCR, which avoids the stochastic variation that 
can occur between cycles of DNA amplification. One of the expla-
nations for low detectability and higher variance of qPCR could be 
the low number of DNA molecules used in such reactions (2 μL in-
stead of 5 μL used in ddPCR), although Takahara, Minamoto, and 
Doi  (2015) instead concluded from their experiments that using 
2 μL of DNA template showed higher detection rate due to less PCR 
inhibition (Doi et al. 2015; Tang et al. 2016). As eDNA extracts vary 
greatly in content of PCR inhibitors, it is difficult to make general 
statements about template volume and potential negative impact 
on PCR amplification efficiency. In the present study, the extent of 
observed platform- dependent variance depended on the assay in 
question, with the cod assay showing lower variation between the 
two methods compared to the herring assay.

4.2   |   ddPCR (Non)reliance External Calibration

Although one advantage of ddPCR is freedom from the standard 
curves (typically required for qPCR; Verhaegen et al. 2016), our 
ddPCR results indicate an assay- specific difference in the rela-
tionship between positive droplets and nominal concentrations 
(Figure  S3) and therefore the value of interrogating samples 
of known concentration with ddPCR. We can assume from 
Equations (7) and (9) that κ0 = ln(V) and κ1 = ln(10). Given our 
estimates for the latent parameters (Table S1) we conclude that 
a single droplet volume for cod and saithe assay (in concordance 

FIGURE 4    |    The lower limit of ddPCR detection and quantitation (20 μL reaction volume and ca. 20,000 droplets generated) as a function of 
number of replicates for three assays (cod = red, herring = blue, and saithe = orange) estimated using Equation (9).
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with that provided by BioRad) is ~0.00085 μL. Parameters of 
herring assay indicated a droplet volume 1.6 times smaller than 
those of cod and saithe (~ 0.00054 μL). Such values would, by 
extrapolation, indicate that fewer DNA molecules are being en-
capsulated into a single droplet, or the droplets generated for her-
ring detection were smaller. However, droplet metrics indicated 
similar numbers of accepted (positive + negative) droplets for all 
three assays (data not shown), which challenges the possibility 
that herring droplets were smaller (as all samples were run in 
20 μL reactions). Additionally, we noticed that the fluorescence 
amplitude for herring was significantly higher compared to the 
other two assays (Figure S4) yet unable to explain how that can 
affect our parameters. Subsequently, DNA degradation of her-
ring standard samples (see the difference between nominal and 
measured herring standard concentration in Figure  S2) could 
potentially be the main explanation for the difference between 
nominal and known concentrations, subsequently altering the 
κ0 parameters (ln(V); Figure S3). Moreover, κ1 could be used to 
assess assay efficiency. We suggest that standard curve inclu-
sion during ddPCR assay optimisation may be a useful support-
ive tool to increase understanding of ddPCR assay behaviour 
and allow targeted calibration measures to improve application 
precision and accuracy.

Our analysis suggested that the default calculations in the 
QuantaSoft ddPCR software tend to overestimate low DNA 
concentrations from standard samples (Figure S2). We denote 
that in scenarios when quantitation accuracy is paramount, 
the inclusion of standard samples and technical replicates 
information sharing (as done in this model) may become in-
strumental for attaining the necessary level of accuracy. This 
can be done using the models described here or substituting κ1 
with xlog(x) function (non- linear function as x→ 0 but approx-
imates x (linear function) as x > 0) in Equation (9) which can 
additionally account for the stochastic detection at low concen-
tration. Conversely, in situations where accuracy at concentra-
tion below 10−2 copies/μL is not the primary focus of the study, 
resorting to the model described here remains an acceptable 
alternative approach and default ddPCR software calculations 
for accuracy at concentration higher than 10−1 copies/μL. It is 
essential to recognise that, in the latter case, any under and 
overestimation by ddPCR will be uniform across all samples.

5   |   Conclusion

This study provides valuable insights into the strengths and 
limitations of qPCR and ddPCR methods and helps to inform 
best practices for eDNA research and monitoring in the fu-
ture. We find that ddPCR has higher sensitivity and precision 
at low DNA concentrations, which are of particular relevance 
for eDNA- based detection surveys. We present empirical data 
suggesting that for eDNA concentrations less than 1 copy/μL 
it is advantageous to switch to ddPCR quantitation method. 
Furthermore, we recommend the use of standard samples 
when optimising ddPCR assays as it increases understanding 
of assay technical performance and facilitates troubleshoot-
ing when assay efficiency is unsatisfactory. We show that the 
implementation of a qPCR detection probability model, when 
used jointly with the continuous model (two- step model), im-
proves quantification precision. We strongly encourage the use 

of technical replicates not only as a tool to increase the preci-
sion and accuracy of measurement but also as means to reduce 
statistical uncertainty of detection at low target concentrations.
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