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“"We absolutely must leave room for doubt or there is no progress and there is
no learning. There is no learning without having to pose a question. And a

question requires doubt. People search for certainty. But there is no certainty.
People are terrified — how can you live and not know?"”

–Richard. P. Feynman



Abstract
Ocean surface current is an essential ocean state variable in operational
oceanography. They govern the movement of pollutants, microorganisms, heat,
and salt across the ocean. Their dynamics shape marine ecosystems and in-
fluence climate patterns. Monitoring and accurately predicting ocean surface
currents are essential for managing offshore pollution and its potential impacts
on the shoreline, safeguarding marine biodiversity and ensuring maritime
safety.

Ocean and atmospheric models are simplified representations of a highly com-
plex,multi-scale flow systemwhere approximations are unavoidable. Combined
with the limited and inexact nature of available observations, predictions in-
herently present a degree of uncertainty. Ensemble modeling addresses these
uncertainties by providing multiple future outcomes rather than a single solu-
tion. This approach helps quantify the likelihood of specific events, offering a
more probabilistic understanding of the ocean behavior and enhancing decision-
making in emergency situations, e.g, oil spills. Although widely employed and
investigated by the atmospheric community, operational ensemble prediction
systems are still emerging in oceanographic forecast centers.

In this thesis, we evaluate how ocean and atmospheric ensemble operational
prediction systems address ocean surface current uncertainties through short-
term driftmodeling and ocean current retrieval using satellite observations. The
first part of this work provides background information about ocean dynamics
as a multi-scale problem, modeling, remote sensing, and uncertainty. The
second part presents the three research papers produced during the Ph.D.
project.

We introduce novel approaches to analyzing ensemble performance, with met-
rics specifically tailored for trajectory modeling, encompassing both delineated
oil slicks and drifter trajectories. Our research sheds new light on the effects
of horizontal resolution and wind forcing on short-term oil slick drift predic-
tion using operational ensemble models. Furthermore, we present the first
estimates of how wind field uncertainty affects ocean radial velocities, using
remote sensing as the source of ocean current data.
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By bridging remote sensing, numerical modeling, and quantitative ensemble
performance metrics, the main results of the three research articles in this com-
pendium showed that (Paper I) wind forcing has little impact on short-term
trajectory prediction spread, and lower resolution ensemble models provide
trajectory predictions as skillful as those provided by higher resolution deter-
ministic models; (Paper II) model error directly impacts the rank histogram,
leading to misinterpretations in assessing the model’s spread; and (Paper III)
the uncertainty in ocean radial velocity caused solely by the wind field can be
as significant as that of the source data itself.



Sammendrag
Overflatestrøm som en nøkkelvariabel i operasjonell oseanografi. Via strømmene
transporteres forurensning,mikroorganismer,varme og salt i havene. Havstrømmene
er med på å forme marine økosystemer, samt en viktig del av klimasystemet.
Overvåking og nøyaktig prediksjon av havstrømmene er viktig for blant annet å
beskytte marin biodiversitet, håndtere og iverksette tiltak ved akutt forurensing,
og for sikre maritime operasjoner.

Hav- og atmosfæremodeller er forenklede representasjoner av svært komplekse
systemer med dynamiske prosesser på ulike tids- og romskalaer, og det er nød-
vendig med visse forenklinger for å beskrive systemene. Prediksjoner basert på
modeller har dermed en iboende usikkerhet, som i tillegg kan påvirkes av be-
grensede eller unøyaktige observasjoner. Såkalte ensemblesystemer tar høyde
for disse usikkerhetene ved å beskrive utfallsrommet fra flere modeller med
litt forskjellig utgangspunkt i stedet for én enkelt løsning. Denne tilnærmingen
bidrar til å kvantifisere sannsynligheten for spesifikke hendelser, og gir en mer
probabilistisk forståelse av havets dynamikk. Dette kan forbedre beslutnings-
grunnlaget i nødsituasjoner, som for eksempel ved oljesøl i havet. Innenfor
meteorologi er ensemblesystemer allerede et godt etablert verktøy, mens det
fortsatt er relativt lite utnytteti operasjonelle oseanografiske varslingssyste-
mer.

I denne avhandlingen ser vi på hvordan operasjonelle ensemblebaserte predik-
sjonssystemer for hav- og atmosfære behandler usikkerhet i havoverflatestrøm-
mer gjennom korttidsvarsling av drift samt henting av havstrømdata ved bruk
av satellittobservasjoner. Den første delen av dette arbeidet gir bakgrunnsinfor-
masjon om havdynamikk som et multi-skala problem, modellering, fjernmåling
og usikkerhet. Den andre delen presenterer de tre forskningsartiklene som ble
produsert i løpet av Ph.D.-prosjektet.

Vi introduserer nye tilnærminger til å analysere ensemblesystemets ytelse, i
form av metrikker spesielt tilpasset trajektoriemodellering, som dekker både
oljeflak og drivbaner. Vår forskning belyser effektene av horisontal oppløsning
og vindpådrag på korttidsvarsler for oljedrift ved bruk av operasjonelle en-
sembler. Videre presenterer vi de første estimatene av hvordan usikkerheten
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i vindfeltet påvirker havstrømmer, gjennom bruk av fjernmåling som kilde til
havstrømdata.

Gjennom å forene fjernmåling, numerisk modellering og kvantitative metrikker,
viser hovedresultatene fra de tre forskningsartiklene i dennee avhandlingen at
(1) vindpådrag har liten innvirkning på spredningen i korttidsvarsler for trajek-
torier, og ensemblemodeller med lavere oppløsning gir trajektoriprediksjoner
som er like treffsikre som de fra deterministiske modeller med høyere oppløs-
ning; (2) modellfeil påvirker direkte ensemblespredningen, noe som fører til
feiltolkninger; og (3) usikkerheten i havstrømobservasjoner som utelukkende
skyldes vindfeltet, kan være av samme størrelsesorden som strømmene
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2 chapter 1 introduction

1.1 Motivation

The development of contemporary society – whether economically, historically,
or culturally – has profound roots in the ocean. Promptly recognized as a
resourceful environment, we established ourselves on its margins; societies
flourished in the coastal environments, trading routes were established, and
close links between overseas societies were created. Knowledge of the sea
became a valuable legacy, passed through generations of mariners who learned
to read the skies to anticipate storms, navigate complex currents, and map
treacherous waters. The ocean, in many ways, became both a canvas for
human ambition and a conduit for shared wisdom, binding societies through
the common pursuit of discovery and survival on the open seas.

Approximately 40% of the current world population is estimated to reside
within 100 km of the coastlines, and ocean-based goods and service industries
profit USD 2.5 trillion per year worldwide [1]. In Norway, around 30% of the
country’s gross domestic product is directly related to the exploration of marine
resources, specifically the exploration of crude oil and natural gas (28%, [2])
and fisheries (3%, [3]).

Given the significant human presence along coastlines and at sea, continuous
monitoring of coastal regions and the continental shelf is of utmost impor-
tance to support onsea decision-making. The ultimate objective of operational
oceanography is to establish an efficient process chain where (1) observational
data is acquired and (2) processed at prediction centers, (3) assimilated into
the numerical systems, and (4) model outputs (e.g. nowcasts, extended range
forecasts, and hindcasts) are validated and delivered to users. Modeled prod-
ucts may be (5) further converted into value-added products for predicting
aquaculture and fishery-related activities, coastal flooding, navigability support
(e.g. BarentsWatch portal), oil spill preparedness planning and recovery, and
search-and-rescue operations, to name a few. As deliverables are at the end-
point of such a complex workflow, they inherit all four preceding steps’ errors
and uncertainties. Except for point (3), this work covers all the remaining four
steps, emphasizing number 4.

Predicting the state of the ocean is the main activity of operational oceano-
graphic centers. For most of these daily activities, like in weather forecasting,
the chaotic nature of ocean currents (or the wave field, sea surface tempera-
ture) may often be disregarded. Nevertheless, vis-à-vis the Great Storm of 1987
in the United Kingdom, uncertainties matter in extraordinary situations, and
our numerical prediction systems should be able to foresee such events. These
were the words of the BBC Anchor man Michael Fish the morning after the
Great Storm to the on-duty forecaster Ian McCaskill [4]:
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“Well Ian, you chaps were a fat lot of good last night − if you can’t forecast the
worst storms for several centuries three hours before they happen, what are you
doing!.”

As we shall see in detail later in Chapters 2 and 4, on-duty forecaster promptly
noticed that the numerical systems did not present consistent skillful weather
predictions, i.e., sometimes predictions were accurate and at other times they
largely disagreed from observations. The unfortunate misforecast example was
the final reason for establishing an operational probabilistic forecast system in
1992 by the European Centre of Medium-Range Weather Forecast (ECMWF).
Implementing similar systems by independent research centers has shown the
benefits of ensemble modeling for extending weather predictability and as a
necessary tool for risk analysis [4]. In the near future, the ensemble model is
expected to become ECMWF’s only global weather forecasting product.

Ensemble modeling has essentially three goals [5]: (I) increase the predictabil-
ity horizon, (II) provide an indication of the reliability of the forecast, and (III)
provide a quantitative overview of the forecast probability of a given variable of
interest. By shifting the deterministic nature of geophysical flows to a probabilis-
tic framework, ensemble modeling acknowledges the inherent imperfections in
observational data used for initialization and model parameterizations. Physi-
cally meaningful perturbations are applied to generate multiple forecasts, with
each ensemble member representing an equally probable scenario that reflects
the potential future states of the ocean or atmosphere. This approach captures
the uncertainty in the system, providing a more comprehensive view of possible
outcomes. In retrospect to the Great Storm of 1987, warnings could have been
issued four days in advance if an ensemble prediction system was available
[6].

Extraordinary situations also happen at the sea daily. Around three thousand
acute cases are reported to the Norwegian Joint Rescue Coordination Centre
(Hovedredningssentralen) every year 1, of which almost 40% of them represent
the deployment of emergency position-indicating locators, man overboard
situations and missing boats. Although not all cases progress to emergency
response operations, responders may ask for scientific support, and this often
involves providing drift trajectory forecasts of the object of interest. Achieving
successful outcomes in forecast modeling requires oceanic and atmospheric
prediction systems to provide accurate information about future states within
a short time frame. But just like the atmosphere, the ocean is also turbulent
and chaotic. A single deterministic prediction might not represent the real
ocean state, and its outputs may yield an unreliable estimation of the object of
interest’s drift and, consequently, misleading decisions.

1. https://www.hovedredningssentralen.no/dokumenter/

https://www.hovedredningssentralen.no/dokumenter/
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Ensemble modeling in oceanography has been studied for nearly three decades
[7], and uncertainty quantification is a key factor to be considered in oil slick
drift prediction[8, 9, 10]. Although still in its early stages, operational ensemble
ocean modeling is rapidly advancing, driven by the clear demand for such tools
in real-world marine applications. This work contributes to this demand by
quantifying the uncertainty of ocean surface currents in an operational ocean
ensemble prediction system through drift modeling. The uncertainty quantifi-
cation is verified by employing several ensemble performance metrics using
observed oil slicks and drifter trajectories as validation sets. Additionally, we
also assess how uncertainties in the wind field from an atmospheric ensemble
model impact the retrieval of ocean surface currents.

Figure 1.1 illustrates the main components of this work. Oil slicks and drifter
instruments travel around the ocean surface due to wind stress and many other
multi-scale phenomena (symbols). Drifters provide their position information,
but we detect oil slicks using satellites. The operational ocean model (grid)
aims to represent these ocean phenomena accurately so skillful predictions
of, for example, oil slicks can be made. Ensemble members are generated
using ensemble modeling, and we can quantify how certain we are about our
predictions using this method. We focus here on ocean surface currents within
the constant flux layer. Currents are intense and rapidly changing in this layer,
and turbulence is a predominant feature [11].
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Figure 1.1: Illustration of the main components of this work. Different ocean phe-
nomena are represented by symbols, and their corresponding names are
displayed: eddy, front, inertial oscillation, tides, turbulence, andwind stress.
Oil slick, observedwith a satellite, and drifters (half-spheres), are two of our
observation sources. The ocean model and its ensemble member (afloat)
are displayed as grids. This work focuses on ocean surface currents within
the constant flux layer. Adapted from [11].

1.2 Objectives

The scientific contributions in this study combine operational ocean and at-
mospheric ensemble prediction systems with in-situ and satellite image-based
information to explore uncertainty in ocean surface currents through drift
simulations and data retrieval. Three main objectives are defined as:

1. Investigate the short-term trajectory prediction capability and ensemble
performance of an operational ocean ensemble prediction system using
drifter data and remotely sensed oil slicks.

2. Explore the applicability of ensemble prediction systems for oil slick drift
modeling.
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3. Investigate the uncertainty in ocean surface currents derived from Syn-
thetic Aperture Radar imagery using an operational atmospheric ensem-
ble prediction system.

Determining uncertainties in ocean currents through various data sets, mod-
els, and regions allows us to enhance value chains and scientific services in
operational centers.

1.3 Thesis Outline

This thesis is structured as follows: Chapter 2 describes the background informa-
tion about the main ocean circulation features, including the areas investigated
in the three research articles. The chapter also describes the main concepts of
numerical modeling, both hydrodynamic and Lagrangian drift. The final part of
the chapter highlights the importance of observations for model initialization
and validation. Chapter 3 covers the remote sensing part of the thesis, focusing
on synthetic aperture radar. It provides an overview of imagery acquisition, oil
slick detection using the backscatter information, and how ocean currents can
be retrieved using the Doppler centroid anomaly information. Chapter 4 covers
the uncertainty topic, presenting the conceptual basis, ensemble generation,
and ensemble performance metrics. Chapter 5 summarizes the research arti-
cles developed during the project. Chapters 6 to Chapter 8 contains the three
articles included in this work. Finally, Chapter 9 provides the main conclusions
of the studies and recommendations for future work.



2
Ocean Surface Currents
and Prediction

“Let us, in this chapter, set out with the pos-
tulate that the sea, as well as the air, has its
system of circulation and that this system,
whatever it be, and wherever its channels
lie, whether in the waters at or below the
surface, is in obedience to physical laws.

”
— Matthew Fontaine Maury, The Physical Ge-

ography of the Sea (1855)

7
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Ocean surface currents are the large-scale movements of water that flow at
the top layer of the ocean, driven primarily by winds and affected by the
Earth’s rotation. These currents are a vital part of the Earth’s climate system by
redistributing heat from one region to another. Additionally, surface currents
impact human activities such as navigation, fishing, and the movement of
pollutants. Understanding ocean surface currents is essential for environmental
management and maritime operations.

Processes at a wide range of spatial and temporal scales permeate the ocean
surface, and understanding their dynamics is fundamental to predicting the
transport of energy and pollutants using numerical models. This chapter intro-
duces the general aspects of ocean surface currents, their major forcings, and
their typical scales. It also introduces the four regions investigated in the three
research articles. Since numerical modeling is an important component in this
thesis, we provide an overview of the main concepts around ocean modeling,
trajectory modeling, and the computational tools employed in Papers I and
II. We finalize this chapter by describing the importance of observations for
model initialization and validation.

2.1 General Aspects of Ocean Surface Currents

Our understanding of ocean dynamics has significantly advanced since Ben-
jamin Franklin provided the first sketch of the Gulf Stream in the 1700s. Figure
2.1 shows the Gulf Stream sketch2 overlaying the modeled ocean speed field
output from NEMO-eNATL603, a high-resolution ocean model. It is evident that
our modern understanding of the ocean and its complexity has significantly
evolved from earlier perceptions.

2. https://www.loc.gov/resource/g9112g.ct000136/?r=0.144,-0.116,0.926,0.822,0
3. https://github.com/ocean-next/eNATL60

https://www.loc.gov/resource/g9112g.ct000136/?r=0.144,-0.116,0.926,0.822,0
https://github.com/ocean-next/eNATL60
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Figure 2.1: Modeled ocean current speed (m/s) from NEMO-eNATL603 overlayed by
the Gulf Stream sketch created by Benjamin Franklin2.

The contributions of HMS Endeavour and HMS Challenger provided an ex-
traordinary overview of the ocean environment. Still, the sampling strategy
was not designed – for they did not know – to capture transient phenom-
ena at the sea. In 1909, Björn Helland-Hansen and Fridtjof Nansen identified
’vortex-movements’ and ’boundary-waves’ in Norwegian waters, which caused os-
cillations of isopycnals in the water column. However, the authors emphasized
that undersampling limited their ability to draw firm conclusions about these
phenomena [12]. Like Matthew Fountaine Maury and Henrik Mohn, they were
fully aware that the onset of ocean currents ought to be elucidated through
physical laws.

The rapid advances in observational and theoretical physical oceanography
between the 1920s and 1970s showed that the ocean is neither static nor simply
perennial, but rather a myriad of multi-scale phenomena happening concomi-
tantly in a continuum spectrum (see Figure 2.2). At the one side of the spectra,
the onset of large-scale [O(106m)] ocean surface currents is primarily due to
the kinetic energy input from winds, barotropic tides, and solar heating [13].
At the other end of the spectrum [O(10−3m)], energy dissipation occurs. The
transference of energy is promoted by transient motions and turbulence in the
so-called inertial range [13].
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Figure 2.2: Temporal and horizontal spatial scales of several ocean processes. The
red (black) dashed box represents the phenomena observed with remote
sensing (drifters). Adapted from [14].

2.1.1 Wind Driven

Wind forcing represents the direct transference of momentum from the atmo-
sphere to the ocean surface. Together with the influence of the Earth’s rotation,
wind stress exerted by the large-scale atmospheric circulation is the main driver
of major ocean current systems and gyres [15, 16]. These, in turn, represent
the low-frequency background where equally important wind-driven transient
phenomena are embedded. Under the additional influence of viscosity, ocean
surface currents do not necessarily follow a linear down-wind drift motion, but
rather steered and oscillatory.

A classic example is given by the Ekman solution [17], where an ageostrophic
surface current veered 45◦ to the right of the wind direction (in the north
hemisphere) arises under steady wind conditions and constant eddy viscosity
profile. The steady-state assumption holds for periods of 20 days or longer [18],
but such conditions are nevertheless rarely observed. Accurate description and
short-term prediction of ocean surface currents, and consequently the drift of
objects, therefore requires a detailed description of time-dependent responses
of the ocean relative to winds.
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The Ekman problem, or more generally wind-driven ocean surface currents,
falls into the field of boundary layer flows induced by shear turbulence. It can
be shown that the Ekman solution also accepts a time-dependent solution,
where the ageostrophic surface velocities (u′ and v′) forced by the wind stress
(𝜏) are modified by the Earth rotation (f) and eddy viscosity (𝜈𝐸), with a given
fluid density (𝜌):

𝜕𝑢

𝜕𝑡
− 𝑓 𝑣 = −1

𝜌

𝜕𝑝

𝜕𝑥
+ 1
𝜌

𝜕𝜏𝑥

𝜕𝑧
(2.1)

𝜕𝑣

𝜕𝑡
+ 𝑓 𝑢 = −1

𝜌

𝜕𝑝

𝜕𝑦
+ 1
𝜌

𝜕𝜏𝑦

𝜕𝑧
(2.2)

where p represents the horizontal pressure field, and (u,v) are the total horizon-
tal velocity components as u = u′ + U𝐺 and v = v′ + V𝐺 . Invoking geostrophic
balanced currents as lower boundary conditions (U𝐺 and V𝐺), considering 𝜏𝑥
= 𝜌𝜈𝐸

𝜕𝑢
𝜕𝑧
, 𝜏𝑦 = 𝜌𝜈𝐸

𝜕𝑣
𝜕𝑧
, and setting the boundary conditions at the surface (u′,

v′ = 𝜏𝑥 , 𝜏𝑦 at z = 0), one can find the following solution for u and v at the
surface (z = 0):

𝑢 (𝑧 = 0, 𝑡) = 𝑈𝐺︸︷︷︸
Geostrophic

+ |𝜏 |
2𝜌

√︁
𝜈𝐸 𝑓

[𝑐𝑜𝑠 (−𝑓 𝑡 − 𝜙 + 𝜋

4 )]︸                               ︷︷                               ︸
Ageostrophic

(2.3)

𝑣 (𝑧 = 0, 𝑡) = 𝑉𝐺︸︷︷︸
Geostrophic

+ |𝜏 |
2𝜌

√︁
𝜈𝐸 𝑓

[𝑠𝑖𝑛(−𝑓 𝑡 − 𝜙 + 𝜋

4 )]︸                               ︷︷                               ︸
Ageostrophic

(2.4)

Where 𝜙 is the phase angle of the stress vector. It is possible to see that the final
solution is composed of the background geostrophic currents and an oscillating
component. Figure 2.3 presents the solution at 80◦N as a progressive vector
diagram integrated over 24 hours.
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Figure 2.3: Progressive vector diagram for the solutions presented in Eq. 2.4 computed
at 80◦N and 24 hours of integration.

The cycloidal motion of the time-dependent solution remarkably resembles
inertial oscillations often observed in drift trajectories and, to a lesser extent,
in oil slicks. Inertial oscillations represent the free drift of the ocean currents,
already set in motion, balanced by the Earth’s rotation. In its most simple form,
the analytical expressions for the time-dependent velocity components u(t)
and v(t) are given by

𝑢 (𝑡) = 𝑢0𝑐𝑜𝑠 (𝑓 𝑡) + 𝑣0𝑠𝑖𝑛(𝑓 𝑡) (2.5)
𝑣 (𝑡) = 𝑣0𝑐𝑜𝑠 (𝑓 𝑡) − 𝑢0𝑠𝑖𝑛(𝑓 𝑡) (2.6)

Figure 2.4 shows three oil slicks detected in the Barents Sea (approx. 75◦N and
31◦E) using RADARSAT-2. The loops indicate inertial oscillations acting on the
slick drift, and given the latitude, we can estimate that the oil was at the ocean
surface for about 12 hours (local inertial period).

These two highly idealized examples show how ocean surface currents behave
in a non-trivial manner when rotation is taken into account. The problem,
and therefore the solutions, get substantially more difficult when three other
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Figure 2.4: Oil slicks observed with RADARSAT-2 in the Barents Sea (approx. 75◦N
and 31◦E), 2022. The cycloids are indications of inertial oscillations acting
on the slick drift. Copyright raw data CSA, 2022, provided by NSC/KSAT
2022.

factors are included: depth-dependent turbulence, stratification, and horizontal
gradients [19]. Turbulence ultimately describes how momentum is transmitted
to the ocean, how it is modulated (dampened or enhanced) by the stratification,
and how it dissipates. Predicting wind-driven ocean surface currents relies on
the accurate representation of the ocean interior besides the atmospheric field
and its history, and this can be provided by an ocean model.
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2.1.2 Meso- and Submesocale

Stratification and horizontal gradients give rise to larger-scale, rotating phe-
nomena: meanders and eddies. Figure 2.5 shows an algal bloom observed in
August 2021, with Sentinel-3 Ocean and Land Colour Instrument (OLCI) in true
color in the Barents Sea where the coexistence of eddies and filaments can be
seen. Considered as mesoscale [O(105)m] and submesoscale features [O(102 -
104)m], they are embedded in the inertial range and play also a central role on
the dispersion of energy and solutes through turbulence. The seemingly linear
and direct energy cascade from big whirls so on to viscosity is nevertheless far
from simple, with evidence of bidirectional cross-scale energy cascading [13,
20, 21].

Figure 2.5: Sentinel-3 Ocean and Land Colour Instrument (OLCI) True Color acquired
over the Barents Sea on 08.08.2021 during an algal bloom event. Copernicus
Sentinel-3 data 2021.

Mesoscale eddies, often referred to as the "weather patterns" of the ocean,
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are coherent rotating structures with horizontal scales of tens to hundreds of
kilometers and lifespans ranging from weeks to several months. As the Earth’s
rotational effect depends on the latitude due to the Coriolis term, the radii
of eddies decrease as we move polewards. These eddies can propagate long
distances, transporting physical properties such as heat, salt, and nutrients
within their cores, thereby influencing the biogeochemical and dynamical
characteristics of the regions they traverse. The formation ofmesoscale eddies is
predominantly driven by the growth of instabilities in the background flow,with
baroclinic and barotropic instabilities being the primary mechanisms.

Baroclinic instabilities occur in regions where there is a significant vertical shear
in the horizontal currents and a pronounced density gradient (e.g., at fronts
and in the presence of sloping isopycnals), leading to the conversion of available
potential energy into eddy kinetic energy. Conversely, barotropic instabilities
arise in areas with strong horizontal shear, where variations in velocity across
the flow drive the transfer of kinetic energy from themean flow to perturbations.
These mechanisms are influenced by factors such as bathymetric features, wind-
driven circulation, and interactions between large-scale currents, making the
generation of mesoscale eddies a complex interplay of dynamical processes.
Mesoscale eddies were reported to trap, detain, and deliver surface oil in an
oil spill accident in the Black Sea [22]. During the Deepwater Horizon blowout
in the Gulf of Mexico in 2010, locally and remotely generated mesoscale eddies
impacted the distribution of oil following the incident [23, 24, 25]. Being an
important component of the ocean surface circulation, accurate modeling of
these phenomena is a key goal in operational ocean prediction systems.

These eddies are nevertheless considered two-dimensional rotating bodies,
meaning that their angular velocity exceeds the vertical component in orders of
magnitude. Even smaller phenomena are embedded in them, such as filaments
and spirals,where the Earth’s rotation force diminishes and equalizes the role of
buoyancy and non-linear advection (in scaling arguments). These submesoscale
features have life spans of hours to weeks and serve as a direct path to energy
dissipation. Due to their three-dimensional properties, they typically possess
enhanced vertical velocities and play an important role in vertical mixing in the
ocean interior. Submesoscale motions are often associated with processes such
as frontogenesis, mixed-layer turbulence, and the influence of surface gravity
waves, which can lead to the formation of Langmuir circulation cells. Although
mesoscale eddies control the pathways of pollutants at the sea surface, acting
as a dynamic transport barrier, submesoscale motions can promote leakage of
tracers outside these barriers [26]. A great review of submesoscale dynamics
is provided by [27] and [28].
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2.1.3 Turbulence and Mixing

The previous sections explained some important concepts about the energy
input at the ocean and how different phenomena at multi-scale ranges emerge
and impact the transport of objects at the ocean surface. This last part of the
section describes the final path of our ’energy budget’: dissipation.

The ocean is in a perpetual turbulent state [29], and it is closely related to the
entangling existence of multi-scale phenomena and dispersion. A turbulent
motion can not be formulated employing a single equation that describes its
evolution, as it rather represents a random displacement from one point to
another. Mixing, on the other hand, represents the combination of dispersion
and diffusion [30]. If you (cautiously) pour milk into coffee and softly stir it, the
initial liquid will create filaments and increase the gradient between the coffee
and the milk, whereby diffusion becomes more efficient to homogenize them.
Therefore turbulence enhances diffusion, promoting quicker homogenization
than simply allowing the liquids to sit undisturbed (where molecular diffusivity
is the only mechanism at work). Mixing is irreversible. In our energy budget
example, the energy contained in the submesoscale filaments and eddies will
be dissipated into heat, which can not be restored to the system.

Drifters and oil slick at the ocean surface are also subject to turbulence, the
latter even into a ’three-dimensional’ aspect. If one deploys drifters at the ocean,
let’s consider a pair separated by a small distance L, the rate at which these
instruments depart from each other indicates how turbulent the environment
is. If features smaller than this initial separation distance are predominant
and energetic, the drifters disperse rapidly. Otherwise, they drift coherently
for a longer period. The rate at this separation occurs is scale dependent, and
Richardson found its diffusion K to be proportional to K(L) ≈ L4/3, with an
average separation growth scaled in time as ⟨ L2 ⟩ ≈ t3.

Turbulence also occurs in the vertical plane, for instance,when waves break into
an oil slick, promoting the entrainment of oil droplets within the ocean interior.
Therefore, one must estimate both horizontal and vertical eddy diffusivities in
a numerical model to represent the drift of oil slicks as the latter also impacts
its horizontal trajectory [31, 32]. The theory beyond this point is intricate and
beyond the scope of the current work, but the reader is referred to [30] and
[33]. We finish this section by stressing that determining the eddy diffusivity
value through observations requires a significant amount of data [34, 35], and
its inclusion in numerical models requires solving a closure problem.
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2.2 Regional Circulation

The previous section provided an overview of the different processes at the
ocean surface on a multi-scale range. In practice, the impact of the different
phenomena can manifest to a greater or lesser extent depending on the region
of interest. We investigated four areas (Figure 2.6): the Skagerrak (red square,
Paper III), the Norwegian Sea (green square, Paper I), the Barents Sea (blue
square, Paper II), and the Fram Strait (blue square, Paper II). We shall introduce
them now.

The Skagerrak Sea is located between Norway, Sweden, and Denmark. It is
estimated that 40,000 to 60,000 large vessels sail in the region every year, with
numerous shipwrecks still containing bulk oil and hazardous materials [36].
The general ocean surface circulation there is maintained by the relative fresh-
water input from the Baltic Sea (BO), and this is balanced by the Norwegian
Coastal Current (NCC) into the North Sea on its eastern flank. There, 67 oil and
gas platforms are operational. The Jutland current, originating in the North
Sea and flowing along the Danish coast, also contributes to the inflow into the
Skagerrak. The NCC is the main circulation feature in the area. Originated
as an extension of the Baltic inflow and driven by the local wind field [36],
the current flows along the shelf break, off the Southern Norwegian tip, and
heads polewards through the Norwegian Sea. Eddies and meanders are often
observed during the NCC adjustment due to changing wind direction [37].
Observations and high-resolution numerical models are thus key elements for
monitoring the region [38]. Paper III in this thesis explores the uncertainty of
ocean current retrieval using remote sensing techniques.

In the Norwegian Sea, the NCC is deflected closer to the shore due to the
influence of another prominent flow, the Norwegian Atlantic Slope Current
(NwASC), which follows the steep contours of the continental slope. The
complex topography in this region causes the NwASC to become unstable,
leading to intense mesoscale activity characterized by the formation of eddies
and other small-scale ocean features [39]. There, 23 oil and gas platforms
are operational, with an increasing aquaculture sector onshore in the fjords
and along the coastline, and fishing activities offshore. Due to its dynamic
complexity, the presence of oil platforms, and natural resources, uncertainty
quantification of short-term drift predictions in the region is necessary to ensure
a fast response in case of an oil spill incident.

Both currents flow along the Norwegian coastline until around the latitude of
72◦N, where a branch of the NwASC heads towards the west coast of Svalbard
(West Spitsbergen Current, WSC) and a secondary ramification enters into
the relatively shallow Barents Sea (North Cape Current, NCaC) together with
the NCC. The encounter of the warmer waters carried by the NwASC, and the
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Figure 2.6: Representation of the regions of interest: Skagerrak (red square), Norwe-
gian Sea (green square), Barents Sea, and Fram Strait (blue squares). The
model domains of NorKyst-800 (black dashed domain) and Barents-2.5
EPS (black solid domain) are also displayed, with the background map
representing ocean current speed (m/s) on 10.03.2024. Arrows depict the
mean ocean currents in the region with their associated acronyms: EGC
- East Greenland Current, WSC - West Spitsbergen Current, ESC - East
Spitsbergen Current, PC - Persey Current, NCaC - North Cape Current,
NwASC - Norwegian Atlantic Slope Current, NCC - Norwegian Coastal
Current, BO - Baltic Outflow, and JC - Jutland Current.

cold currents (e.g. Persey Current, PC) from the northern Barents Sea create a
hydrographically complex environment at the central portion of the sea. The
inflow of warm Atlantic waters into the Barents Sea regulates the extent of
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sea ice formation, making the region a focal point for climate research [40, 41,
42].

However, existing studies primarily address subsurface and long-term transport
processes, leaving a gap in the understanding of short-term dynamics of surface
currents. The region is also of economic interest, as it currently hosts two oil
and gas exploration fields, while the Norwegian Offshore Directorate estimates
that over 50% of the remaining unexplored petroleum reserves are located
there⁴. The combination of extensive shipping traffic and resource exploration
underscores the need for accurate, well-calibrated operational ocean models
to support ongoing and future activities.

The Fram Strait is considered a gateway connecting the Arctic and the Atlantic
by the WSC on its eastern side and the East Greenland Current (EGC) on the
west. Differently from the Barents Sea, where wind-driven and tidal currents
are the main forcings of surface currents, the Fram Strait is known by the
all-year-round strong mesoscale activity [43], especially due to eddy shedding
and detachment from the WSC towards the western side of the basin. These
eddies have an average radius and lifetime of approximately 5 km and 10 days,
respectively [44]. The East Spitsbergen Current originated at the upper-north
Barents Sea, circulates around Svalbard, and inflows between its west coast
and the WSC. As we will explore in the next chapter, accurately modeling small-
scale phenomena requires a fine mesh grid [45], which remains a challenge in
operational oceanography due to the high computational costs and the demand
for high-resolution observations. The different dynamic characteristics between
the Barents Sea and the Fram Strait motivated the evaluation of trajectory
ensemble predictions in these regions.

4. https://www.norskpetroleum.no/en/petroleum-resources/resources-per-sea-area/

https://www.norskpetroleum.no/en/petroleum-resources/resources-per-sea-area/
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2.3 Ocean General Circulation Modeling

The previous section provided an overview of the ocean surface currents, their
scales, and how some solutions can be found analytically. The Navier-Stokes
equation is a set of prognostic partial differential equations, meaning that pre-
dictions for variables of interest can be made given initial and boundary condi-
tions. The analytical solutions allow us to investigate a range of phenomena,
from wind-driven ocean-basin scale ocean currents to geostrophic turbulence
and beyond, but these are compartmentalized sets. Integrating all phenomena
within the kinetic energy spectrum has still no analytical solution.

As weather prediction follows similar principles, Cleveland Abbe [46] and
Vilhelm Bjerknes [47] idealized the basic ideas of numerical weather prediction
already in the early 20th century. Lewis Fry Richardson developed further the
concepts and his work culminated in the now recognized ground-breaking
book, the "Weather Prediction by Numerical Process" published in 1922 [48]. Both
atmospheric and ocean models have drastically advanced since the first weather
numerical forecast set by Jule Charney in 1950 [49]. A series of advances
in computational resources and theoretical work supported by observation
systems allows us to perform ocean and weather predictions for the whole
globe in a feasible period.

Ocean circulation models rely on the numerical discretization of the primi-
tive equations that govern momentum, mass, heat, and salinity conservation.
This discretization process involves approximating these partial differential
equations using finite differences, applying incremental steps in both time
(t) and space (x, y, z). By transitioning from a continuous to a discretized
space, solutions are computed at specific grid points, with the increments de-
termining where variables like velocity and temperature are calculated. We
refer to this type of numerical modeling as performed in an Eulerian frame of
reference.

Horizontal grids, which are essential for defining spatial structure, can be cate-
gorized into two main types based on grid-point spacing: regular and irregular
grids. Regular grids feature equal spacing between grid points, providing uni-
form horizontal resolution across the model domain, while irregular grids use
non-uniform spacing, allowing for finer resolution in regions of interest, such
as coastal areas. The choice of grid spacing directly influences the horizontal
resolution of the model and, thus, determines the smallest scales of phenom-
ena that can be captured accurately by the model. Higher resolution grids, for
instance, enable the simulation of finer-scale processes like coastal eddies and
fronts, while lower-resolution grids are typically limited to large-scale dynam-
ics, such as basin-wide currents and planetary waves. The effective resolution
of an ocean model is between 4 [50] and 10 [51] grid points, meaning that for a



2.3 ocean general circulation modeling 21

global ocean model with 25 km x 25 km horizontal resolution, motions smaller
than 200 km (e.g. mesoscale and submesoscale) are poorly resolved. In other
words, the presence of phenomena smaller than 200 km must be taken into
account through parameterizations as they are not explicitly resolved by the
model.

As described in the previous section, stratification and vertical movements
also influence the transport of substances at the ocean surface. Therefore,
ocean models must also represent the ocean interior and how overlying layers
interact with each other. There are three main types of vertical grids used in
ocean modeling: z-level (geopotential) grids, terrain-following (sigma) grids,
and isopycnal (density-following) grids. Z-level grids divide the water column
into horizontal layers of constant depth, offering simplicity and efficiency but
struggling to represent steep topography accurately. Terrain-following (sigma)
grids, on the other hand, adapt their layers to the shape of the seafloor, allowing
for a more accurate representation of bottom boundary processes and sloping
terrains, although they can introduce numerical artifacts in regions with strong
stratification. Lastly, isopycnal grids align layers along surfaces of constant
density, making them ideal for simulating large-scale ocean circulation and the
movement of water masses with minimal numerical diffusion. However, they
may be less effective in capturing dynamics near the surface or mixed-layer
processes.

Another basic ingredient when developing ocean models is defining the initial
and boundary conditions. The initial conditions define the initial state of the
model, in order words, values of a given variable prescribed on each (x,y,z)
point at t = 0. In operational systems, initial conditions are typically obtained
from previous forecasts, a process known as a warm start, and then are updated
through data assimilation techniques that incorporate real-time observations
to improve accuracy. When previous forecasts are not available, initialization
is performed using alternative data sources, such as climatologies, reanalysis
products, hindcasts, or any other relevant fields that represent the desired
state. After setting the initial conditions, the model is run (or integrated) over
a specified period until it reaches a stable, balanced state, a process known
as model spin-up. This spin-up phase ensures that any artificial transients
arising from the initial state dissipate, allowing the model to establish realistic
dynamics.

Boundary conditions, on the other hand, define how variables behave at the
boundary of the domain, including surface, bottom, and lateral. Surface con-
ditions dictate how e.g. heat, moisture, and momentum are transferred from
the atmosphere to the ocean surface. These conditions are essential for driving
surface currents and influencing processes such as evaporation, vertical mixing,
and stratification. Bottom boundary conditions describe interactions with the
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seafloor, including bottom friction, sediment transport, and topographical influ-
ences. These conditions can be further categorized into slippery or non-slippery
conditions: slippery bottom conditions allow for frictionless flow parallel to the
seafloor, minimizing drag, while non-slippery (or no-slip) conditions enforce a
zero velocity at the bottom, making them crucial for simulating the effects of
turbulence and bottom shear stresses on flow dynamics.

Lateral boundary conditions are applied at the edges of the model domain
and can vary based on the desired behavior of the simulation. Open boundary
conditions enablemomentum and tracers to flow freely in andout of the domain,
which is ideal for modeling interactions with adjacent basins or representing
connections to the open ocean. These can be implemented using methods
like radiation or relaxation schemes to prevent artificial reflections of waves or
currents at the boundary. Reflective boundary conditions, on the other hand, act
as solid walls that prevent any flow across the boundary, useful for closed basins
or idealized experiments where confinement is desired. In addition, slippery
or non-slippery reflective conditions can be applied depending on whether
the boundary allows tangential flow or enforces zero velocity, respectively.
More complex approaches can include periodic boundary conditions, where
flow is reflected on the boundary domain, or sponge layers, which gradually
dampen disturbances to minimize numerical artifacts near the boundaries. The
careful selection of these boundary conditions is crucial for ensuring that the
model behaves realistically and accurately simulates the physical exchanges
and dynamics at the limits of the domain.

A few remarks should be nevertheless highlighted. The numerical discretization
of equations must satisfy three fundamental criteria: consistency, stability, and
convergence. Consistency ensures that as the grid spacing and time step ap-
proach zero, the discrete equations accurately represent the original differential
equations. Stability requires that numerical errors do not grow uncontrollably
over time. Convergence guarantees that, with sufficiently fine resolution and
smaller time steps, the solution of the discrete equations approaches the true
solution of the continuous equations. Additionally, the relationship between
time step and grid spacing must adhere to the Courant-Friedrichs-Lewy (CFL)
condition, which dictates that the time step must be small enough to ensure
that the information from wave propagation does not exceed one grid cell per
time step. This condition is crucial to maintaining numerical stability and pre-
venting unrealistic oscillations or errors. For these reasons, different numerical
approximations are employed for different terms of the primitive equation at
different time steps.

Finally, because numerical models are only approximations of the real ocean,
they rely heavily on parameterizations to represent small-scale processes that
cannot be resolved directly. Parameterizations are simplified equations or
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empirical formulas used to approximate phenomena smaller than two grid
points, known as subgrid-scale processes such as turbulence,mixing, convection,
and air-sea interactions. Physically, turbulence is represented as deviations from
the average. Rather than solving the primitive equations, one has to solve an
expanded version of it, the Raynolds-AveragedNavier-Stokes (RANS) equations,
where its terms are split into an average and fluctuations. If one tries to solve
it, extra unknown terms appear, leading to an undetermined system. Closure
in this sense approximates the unknown terms to other known physically
meaningful terms, usually through relations, and must also obey some other
criteria [52]. Defining its closure scheme and magnitude can significantly
impact oil drift simulations [53, 54] and vary spatially [55].

Forecasting at the Norwegian Meteorological Institute

This brief overview of the numerical discretization of partial differential equa-
tions sets the fundamental basis of current atmospheric and ocean models.
This section aims to describe the state-of-the-art prediction systems, focusing
on the Regional Ocean Modeling System [ROMS 56]. ROMS is a hydrostatic
ocean model designed to simulate regional-scale ocean circulation. It uses
a split-explicit time-stepping algorithm to solve the three-dimensional RANS
equations, which are formulated on an Arakawa-C grid. It employs a staggered
finite-difference approach with terrain-following sigma vertical coordinates,
allowing high resolution in both horizontal and vertical dimensions. Its hori-
zontal pressure gradient scheme minimizes errors in steep bathymetry, making
it suitable for complex topographies like continental shelves and coastal re-
gions. The model utilizes a variety of advection schemes, such as third-order
upstream and fourth-order centered options, to resolve scalar and momentum
transport, while the vertical mixing is handled using advanced closure mod-
els like K-profile-parameterization (KPP) or the Generic Length Scale (GLS)
turbulence models [57].

The Norwegian Meteorological Institute (MET-Norway) uses ROMS as the
setup which in-house regional ocean models (e.g. NorKyst-800, NorShelf, and
Barents-2.5 EPS) are built upon. Each model has different spatial resolutions
(0.8 km, 2.4 km, and 2.5 km, respectively), and different configurations. NorKyst-
800 [38] was developed in a joint effort between MET-Norway and the Institute
of Marine Research (IMR) to support private and research activities along the
Norwegian coast and continental shelf. The model provides a single forecast
in time, i.e., a deterministic model.

The Barents-2.5 EPS is an ensemble prediction system (EPS) developed and
maintained atMET-Norway. Its numerical grid covers the Norwegian Sea,part of
the North Atlantic, the Barents Sea, and the Fram Strait. The EPS represents one
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of the few operational regional ensemble models currently available; another
is the TOPAZ model developed by the Nansen Environmental and Remote
Sensing Center (NERSC). Barents-2.5 EPS is a singular tool for ocean current
uncertainty quantification, and it was the main model under investigation in
Papers I and II. In Paper I, trajectory simulations forced with Barents-2.5 EPS
and NorKyst-800 were intercompared to verify whether the higher resolution,
deterministic model (NorKyst-800) can provide more skillful results relative
to the lower-resolution EPS. The EPS performance was evaluated against
observations using several metrics (some described in Section 4.2.2) in both
research articles.

2.4 Trajectory Modeling

A numerical modeling set aims to reproduce and predict the environmental
variables in a numerical grid, often performed in an Eulerian framework. For
drifting objects at sea, such as oil slicks and drifters, the most natural frame of
choice is the one where the object of interest follows the underlying flow, i.e.,
the Lagrangian frame of reference. This section introduces the concepts of La-
grangian trajectory modeling and the link between the two frameworks.

A particle P released in a continuum media and subject to external forces
will, after some time, trace out a trajectory X𝑃 (t) in space. As trajectories are
dependent on their location at the initial time, X𝑃 (a, t) where a = X𝑃 (t = t0).
For a discrete trajectory, the along-track Lagrangian velocity (V𝐿) between any
two consecutive data points is therefore given by

V𝐿 =
dX𝑃 (a, 𝑡)

d𝑡

���
a

(2.7)

As Eulerian and Lagrangian frameworks describe the same fluid, a given
property F (e.g. temperature, salinity, or velocity) must have the same value
in both descriptions at the same position a and time t. In other words,

𝐹 [X𝑃 (a, 𝑡)]︸       ︷︷       ︸
Lagrangian

= 𝐹 (x, 𝑡)︸ ︷︷ ︸
Eulerian

(2.8)

where x represents the three-dimensional cartesian coordinates X1, X2, and X3.
If one observer seeks to express the rate of change of F at the fixed point a, Eq.
2.8 can be written as:
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𝜕

𝜕𝑡
𝐹 [X𝑃 (a, 𝑡)]

���
a
=
𝜕𝐹

𝜕𝑡
+ 𝜕𝐹

𝜕𝑋𝑖

𝑣𝑖 =
𝜕𝐹

𝜕𝑡
+ (∇𝐹 ) · v ≡ 𝐷

𝐷𝑡
𝐹 (x, 𝑡) (2.9)

For i = 1, 2, 3. Put into words, the rate of change of F in the Eulerian frame of
reference is expressed by a local, time-dependent term ( 𝜕𝐹

𝜕𝑡
), plus an advective

term ((∇𝐹 ) · v) representing the advection of F due to e.g., currents from a
different location [58].

Observations of the drift of floating objects have regarded that V𝐿 can be ap-
proximated at first order as depending solely on the wind speed [59], resulting
in the long-standing 3% rule-of-thumb. Despite physically sounding by also
invoking the air-water drag force balance [60], the approach was somehow
discredited due to its oversimplification and neglect of the ocean currents
and waves. More recent investigations have shown that using just the wind
field as forcing does not produce skillful drift forecasts [61], and our Paper I
revealed that for short-term predictions, its contribution to drift uncertainty
was minimal.

For an object residing at the ocean surface, it is currently well accepted that the
velocity of an object at the ocean surface is composed by a linear combination
of ocean current V𝑂 , a fraction of the wind (𝛼V𝑊 ) and Stokes drift velocities
(V𝑆) as in:

V𝐿 = V𝑂 + (𝛼V𝑊 ) + V𝑆 (2.10)

When performing a trajectory modeling prediction, the input fields are often
obtained from geophysical models. In other words, virtual particles are released
in a numerical grid and atmospheric-ocean-wave modeled velocity fields are
interpolated in space and time to their position. If we define the velocity vector
in the Eulerian frame of reference as v(x,t), the position update from t to t+Δt
is then given by [62]:

X𝑃 (t + Δt)︸      ︷︷      ︸
Next position

= X𝑃 (t)︸︷︷︸
Current position

+
∫ t+Δt

t
v(x(𝜏), 𝜏)d𝜏︸                  ︷︷                  ︸

Eulerian velocity

(2.11)

Where 𝜏 is time in the Eulerian frame. Equation 2.11 takes the form of a
numerical solution of an ordinary differential equation, and different schemes
can be employed to solve the integration problem. We shall briefly discuss
three of them, namely the forward Euler, improved Euler, and Runge-Kutta
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4th order schemes. For simplicity, consider the following ordinary differential
equation and initial condition:

𝑦′(𝑡) = 𝑓 (𝑡, 𝑦 (𝑡)),
𝑦 (0) = 𝑦0

(2.12)

Although the solution of the ordinary differential equation is unknown, we
can use Taylor expansion to approximate y(t) at a given point y(t𝑛) = y𝑛 as
follows:

𝑦 (𝑡) = 𝑦 (𝑡𝑛) + 𝑦′(𝑡𝑛) (𝑡 − 𝑡𝑛) +
𝑦′′(𝑡𝑛)

2! (𝑡 − 𝑡𝑛)2 +
𝑦′′′(𝑡𝑛)

3! (𝑡 − 𝑡0)3 . . . (2.13)

where y(𝑛) represents the order of the derivative. Considering Δt = (t-t𝑛), Eq.
2.13 can be rewritten as:

𝑦 (𝑡𝑛 + Δ𝑡) = 𝑦 (𝑡𝑛) + 𝑦′(𝑡𝑛) (Δ𝑡) +
𝑦′′(𝑡𝑛)

2! (Δ𝑡)2 + 𝑦′′′(𝑡𝑛)
3! (Δ𝑡)3 . . . (2.14)

Truncating the expansion at the first derivative, we get an expression fairly
similar to our initial problem in Eq. 2.11:

𝑦 (𝑡𝑛 + Δ𝑡) ≈ 𝑦 (𝑡𝑛) + 𝑦′(𝑡𝑛) (Δ𝑡) + 𝑅,

𝑦 (𝑡𝑛 + Δ𝑡) ≈ 𝑦 (𝑡𝑛) + 𝑓 (𝑡𝑛, 𝑦𝑛) (Δ𝑡) + 𝑅
(2.15)

Where R is the highest order of truncation error, in this case O(Δt)2. This is
known as the forward Euler’s method, a first-order explicit numerical scheme
for solving ODEs. Notice this approach is equivalent to using the quadrature
rule:

𝑦 (𝑡 + Δ𝑡) − 𝑦 (𝑡𝑛) =
∫ 𝑡

𝑡𝑛

𝑦′(𝑡)𝑑𝑡 =
∫ 𝑡

𝑡𝑛

𝑓 (𝑡, 𝑦 (𝑡))𝑑𝑡,

𝑦 (𝑡 + Δ𝑡) − 𝑦 (𝑡𝑛) ≈ (𝑡 − 𝑡𝑛) 𝑓 (𝑡𝑛, 𝑦 (𝑡𝑛) + 𝑅 ≡ (Δ𝑡) 𝑓 (𝑡𝑛, 𝑦𝑛) + 𝑅,

𝑦 (𝑡 + Δ𝑡) ≈ 𝑦 (𝑡𝑛) + 𝑓 (𝑡𝑛, 𝑦𝑛) (Δ𝑡) + 𝑅

(2.16)
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Better approximations for the solution can be obtained for our initial problem
in Eq. 2.11 by refining the solution for the integral, for instance using its average
value between the two endpoints f(t𝑛, y𝑛) and f(t𝑡+Δ𝑡 , y𝑡+Δ𝑡 ). This is known as
the improved Euler’s method (or Heun’s method), and it involves refining our
integration method by employing the trapezoidal rule:

𝑦 (𝑡 + Δ𝑡) ≈ 𝑦 (𝑡𝑛) +
Δ𝑡

2 (𝑓 (𝑡𝑡+Δ𝑡 , 𝑦𝑡+Δ𝑡 ), 𝑓 (𝑡𝑛, 𝑦𝑛)) + 𝑅 (2.17)

Notice that to advance the equation in time, the formula also requires knowing
the function already one step ahead, f(t𝑡+Δ𝑡 , y𝑡+Δ𝑡 ), which transforms it into
an implicit method. We can nevertheless use our known forward formula (Eq.
2.16) to substitute it into y𝑡+Δ𝑡 and get back again an explicit integration:

𝑦 (𝑡 + Δ𝑡) ≈ 𝑦 (𝑡𝑛) +
Δ𝑡

2 (𝑓 (𝑡𝑡+Δ𝑡 , 𝑦 (𝑡𝑛) + 𝑓 (𝑡𝑛, 𝑦𝑛) (Δ𝑡)), 𝑓 (𝑡𝑛, 𝑦𝑛)) + 𝑅 (2.18)

The key advantage of using this method is its reduced error (O(Δt)3) relative
to the forward Euler’s method. Our final method is widely used in Lagrangian
particle models, and it was employed in both Papers I and II to perform the
simulations. The Runge-Kutta method is a class of implicit and explicit methods,
to which both Euler’s methods belong, where weighted average estimations of
the function are taken in the t𝑛 < t < t+Δ𝑡 interval. An explicit fourth-order
scheme, or the 4th order Runge-Kutta (RK4), thus estimates four points within
this time interval:

𝑦 (𝑡 + Δ𝑡) = 𝑦 (𝑡𝑛) + (Δ𝑡)
(
𝑘𝑛1 + 2𝑘𝑛2 + 2𝑘𝑛3 + 𝑘𝑛4

6

)
(2.19)

Where the coefficients are given by [63]:
𝑘𝑛1 = 𝑓 (𝑡𝑛, 𝑦𝑛)

𝑘𝑛2 = 𝑓

(
𝑡𝑛 +

Δ𝑡

2 , 𝑦𝑛 +
Δ𝑡

2 𝑘𝑛1

)
,

𝑘𝑛3 = 𝑓

(
𝑡𝑛 +

Δ𝑡

2 , 𝑦𝑛 +
Δ𝑡

2 𝑘𝑛2

)
,

𝑘𝑛4 = 𝑓 (𝑡𝑛 + Δ𝑡, 𝑦𝑛 + Δ𝑡𝑘𝑛3)

The derivation is long for the scope of this work, so we reserve to mention
that the approximation error is of the order O(Δt)4 [63]. The choice of the
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numerical discretization scheme might introduce large errors in the estimation
of the future position of the particle, as exemplified by the initial condition
problem [63]:

𝑦′(𝑡) = 1 − 𝑡 + 4𝑦,
𝑦 (0) = 1 (2.20)

Which presents the analytical solution y(t) = 1
4𝑡 - 3

16 + 19
16e4𝑡 . The three

methods are shown in Figure 2.7, with the analytical solution displayed as a
solid black line (True) and numerical solutions computed with Δt = 0.1.

Figure 2.7: Numerical and analytical solutions (black line) for Eq. 2.20. Blue dotted
line: Forward Euler’s method; Green line with triangle: Improved Euler’s
method, and red dotted line: RK4.

One can see that the forward Euler’s method underestimates the true solution.
Many other schemes involving multi-step and variable time steps approaches
can be employed, but RK4 generally provides sufficient accuracy and efficiency
for Lagrangian particle tracking for simulations not involving long integration
times (months to years) [64]. The RK4 numerical scheme was employed in our
set of simulations of Papers I and II.
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Online and offline modes

The prediction problem posed at the beginning of this chapter can be assumed
as integrating a set of virtual particles in time forced by background velocity
fields (ocean currents, winds, and Stokes drift) usually defined in an Eulerian
grid and interpolated in space and time onto the virtual particles. The procedure
can be carried out both in online and offline modes.

In Lagrangian particle tracking, the distinction between online and offline
modes hinges on the timing and computational strategy used for advecting
particles through a flow field. In the online mode, particles are tracked con-
currently with the flow simulation, using the velocity field at each simulation
time step to update particle positions. This approach is memory efficient, as
it eliminates the need to store the entire flow dataset over time, making it
advantageous for high-resolution simulations with limited storage resources.
However, the tight coupling with the solver can increase computational de-
mands and restrict flexibility, as re-tracking particles or exploring different
initial configurations requires re-running the entire simulation. In contrast,
offline mode separates the particle tracking from the flow computation, per-
forming it as a post-processing step using stored velocity fields. This enables
extensive flexibility for re-initializing particles, testing multiple configurations,
and conducting detailed analyses.

Another advantage of the offline mode, overall for oil slick drift predictions on
demand, is that one does not depend on a specific model but can rather make
use of, in theory, any operational system available at the region and time of
interest given that a suitable reader built in the offline software exists. Several
offline packages tailored to oil slick drift and weathering are currently available
[see 10], but we shall briefly describe Opendrift, a Python-based open-source
package [65] used in Papers I and II.

OpenDrift is a generic modular framework designed to be employed in differ-
ent applications (ocean drift, oil drift, iceberg drift). Geophysical models and
observations in different formats and projections can be used as forcing, and
outputs are stored in netCDF files. The driving advection equation, here Eq.
2.10, uses the provided modeled fields, and the position of the virtual particles
is updated using either the forward Euler’s scheme or RK4 described above. In
Papers I and II, RK4 was used as a numerical scheme and readers were mod-
ified to include ensemble fields. Opendrift’s oil drift and weathering module,
OpenOil [32], uses the ADIOS Oil Database [66] to obtain the physical and
chemical properties of more than one thousand different oil types.

Oil undergoes a series of physical (evaporation, emulsification, dispersion, and
dissolution) and chemical processes (oxidation) when released into the marine
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environment. Additionally, other transport pathways at the surface (spreading),
and vertical migration (entrainment), can also affect the horizontal advection
of oil slicks [32]. Although OpenOil resolves some of these processes, including
turbulent mixing, we considered them to a lesser extent in Paper I for the
proposed numerical experiment because they would increase the number of
degrees of freedom in the uncertainty estimation and deviate from our main
goal, i.e., uncertainty estimation of ocean surface currents. Similarly, we did
not fine-tune the horizontal eddy diffusivity in Papers I and II.

2.5 Prediction and Validation

The preceding sections introduced the concepts of geophysical fluid dynamics
from analytical and numerical perspectives. We have seen so far the complexity
of translating a multi-scale, rotating, turbulent, and stratified fluid system
into a discretized Eulerian model, and ultimately into trajectory predictions
through Lagrangian modeling. Whether solving the equations analytically or
numerically, initial conditions must be provided so the prognostic equations, i.e.,
those time-dependent terms, can perform the predictions. Model initialization,
and therefore forecasting, rely on the use of observations.

Although well-known since the early 20th century, when Richardson wrote
his book, initialization and forecasting were done manually. For the laboring
work, Richardson himself worked for six weeks on his forecast [48], weather
prediction was a time-demanding process. For this reason, using analogues
was a quick way to initialize models. Analogues are similar representations of
the current ocean or atmospheric state at previous times. It assumes that the
atmospheric dynamics is, to a certain extent, periodic. Therefore, for predicting
tomorrow’s weather, one could search in the archive of past observations that
resemble today’s state and its evolution would be similar to what was observed
back then. As we shall see in Chapter 4, it was promptly noticed that nonlin-
earities are sensitive to errors in the initial conditions [67], acting mainly on
the deterioration of the predictions’ skill [68].

In operational terms, model (re)initialization is achieved through data assimi-
lation. During this process, observations and forecast variables are integrated
by solving a least-squares optimization, with the model’s equations serving
as constraints [69]. Various data assimilation techniques, such as 3D-Var, 4D-
Var, and the Ensemble Kalman Filter, can be utilized in a prediction system.
These methods differ in how they minimize the forecast-observation misfit by
finding the minimum of an objective cost function. The minimization prob-
lem incorporates the probability density functions of both the model forecast
and observations, particularly focusing on their first two statistical moments
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(mean, variance, and covariance). Of particular relevance to this work is the
evolution of error covariances, which governs how uncertainty is propagated
in an ensemble prediction system.

Observations are also employed at another important step in modeling, namely
model validation. Model validation concerns assessing the prediction quality
relative to a set of observations, ideally independent. These can be further
divided into in-situ, drifters, and remotely sensed observations.

Drifters represent a natural way of tracking ocean surface and sub-surface
currents. Typically, a drifter consists of a waterproof container that houses
a GPS device, which transmits its position via satellite. Inside the container,
batteries and microelectronics power the system, enabling a sampling rate of
typically every hour and lasting from months to years. Whether drogued or
undrogued, they are used in a range of applications to improve the trajectory
drift modeling, e.g., to represent the drift of oil slicks. The drifters, therefore,
serve as an indirect ground truth of the model’s capabilities and deficiencies in
predicting the pollution displacement at the ocean. This can be performed, e.g.,
by initializing the forecast at a given position and time reported by the drifter
device, performing the prediction over a time span, and verifying the forecast
and observed positions using error metrics [e.g. 70, 71, 72]. Combined with
remote sensing and hydrodynamic modeling, drift trajectories can also provide
fine-scale details of complex dynamic current systems and their impact on oil
residence time [73], dynamic barriers acting on the oil slicks drift [74], and
differences between mineral and biogenic oil resurfacing [31]. A great review
about the use of drifters can be found in [75]. As we hinted before, drifter
trajectories were employed in Paper II in this compendium to validate drift
trajectory forecasts forced by an ocean ensemble but also to check whether the
model was able to capture the observed spectral energy correctly.

Remote sensing technologies, such as satellites, can be used to retrieve ocean
properties either directly (e.g., sea surface temperature) or indirectly (e.g., ve-
locity fields derived from nadir-looking altimeters). Different from drifters and
other in-situ instruments, remote sensing has the great advantage of sampling
large portions of the ocean, providing an instantaneous two-dimensional view
of it, and at the same time not disturbing the area. Remote sensing explores
the electromagnetic spectrum to retrieve observations of the ocean surface,
having three different sources of radiation to communicate the information
from there to a sensor operating in a satellite orbiting around the Earth. These
are (1) solar radiation reflected at the ocean surface or near the surface, (2)
thermal radiation emitted by the ocean surface, and (3) electromagnetic pulses
emitted from the satellite towards the Earth, reflected by the ocean surface,
and received back at the sensor. The first two are passive devices, working
respectively at the optical band and infra-red band (1), and microwave band
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(2), whereas (3) represents an active device [76]. A great review about the
topic can be found in [77, 78, 79].

The latter represents the class of radar instruments, and it is, up to now, the
main workhorse for estimating ocean surface currents. Nadir-looking altimeter
radars have been employed for almost 30 years in oceanography, providing
unique information about the ocean’s energy spectrum down to mesoscale
and widely used as data sources in data assimilation in operational centers
[80]. Despite its mature technology and processing, interpolation issues [81,
82] and low along-track sampling rate often underestimate the ocean kinetic
energy and current speed in coastal regions [83, 84]. The horizontal resolution
of nadir-looking derived products is usually coarser than the first baroclinic
Rossby radius in high latitudes, hindering direct comparison to investigations
focused on small-scale, short-term predictions. For this reason, we opted to
employ synthetic aperture radar information in Papers I and III. As explained
in the incoming chapter, we used the observations as a passive (through oil
slick delineation) and active (ocean current retrieval) tool to address the ocean
surface current uncertainty.



3
Synthetic Aperture Radar
and its Applications

“In the silence of space, the Earth speaks
in colors and shadows, and remote sensing
lets us hear its voice in data and light.

”
— Marcia McNutt

33
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Since the emergence of the satellite era in the early 1960s, space-borne remote
sensing has proven to be an invaluable component of Earth observation systems.
It has revolutionized our ability to monitor and understand a wide range
of environmental and atmospheric phenomena. Satellite-based observations
have become an essential research tool for resource management and disaster
response.

This thesis focuses on using data from Synthetic Aperture Radar (SAR) satellites,
particularly the ESA satellites Sentinel-1A/B. In Paper I, oil slicks observed
with SAR were used as a validation dataset for quantifying ocean current
uncertainties, and in Paper III, an ensemble atmospheric model was employed
to quantify the uncertainty in ocean current retrievals using SAR. This chapter
begins with an introduction to key theoretical concepts of the SAR system,
followed by a discussion of applications relevant to these two topics.

3.1 SAR Concepts

As with any other radar system, SAR is based on emitting and receiving self-
generated electromagnetic (EM) pulses. As an active sensor operating at the
microwave band (see Table 3.1), it does not depend on day-light conditions,
and it can be employed under ’all-weather’ conditions as long as the carrier
frequency is located within the atmospheric spectral windows.

Table 3.1: Overview of the standard microwave bands used (or soon to be used)
onboard satellite sensors [85].

Band Frequency [GHz] Wavelength [cm]
Ka 27 - 40 0.8 - 1.1
Ku 12 - 18 1.7 - 2.4
X 8 - 12 2.4 - 3.8
C 4 - 8 3.8 - 7.5
S 2 - 4 7.5 - 15
L 1 - 2 15 - 30
P 0.3 - 1 30 - 100

3.1.1 SAR Imaging Geometry

Whether mounted on an aircraft or an orbiting satellite, the SAR sensor will
follow an orbit at a determined altitude (h) at a certain speed. As the radar
sensor moves along its flight direction, pulses are sent in the orthogonal di-
rection on a well-defined illuminated area on the Earth’s surface called the
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antenna footprint, and successive footprints result in a swath, defining the
SAR’s imaging area (see Figure 3.1). SAR instruments are side-looking sensors
meaning that the two received echoes, delayed by a time interval (𝛿t), ought
to stem from two different objects (or different parts of the object) in the
footprint, separated by a distance (d).

The amount of power received back at the antenna is characterized by the nor-
malized radar cross-section (NRCS), or backscatter. It depends on the dielectric
properties of the surface objects, the properties of the surface’s roughness (rms-
height and correlation length) relative to the emitted wavelength, and the
imaging geometry (e.g. incidence angle: IA, 𝜙). The IA is the angle between
the radar signal’s line of sight and the perpendicular (normal) to the Earth’s sur-
face at the point where the signal strikes. The IA increases across the footprint,
ranging from a lower angle near the satellite track (near range) to a higher
angle farther from the satellite track (far range). Moreover, the backscatter
decreases with increasing incidence angle.

The backscattered power is one of the components in the radar equation [86],
and a key variable for oil slick detection. The retrieval of ocean surface current,
which is treated in Paper III, is based on another important radar parameter,
namely the Doppler shift.

The slant range (blue dashed line in Figure 3.1 is the direct distance between the
radar antenna and a target on the Earth’s surface, measured along the radar’s
line-of-sight. Since a SAR is a side-looking radar, the slant range direction
is actually the direction the pulse propagates towards the target, and the
backscattered signal is received back from it.

3.1.2 Spatial Resolution

The ability to distinguish two different targets within the footprint is called
(ground) resolution, and it can be described in range (or cross-track) and
azimuth (or along-track) direction. For a sensor with pulse bandwidth 𝐵, its
range resolution is given by:

Range resolution =
𝑐

2𝐵𝑠𝑖𝑛(𝜙) (3.1)

where c is the speed of light (m/s), and B is the bandwidth associated with the
pulse. Hence, the larger the bandwidth of the pulse, the better the resolution.
Large bandwidth is often achieved using a linear frequency modulation of the
pulse (chirp). For the azimuth direction, the targets’ relative position to the
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Figure 3.1: Simplified SAR imaging geometry, reproduced with the permission of
the author [87]. (Da x Dr): antenna dimensions, h: satellite altitude, IA:
incidence angle (𝜙), L: synthetic aperture length. The ellipse represents
the antenna footprint.

platform’s flight vector results in a Doppler shift. A SAR synthetically simulates
the aperture of a much larger real antenna by recording the echoes from a
target, as long as it is within the antenna’s beamwidth. Using a compression
filter that takes advantage of the target’s instantaneous Doppler shift, a high
azimuth resolution can be achieved, given by:

Azimuth resolution =
𝐷𝑎

2 (3.2)

where D𝑎 is the antenna length (see Figure 3.1). Both resolutions determine the
pixel size of the sampled image, but the real spatial resolution in the ground
range, or pixel spacing, is approximately twice that due to theoretical sampling
reasons (Nyquist-Shannon sampling theorem). The pixel spacing for Sentinel-1
IW mode is 5 meters (azimuth) x 20 meters (range) for single-look images,
which is the data used in this thesis.
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3.1.3 Temporal Resolution

Temporal resolution refers to how often a satellite can image the same area,
determined by the revisit and repeat cycles. The revisit cycle is the interval
between consecutive observations of the same area, and this depends on the
satellite’s orbit, the swath width, and the target location. For polar-orbiting
satellites, the revisit period is more frequent at higher latitudes than in the
equatorial region. The repeat cycle is the time it takes for the satellite to image
the same position with the exact same viewing geometry. As an example, 41
Sentinel-1A and Sentinel-1B scenes acquired between April and December 2022
were used in Paper I to delineate produced water slicks. If we sought images
with the same viewing geometry, less data would be available for the period of
interest due to Sentinel-1 A/B combined 6-day repeat cycle.

Polarization

SAR polarization refers to the orientations of the radar wave’s electric and
magnetic fields, which are always orthogonal to each other. The oscillation
direction of the electric component defines the polarization state of an EM
wave. It can be oriented either horizontally (H) or vertically (V). In single
polarization (single-pol) mode, the radar transmits and receives in the same
polarization (co-pol), which in the case of linear polarization is denoted HH
or VV. In dual polarization mode, the radar transmits in one polarization and
receives in two channels, often one co-pol (e.g. HH) and one cross-pol (e.g.
HV). Full or quad polarization systems provide the most detailed information
about a target by transmitting and receiving in both horizontal and vertical
polarizations (HH, HV, VH, VV). For ocean applications, a dual polarization
mode is commonly used due to the higher return signal in VV compared to HH
the VV & VH combination is preferred. This is also the combination used by
Sentinel-1, over marine areas away from the polar regions (where HH & HV
combination is used), whose data is central to this work.

Sentinel-1

Sentinel-1 is a European Space Agency (ESA) satellite mission consisting of
a constellation of C-band satellites. The first two satellites, Sentinel-1A and
Sentinel-1B, were launched in April 2014 and April 2016, respectively. At the mo-
ment, only Sentinel-1A is still operational. These SAR sensors are right-looking
radars, operating at the center frequency of 5.405 GHz and can be employed in
four different acquisition modes: Stripmap Mode (SM), Interferometric Wide
Swath Mode (IW), Extra Wide Swath Mode (EW) and Wave Mode (WM) (See
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Figure 3.2: Illustration of the different acquisition modes for Sentinel-1. Figure re-
trieved from ESA [88].

Figure 3.2).

The IW mode was used in Papers I and III. It comprises a large swath width
(250 km), with a spatial resolution of 5m by 20m. In our case, three sub-swaths
(IW1, IW2, and IW3) were used, acquired with the Terrain Observation with
Progressive Scans SAR (TOPSAR) technique, which operates by electronically
steering the antenna beam both in azimuth and range directions. In this mode,
single (HH, VV) and dual-polarizations (HH+HV, VV+VH) are available.

3.2 Surface Scattering

Scattering broadly refers to how an EM wave interacts with a target. In mi-
crowave radar applications, one often distinguishes between three types of
scattering mechanisms: surface, volume, and double-bounce scattering. De-
pending on the type of environment, whether it is the ocean surface, urban
areas, or forests, one scattering mechanism may dominate, though a combina-
tion of all is common.

Surface scattering, or single-bounce scattering, is the primary scattering contrib-
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utor at the ocean’s surface. This occurs when an incoming EM wave interacts
with the interface between two media just once. The roughness of the interface
influences the amount of backscatter which is returned to the sensor. Whether
a surface appears rough or smooth depends on the roughness height compared
to the wavelength of the observing sensor and the length of the roughness.
Suppose the roughness of a randomly uneven surface is defined by the stan-
dard deviation of height deviations H over the mean height ℎ. In that case, the
question of how large Hmust be for the surface to appear rough to an observing
SAR system can then be addressed. Following the Fraunhofer criterion (Eq. 3.3,
a surface is considered rough if the height deviation, H, exceeds:

𝐻 >
𝜆𝑅

32𝑐𝑜𝑠 (𝜙) (3.3)

where 𝜆𝑅 is the wavelength of the observing sensor. For Sentinel-1 at 𝜙 = 35◦,
H > 5.6mm. Figure 3.3 shows a representation of three different conditions:
smooth (a), rough (b), and very rough (c) surfaces. In the first scenario, the
incoming EM wave (red arrow) is reflected away from the sensor (specular
reflection), and little backscatter is returned to the sensor. In the case of a
rough surface (b), specular and diffuse reflection occur thus providing a higher
degree of returned signal to the sensor. For very rough surfaces (H > 𝜆𝑅/2),
the backscattered signal is completely diffuse [89].

Sea Surface Scattering

To first order, scattering from the ocean surface and at moderate incidence
angles (20◦ - 45◦) can be modeled by the so-called Bragg scattering model.
It predicts that only roughness elements, capillary waves in the case of the
ocean surface, resonant at the order of the radar wavenumber, contribute to
the scattering process [90]:

𝑘𝐵 = 2𝑘𝑅𝑠𝑖𝑛(𝜙), (3.4)

where 𝑘𝐵 is the Bragg wavenumber, and 𝑘𝑅 is the radar wavenumber. The two-
dimensional spectral density of the ocean roughness evaluated at the Bragg
wavenumber directly impacts the NRCS (𝜎0

𝑝𝑝) [90],

𝜎0
𝑝𝑝 = 4𝜋𝑘4

𝑅𝑐𝑜𝑠
4(𝜙)Γ𝑝𝑝𝑊 (2𝑘𝐵𝑠𝑖𝑛(𝜙), 0) (3.5)
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Figure 3.3: Illustration of different scattering surfaces depending on their relative
roughness (increasing from a to c) relative to the satellite’s wavelength.
The red arrow represents the incident EM and the black arrow the reflected
EM.

where Γ𝑝𝑝 denotes the scattering coefficients for single-pol (pp: HH or pp: VV)
configurations. For Sentinel-1, the corresponding Bragg wavelength is 4.83 cm
at 𝜙 = 35◦.

Long waves are also present on the ocean surface, but the SAR cannot directly
observe them due to their larger scale relative to the satellite’s wavelength.
Incorporating modulation effects caused by longer waves has led to the devel-
opment of a more refined surface backscatter model, known as the two-scale
model or composite surface model [90, 91]. Longer waves are observed in
SAR images due to their modulation of the Bragg-scale waves through three
different mechanisms: tilt modulation, hydrodynamic modulation, and veloc-
ity bunching. Tilt modulation represents the change in the local incidence



3.3 doppler centroid 41

angle by the slope of the longer wave. Hydrodynamic modulation causes an
uneven distribution of the capillary waves along the longer wave, whereas
velocity bunching, which is a highly non-linear effect depending on the wave
propagation direction relative to the range direction, is the result of a Doppler
shift modulation caused by variations of the orbital velocities along the longer
wave.

3.3 Doppler Centroid

In SAR processing, the Doppler centroid (DC) plays a critical role in deter-
mining the quality of the SAR image. The Doppler frequency shift results
from the relative motion between the radar platform and the target, with
the Doppler centroid specifically referring to the Doppler frequency at the
center of the radar antenna beam. Therefore, in terms of SAR focusing, the
DC determines the location of the azimuth beam center and is also used to
derive the location of azimuth ambiguities, which can be described as echoes
overlapping in frequency from previous or future target positions due to side
lobe artifacts. Accurate determination of the Doppler centroid impacts the SAR
image processing, specifically during range and azimuth compression. Ulti-
mately, azimuth ambiguities can lead to biases and degradation of radiometric
and interferometric information [86]. Different algorithms can be employed
to determine the DC [92, 93, e.g.], but the current method used by ESA for
Sentinel-1 employs a two-step approach: absolute and fine DC estimation [94].
The absolute DC estimation is based on the satellite’s geometric properties
(orbit and attitude) and is performed for each range and azimuth block. Such
estimation is nevertheless sensitive to small errors in the antenna pointing, for
example, an 0.01◦ yaw angle error can result in a near-range offset of 25Hz,
while the same error in the pitch angle causes an offset of 50Hz [95]. The fine
DC estimation is based on the acquired data, and it undergoes several other
steps beyond the scope of this work.

In a side-looking SAR system, where the radar antenna is oriented perpendicu-
lar to the platform’s direction of motion, the Doppler centroid for a stationary
target is ideally zero. However, factors such as target movement toward the
sensor or antenna squint (a slight deviation of the antenna beam from its
perpendicular orientation) can introduce a non-zero Doppler centroid, known
as the Doppler Centroid Anomaly (DCA). The DCA represents the difference be-
tween the observed Doppler centroid and the theoretical value for a stationary
target, and it plays a significant role in extracting geophysical information using
SAR [96]. Research from the early 1980s established a link between Doppler
shifts and centroid anomalies, demonstrating their potential for tracking ocean
currents [97]. However, limitations in accurately knowing the platform’s atti-
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tude and antenna-pointing parameters hindered the precision of ocean current
retrieval. Recent advances in SAR observation recalibration [e.g., 98] and
Doppler-induced geophysical component removal [e.g., 99, 100, 101, 102] have
since enhanced ocean current estimation. Building on these advancements, we
examined uncertainties in ocean current retrieval related to the wind field in
Paper III.

3.4 Ocean SAR Applications

In this this thesis two different ocean applications using SAR were investigated.
In the first, oil slicks delineated in SAR images are used to validate oil slick drift
modeling, and in the second, the radial current velocity estimated from SAR
Doppler measurements is studied with respect to uncertainties in the auxiliary
wind data inputs. Both applications benefit from the large swath width offered
by SAR satellites and the all-day and night data imaging capability. These two
applications are explained in more detail here.

3.4.1 Marine Oil Slick Detection

Oil spill releases into the marine environment arose as a major problem in the
1960s as a result of the development of supertanker ships, offshore installations,
and oil exploration over the continental shelves [103]. Since then, major acci-
dents (e.g. Amoco Cadiz, France - 1978; Deepwater Horizon, USA - 2010) have
released massive amounts of oil in the ocean, directly impacting fish stocks,
bird colonies, and human resources.

The OSPAR Convention (Convention for the Protection of the Marine Envi-
ronment of the North-East Atlantic) reported that more than 1500 offshore
operational installations were present in the maritime zone under their juris-
diction in 2023 [104]. The same commission reported that 4119 tonnes of oil
were discharged and spilled in the North Sea in 2017, where Norway was re-
sponsible for approximately 40% of these releases [Table 5e in 105]. Worldwide,
the National Research Council estimates 343,200,000 gallons of oil are released
every year into the sea [106]. Fifteen oil spills of 1000 gallons (4000 L) or larger
are reported every day in the USA [107].

Oil slick detection is a key component in marine pollution surveillance, espe-
cially due to illegal discharges and accidents. SAR-based observations provide
crucial information for continuous environmental monitoring due to their abil-
ity to be used in all-weather conditions as well as during the night. States
and private agencies, such as the Office of Satellite and Product Operations
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(OSPO, NOAA, USA), Kongsberg Satellite Services (Norway), and the European
Maritime Safety Agency (EMSA), employ different sensors (e.g. Sentinel-1,
RADARSAT-2, and TerraSAR-X) to provide near real-time information based on
to a wide range of stakeholders.

Marine oil slicks can be detected in SAR images due to their higher viscosity
and surface tension relative to water, which dampens the gravity-capillary
waves. An oil slick in a real SAR image is then expected to appear darker than
the surrounding clean water area provided that some wind roughening occurs
on the clean water areas. Such decrease in the NRCS is typically observed
to be in the range between 5 and 12 dB [108], but it may vary, depending on
the radar’s incident angle, the type of oil, and the oil thickness. An oil slick
makes the sea surface appear smoother, and specular reflection increases, as
illustrated in Figure 3.4. Considering a SAR instrument moving from 1 to 5, the
backscatter value drops as it passes over 3.

Figure 3.4: Illustration of backscatter signal (black line) for a rough sea surface that
also contains a marine oil slick at different times (1 - 5). As the sensor
approaches the oil slick (black area in 3), the backscatter power drops and
specular reflection increases.

As the smoothness of the surface improves specular reflection but reduces
the amount of backscatter received at the sensor, the signal may approach
the instrument’s noise floor (Noise-Equivalent Sigma Zero, NESZ) for a given
image. A low NESZ allows the radar system to detect weaker signals, enhancing
sensitivity. Therefore, the backscattered power can be compared to the NESZ
in a ratio form, the so-called signal-to-noise ratio (SNR), between the Radar
Cross Section (RCS, 𝜎) and the NESZ for a given polarization as follows:

𝑆𝑁𝑅𝑝𝑞 =
𝜎𝑝𝑞

𝑁𝐸𝑆𝑍𝑝𝑞

(3.6)
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where (pq) represents the polarizations of the received and transmitted pulses.
The SNR value depends on the sensor properties, e.g. carrier frequency and
bandwidth. When monitoring low-backscatter targets like oil slicks, low NESZ
and high SNR are desirable to ensure separation between the actual signal and
noise. A low SNR decreases the contrast between the slick and surrounding
clean sea’s backscatter signals, making separation difficult. An SNR value of
at least 10 dB is recommended for retrieving reliable information about the oil
slick backscatter [109].

Low backscatter areas may also represent other surface features, so-called look-
alikes, such as biogenic slicks, low-wind speed areas, wind shadowing, or fish oil.
Figure 3.5a shows the VV NRCS (𝜎0

𝑉𝑉
) for a Sentinel-1A scene acquired in the

Gulf of Mexico (20.07.2024), with overlaying contours for likely (not confirmed)
an oil slick (black), a low-wind speed area (red) and biogenic slicks (blue).
NRCS values for different transects (Tr.) over the different features (vertical
lines) are displayed according to their color in Figure 3.5b. Such look-alikes
also display a drop in the NRCS similar to an oil slick, making the detection and
classification of mineral oil slicks in satellite images a challenging task.

In coastal and open water areas away from the polar regions, the VV+VH
combination is used as the standard polarization setup by RADARSAT-2 and
Sentinel-1, due to the higher returned power over open waters from the VV
channel. Using the VV channel means that the SNR is improved over low
backscatter targets, such as oil spills, compared to the other polarizations. Oil
spill detection is also possible to do using a single channel based on a parameter
called "the damping ratio" [110, 111, 112]. Moreover, using a quad polarimetric
system, it is possible to characterize slicks and aid separation between min-
eral oil slicks and biogenic slicks through multi-polarization feature analysis
[113].

Oil slick observations are nevertheless scarce. For operational regional model
validation, where outputs are time and spatially limited, gathering a sufficient
amount of data can be challenging. As an example, out of the 7513 cases
monitored by EMSA in 2023, approximately 33% (2527) were verified on-site.
Among these, 139 were identified as mineral oil, 219 as fish oil, and 60 as
vegetable oil. The remaining cases were categorized as follows: no observable
substance (1515), unknown features (396), natural phenomena (67), and other
substances, including chemical oil (18), sewage (6), garbage (3), and unknown
materials (104) [see reported data at 114].

Since marine surface slicks drift with ocean currents and wind, accurately pre-
dicting their future positions becomes crucial in critical or hazardous situations.
Achieving this requires prior validation of operational Eulerian and Lagrangian
models to ensure the delivery of reliable predictions. In oil drift modeling exper-
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Figure 3.5: Sentinel-1A VV NRCS (dB) acquired in the Gulf of Mexico on 20.07.2024
(a). Contours represent different low-backscatter features, likely (not con-
firmed) an oil slick (black), low-wind area (red), and biogenic film (blue).
Vertical lines are transects along the azimuth direction, with their respec-
tive pixel-wise NRCS values shown in (b). Thicker segments represent
the approximate location and NRCS over the low-backscatter features.
Sentinel-1 data provided by Copernicus 2024.

iments, model performance is commonly validated using delineated oil slicks
from major spill incidents [e.g., 71, 115, 116, 117], as these events are often better
documented and represent a significant threat of coastal pollution. Controlled
field campaigns can provide great insights into the importance of different
geophysical forcing on the drift trajectory, the role of in-situ observations for
detailed drift description, and how oil-specific properties (e.g. viscosity) can
impact horizontal drift predictions due to vertical entrainment and weathering
[e.g. 31, 61]. However, these studies are typically limited by the number of
observations and may not encompass the diverse environmental conditions
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necessary to verify the model’s predictive capabilities. A longer observed time
series of oil slicks must be compiled to evaluate the model under different
ocean and atmospheric conditions.

The primary objective of Paper I was to assess the ensemble and prediction
performance of the Barents-2.5 EPS. To achieve this, we compiled a time series
of observed produced water (PW) slicks, a byproduct of oil and gas extraction
containing a large fraction of saline water compared to oil equivalents, reaching
up to 98% of water content in matured fields. As PW slicks can be effectively
detected using SAR [118, 119], we monitored an operational floating production
storage and offloading (FPSO) unit in the North Sea for 8 months. Sentinel-1
IW VV data was utilized to delineate the legally discharged PW slicks, which
served as ground truth for validating Barents-2.5 EPS through short-term oil
drift predictions.

3.4.2 Ocean Surface Velocities

Beyond the identification of oil slicks, SAR imagery has been shown to provide
important insights into the characterization and retrieval of dynamic variables
at the ocean surface, such as eddies and fronts [120], internal waves [e.g. 121],
wind vectors, [e.g. 122, 123] and surface currents [e.g. 124]. Paper III focuses on
the latter.

Model initialization and validation, as discussed in Section 2.5, depend heavily
on observational data. Due to its role in environmental monitoring and climate
regulation, ocean currents are also considered an essential climate variable
[125]. SAR indirectly estimates ocean surface currents using the Doppler shift
information obtained with along-track interferometry [126] and single-antenna
observations [96]. The latter method is based on the two-scale decomposition
of the ocean surface kinematics, taking into account the contribution of dif-
ferent factors to the Doppler shift. As explained in the Sea Surface Scattering
subsection, the backscatter in the two-scale model is influenced not only by
the Bragg waves, but also by the underlying longer waves and current. [96]
demonstrated that a DCA arises from the combined contributions of all moving
elements within the dynamic field, whether they are moving toward or away
from the satellite. This Doppler shift along the satellite’s line-of-sight, known
as radial velocity, is just one of the components affecting the overall frequency
displacement. In other words, retrieving the underlying ocean current – our
variable of interest – depends on removing the contribution of all other sources
in the observed signal, both other geophysical sources (wind and waves), and
displacements caused by biases in the sensor parameters (non-geophysical).
Semi-empirical [e.g. 127, DopRIM] and empirical models [e.g. 122, 128, CDOP]
were developed to predict the contribution of the wind field on the observed
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Doppler centroid anomaly.

The CDOP model belongs to a family of Geophysical Model Functions (GMFs)
neural networks, which are trained on a set of inputs (e.g. wind speed, wind
direction, polarization, and incidence angle) to predict the expected Doppler
shift for a given wind speed and direction, and radar configurations [80]. In
this way, one can remove the impact of the wind on the observation, and the
residual value is considered the underlying current contribution to the signal.
CDOP was initially designed for the Advanced Synthetic Aperture Radar sensor
(ASAR) onboard Envisat, but it has recently been extended to Sentinel-1 [e.g.
98]. Improvements were also made by including the explicit contribution of the
wind wave and swell fields in the GMF, together with auxiliary telemetric infor-
mation for data recalibration. Removing these terms from the total observed
Doppler shift has been shown to be of utmost importance in ocean surface
current retrieval employing SAR [99, 100, 102, 129, 130]. A gap in the literature
nevertheless exists: How does uncertainty in the geophysical components terms
impact the retrieved radial velocity field?

In Paper III,we focused on the wind-wave bias estimation (f𝑤𝑣) using CDOP3SiX
GMF [100]. Specifically,we explored howuncertainties in the wind speed and di-
rection from an operational atmospheric ensemble model (MEPS, [131]) impact
the bias and, consequently, the radial velocity estimations. The total frequency
shift can be expressed in mathematical terms as shown in Eq. 3.7:

𝑓𝑡𝑜𝑡𝑎𝑙 = 𝑓𝑜𝑠𝑐 + 𝑓𝑤𝑣︸     ︷︷     ︸
f𝑝ℎ𝑦𝑠

+ 𝑓𝑏𝑖𝑎𝑠 (𝛽) + 𝑓𝑎𝑡𝑡 (𝛽, 𝜙𝑎𝑡𝑡 (𝑡)) + 𝑓𝑠𝑐𝑎 + Δ𝑓︸                                           ︷︷                                           ︸
f𝑛𝑝ℎ𝑦𝑠

, (3.7)

where f𝑡𝑜𝑡𝑎𝑙 is the observed Doppler shift (Hz), 𝑓𝑜𝑠𝑐 represents the signal contri-
bution from the range component of the ocean surface current, 𝑓𝑤𝑣 accounts for
the wind-wave bias, 𝑓𝑏𝑖𝑎𝑠 corresponds to the antenna’s electronic mispointing,
which varies with the boresight angle 𝛽, 𝑓𝑎𝑡𝑡 denotes the mispointing error
caused by the platform’s unstable attitude, 𝜃𝑎𝑡𝑡 (𝑡), 𝑓𝑠𝑐𝑎 is the scalloping effect
in Sentinel-1 TOPSAR mode acquisitions, and Δ𝑓 includes the remaining un-
known residual errors. As CDOP3SiX approximates the contribution of f𝑤𝑣, Eq.
3.7 can be rearranged in terms of 𝑓𝑜𝑠𝑐 as:

𝑓𝑜𝑠𝑐 = 𝑓𝑡𝑜𝑡𝑎𝑙 − 𝑓𝑛𝑝ℎ𝑦𝑠 −𝐶𝐷𝑂𝑃3𝑆𝑖𝑋 (𝑢10, 𝑢𝑠𝑤𝑒𝑙𝑙 , 𝑢𝑠𝑒𝑎, 𝜙) (3.8)

where u10 = -Wcos(𝜃) is the wind range-directed component of a wind vector
field with speedW (m/s) and direction (𝜃 , degree) concerning the SAR antenna
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look-direction, u𝑠𝑤𝑒𝑙𝑙 is the range-directed component of the swell orbital
velocity, u𝑠𝑒𝑎 is the range directed component of the wind sea orbital velocity.
Uncertainty comes exclusively from the ensemble wind speed and direction
fields (30 ensemble members), i.e., u110, u210, ..., u3010, where the superscripts refer
to the ensemble member. Thirty resulting estimates of f𝑜𝑠𝑐 are thus obtained,
correspondingly, and each was converted to a radial velocity (RVL) estimate
using the following equation:

𝑅𝑉𝐿 = − 𝜋 𝑓𝑜𝑠𝑐

𝑘𝑆𝑒𝑛𝑡𝑖𝑛𝑒𝑙−1𝑠𝑖𝑛(𝜙)
(3.9)

In Eq. 3.9,k𝑆𝑒𝑛𝑡𝑖𝑛𝑒𝑙−1 represents the Sentinel-1’s wavenumber. User and community-
guided thresholds [132, 133] were used to determine whether the uncertainty
values were significant. The findings in Paper III demonstrated that uncer-
tainties in wind speed and direction contribute to uncertainty in both the
wind-wave bias, exceeding 2Hz, and the retrieved RVL fields, with a standard
deviation of up to 0.3m/s. Understanding these uncertainties, and the role of
both wind speed and direction in the retrieval, is a step forward in investiga-
tions involving data assimilation of radial velocity fields into ocean operational
forecast systems.



4
Uncertainty and Ensemble
Modeling

“For want of a nail, the shoe was lost.
For want of a shoe, the horse was lost.
For want of a horse, the rider was lost.
For want of a rider, the message was lost.
For want of a message, the battle was lost.
For want of a battle, the kingdom was lost.
And all for the want of a horseshoe nail. ”

— Unknown author

49
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Uncertainties are inherent features present in any observation and modeling
system. Firstly, it represents the precision and accuracy of estimations due to
sensor limitations. These, in turn, directly impact how models are initialized
and constrained. Secondly, as complex as they are, models are simplifications
of the real nature. Errors and parameters in the models also account for how
certain we can predict the future state of the ocean or atmosphere. These
uncertainties altogether dictate the predictability horizon of our forecasts.
Alluding to Lorenz’s strange attractor [67], most of the time, the flapping of a
butterfly’s wings in the Amazon rainforest will not onset a tornado in Texas,
but sometimes the unforeseen tiny perturbations at small-scale phenomena
may rapidly scale up, leading to large alterations at large-scale features.

This chapter covers the third and final topic of this thesis; uncertainty quantifi-
cation through ensemble modeling. We start by introducing the background
concepts of uncertainty and how ensemble models are developed upon these
principles. Next, we describe the metrics used for ensemble performance assess-
ment and conclude the chapter with practical applications with a discussion of
research gaps addressed by the scientific contributions presented in this work.
Uncertainty in ocean and atmospheric models is the underlying motivation
throughout all the articles presented.

4.1 Predictability in a Chaotic System

As pointed out in Subsection 2.5, atmospheric forecasting back in the 1950s,
overall for long-range predictions (1 month or longer), was performed us-
ing analogues. Edward Lorenz, working as a faculty member at MIT and in
statistical-empirical weather prediction, was skeptical of the linear regression
methods in vogue at that time. In other words, he did not believe that the
atmosphere was periodical as it was thought. Finding a suitable system of
equations to verify his hypothesis was the first difficult task. In Lorenz’s own
words [134]:

“The difficulties were in finding a suitable system of equations to work with because
if I had known exactly what equations to choose in the first place, and exactly what
initial states to take in order to get this nonperiodic solution, I probably could
have done the whole thing in a couple of months or so with hand computations,
which is about the same time it would take to write up the thing afterward for
publication. So it wouldn’t have taken much more time, but the problem of course
is that I had to make many, many tries with many different systems.”

In communication with Barry Saltzman, who at the time was studying a sim-
plified model with 7 variables representing free convection in the atmosphere



4.1 predictabil ity in a chaotic system 51

[135], Lorenz noticed that three of these variables did not converge to periodic
solutions, even during extended simulations. He worked on the initial con-
vection problem to simplify it towards these three variables, and the solution
culminated in his seminal 1963 paper [67]:

𝑑𝑋

𝑑𝑡
= 𝜎 (𝑌 − 𝑋 )

𝑑𝑌

𝑑𝑡
= 𝑋 (𝜌 − 𝑍 ) − 𝑌

𝑑𝑍

𝑑𝑡
= 𝑋𝑌 − 𝛽𝑍

(4.1)

Where X = (X,Y,Z) is the state vector of the convection system. Physically, X
represents the convective overturning on the x-plane, while Y and Z describe
the temperature variation in the horizontal and vertical planes, respectively
[136]. The parameters 𝜎 , 𝜌, and 𝛽 are positive values, and they represent the
Prandtl number,Rayleigh number, and the ratio between the width to the height
of the plane [136]. This set of equations revolutionized our understanding of
atmospheric and oceanic modeling by demonstrating that even a simple three-
variable system, highly sensitive to initial conditions, imposes limits on how
further in time we can predict the atmosphere and the ocean.

Using the same values for the parameters as in the original paper (𝜎=10,
𝜌=8/3, and 𝛽=28), we can integrate Eq. 4.1 in time and display the system
state in a phase diagram. Figure 4.1 (top row) shows the two-dimensional view
of it (only Z(t) and X(t) are displayed). The gray lines depict the orbit of a
particle, representing the state of the system, integrated thousands of times
from a given initial position. This particle will circle around these two lobes
indefinitely, randomly moving from one to the other. But how does this explain
its chaotic behavior related to uncertainties in the initial conditions?

Consider a given initial condition for X(t0) = x0, Y(t0) = y0, and Z(t0) = z0. Let’s
assume that these values correspond to the mean of a Gaussian distribution,
with a standard deviation of, say, 0.003. This is your uncertainty value, and
you sample the distribution many times (250 times, for example) to obtain
your uncertain initial conditions at time = 0 (green dots). We can perform an
ensemble simulation by integrating Eq. 4.1 for each of these 250 particles, with
their final position at time = T represented as red dots in Figure 4.1. Figure
4.1a, Figure 4.1b, and Figure 4.1c represent the same system, with the same
uncertainty radius but initialized at different positions. The trajectory traced
by each of the random samples, also known as an ensemble member, is shown
in the lower panels for the X(t) variable. Figure 4.1d corresponds to Figure 4.1a
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Figure 4.1: Top row: Two-dimensional (Z(t) and X(t)) representation of the Lorenz
1963 attractor. Green dots (250) represent the initial position of the Lorenz
system with a 0.003 uncertainty, and the red dots represent their final
position at time = T. Bottom row: the trajectory performed by each
element for the X(t) variable corresponding to the panel directly above it.

and so on.

These three examples highlight the essence of chaos in dynamical systems:
sensitivity to initial conditions in the presence of uncertainty and the divergence
of predictions based on initial states (flow-dependency). This is the so-called
butterfly effect. In Figure 4.1a, the cloud of red dots did not present substantial
distortion relative to their initial positioning, also seen by the closely aligned
trajectories in Figure 4.1d. In a real-world application, this reflects a scenario
where the atmosphere or ocean exhibits high predictability, allowing a single
deterministic model to provide a relatively accurate forecast. Despite inherent
complexity and chaos, the system’s behavior would remain within predictable
bounds. In Figure 4.1b, the cloud of red dots presents a higher degree of
distortion, indicating that divergence among the ensemble members starts to
set in, and solutions are present in both lobes of the attractor. This represents a
case with lower predictability, and a single deterministic model would possibly
misforecast the true solution. If the outlier point (upper-left) could represent
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the Great Storm event, it is likely that the model would not capture this possible
solution. Figure 4.1c represents the case where the final solutions are spread
around the attractor, and one can clearly see how the solutions rapidly diverge
in time (Figure 4.1d). In this case, the atmosphere or the ocean is in a state of
very low predictability, and a completely mismatching prediction is expected
from the deterministic model. These cases exemplify, in a general perspective,
why models do not present constant skillful predictions.

Lorenz’s three-component model provided significant insights into the chaotic
nature of nonlinear systems, particularly in Earth sciences. However, it over-
looked a critical aspect of geophysical flows: the interaction of processes across
different scales. In his 1969 paper [137], Lorenz introduced a more sophisticated
model simulating a turbulent atmosphere, where small perturbations were in-
troduced at various wavelengths. His findings revealed that errors originating
from small-scale phenomena, such as cloud formation, rapidly grow over time
and propagate upward to affect larger-scale systems. For reference, Lorenz
estimated that the predictability horizon for global-scale systems (spanning
tens of thousands of kilometers) is about two weeks, while for weather patterns
(around a thousand kilometers), it is only a few days. Beyond these estimations,
Lorenz provided yet another breakthrough: reducing the observational error
does not extend these limits.

This brief overview of chaos and predictability establishes the foundational
framework of this thesis. As discussed in Chapter 2, atmospheric and ocean
modeling relies on accurately defining the initial conditions for the numerical
integration of a set of discretized equations. In a multi-scale flow, viz. Section
2.1, not all phenomena are resolved by the models. Indefinitely reducing the
model’s spatial resolution will not solve the problem, as besides enormous
computational costs, current observational systems are unable to constrain
operational models down to a few kilometers, especially in the ocean. Chaos
is present, and flow-dependency underpins why time series are necessary for
model performance evaluation, as performed in all publications contained
herein.

The key problem with the deterministic predictability horizon found by Lorenz
is that it is a statistical measure by itself. After all, it represents the average
predictability limit that a deterministic model can achieve [4]. In practice,
however, one does not know where the current atmospheric state is located
in the attractor, or how strongly the butterfly will flap her wings. Numerical
models, computer power, and knowledge have greatly advanced since the 1960s,
but chaos anyway persists. If one seeks to create a prediction system on which
future decisions can be made upon its outputs, other methods are needed
to provide how reliable these estimations are. We move forward to ensemble
modeling now.
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4.2 Ensemble Modeling

Edward Lorenz’s study of chaotic behavior and error growth in atmospheric
models revealed the existence of a limit to how far we can accurately predict the
future. His work demonstrated that, even with the best available observations,
the forecast will eventually diverge from reality, creating a limited predictability
horizon. Acknowledging that errors and uncertainties are unavoidable, the
field of ensemble generation developed to account for these limitations within
models.

Ensemble modeling is a numerical forecasting technique that generates multi-
ple forecasts by introducing small perturbations in the initial conditions, surface
or boundary conditions, or model parameters. Rather than producing a sin-
gle deterministic forecast, ensemble modeling generates a range of possible
outcomes, providing a probabilistic understanding of future conditions[138].
By running these multiple simulations, the method helps quantify the uncer-
tainty inherent in the model predictions. Ensemble forecasts are essential in
operational forecast centers, where they improve decision-making processes
by indicating the likelihood of different scenarios [5].

4.2.1 Ensemble Generation

Based on Lorenz’s findings [67], Edward Epstein proposed in 1969 a stochastic
dynamic prediction [139]. In summary, his approach relied on the derivation of
the continuity equation assuming a probability density function for the initial
conditions, approximated the evolution of only the first two statistical moments
(mean and covariance) for the Lorenz 1963 model [67], and compared the
approximate solutions to the ’true’ distributions obtained from a Monte Carlo
ensemble simulation (500 ensemble members). Although positive results were
achieved, Epstein promptly noted a drawback in his approach: the consumption
of computer power. For the state-of-the-art prediction models containing 106 to
1010 degrees of freedom [140], predicting the evolution of the state probability
in such a stochastic way becomes unfeasible.

As mentioned in the Introduction, ensemble generation ought to introduce
meaningful perturbations in the state vector, in a system where the sampled
distribution is appreciably smaller than its degrees of freedom. This concept
leads to ensemble generation through perturbations that amplify most rapidly
over a period of time, e.g. Singular Vectors [138] and Breeding [141]. These two
methods are currently employed at the National Centers for Environmental
Prediction (NCEP) and ECMWF global atmospheric ensemble models (ECMWF-
ENS).
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A simpler ensemble generation was promoted already in 1983 using lagged
average forecasting [142]. The approach combines the forecast at the analysis
time with previous forecasts at times -6, -12, or -24 hours. The ensemble is
generated by perturbing the forecast errors, in this sense the error between the
initial and average lagged forecasts, and ensemble variance by an amplifying
time-dependent factor. Despite its simple implementation, weights must be
correctly addressed to each lagged forecast depending on its ’age’ and the
authors define this as the main difficulty. If one sought a large number of
ensemble members, one would need to include excessively ’old’ forecasts,
and the predictions would be tainted by these if optimal weights were not
defined.

State-of-the-art atmospheric ensemble systems rely heavily on observational
data to ensure physically meaningful perturbations within the system. For
instance, the ECMWF processes around 800 million observations daily, the vast
majority of which are collected via approximately 90 satellites. After quality
control, this number is reduced to about 60 million data points [143]. Of these,
only a small portion pertains to the ocean, and an even smaller fraction is
assimilated into the ocean and wave models [143]. The amount of available
data greatly reduces for observations acquired in the ocean interior.

The ocean is consequently undersampled, requiring ocean ensemble systems to
adopt generation strategies distinct from those used in atmospheric modeling.
One approach is to generate the ensemble current field using a time-lagged
method, similar to the one previously described. Alternatively, ocean ensembles
can be generated by incorporating uncertainties in the surface forcing, obtained
from atmospheric ensembles. For instance, in the Barents-2.5 EPS system, each
atmospheric ensemble member (from ECMWF and MET-Norway) produces
slightly different wind-driven ocean currents. The EPS employs additionally
an Ensemble Kalman Filter to regulate the ensemble growth and retain its
identity.

4.2.2 Ensemble Performance Assessment

Model validation is a critical process used to assess the performance and reli-
ability of numerical models that simulate physical processes within the atmo-
sphere and oceans. It involves comparing model outputs against observational
data, such as satellite and in-situ data, to evaluate how accurately the model
represents real-world conditions. By ensuring that models can reproduce ob-
served phenomena under varying conditions, we can enhance confidence in the
model’s ability to forecast future scenarios and support decision-making.
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Error and Spread

Ensemble models generate multiple forecasts by varying the initial conditions,
parameters, or model configurations to capture a range of possible outcomes.
The goal of validation shifts to evaluating the probabilistic nature of the fore-
casts rather than a single deterministic output. As ensemble validation uses
metrics that focus on the distribution of the ensemble fields, an error metric
alone can not determine whether the uncertainty of the ensemble prediction
system is well-calibrated or not. In other words, its spread must also be consid-
ered.

Error (𝜖) and spread (s) are defined as the root mean square error of the
ensemble mean with respect to the observed value and the square root of the
ensemble variance, respectively [144]. For a set of one-dimensional time series
with N ensemble members, X(t,N), the ensemble mean at each time step t is
defined as:
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Where T is the length of the segment, and O𝑡 is the observed value. In a
well-calibrated system, the ensemble mean should align closely with the ob-
served value, and the spread should represent the expected uncertainty around
that mean. Thus, both metrics should reflect similar scales of error and uncer-
tainty.

We can exemplify this concept using a synthetic ensemble simulator based
on random walks (see Figure 4.2). The initial distribution is assumed to be
Gaussian with a prescribed mean and standard deviation value. From this ini-
tial distribution, one random walk was initialized to represent the observation
(blue line). Forty ensemble random walk members (red lines) were initialized
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with the same mean value, but half of the standard deviation (Figure 4.2a), the
same standard deviation value (Figure 4.2b), and double the standard devia-
tion (Figure 4.2c). They ought to represent an underdispersive, well-calibrated,
and overdispersive ensembles, respectively. Running this simulator multiple
times, say 5000 times, and calculating the error and spread for each simulation,
the obtained error-to-spread ratio was 0.5, 1.1, and 1.8. These values repre-
sent the underdispersive (overconfident), well-calibrated, and overdispersive
(underconfident) cases, respectively.

Figure 4.2: Representation of underdispersive (a), well-calibrated (b), and overdisper-
sive (c) synthetic ensembles generated through a random walk scheme.
Observation and 40 ensemble members are depicted as blue and red lines,
respectively.

In the context of oil slick drift modeling, the calibration of ensemble models
is critical for effective decision-making. An overconfident ensemble model,
which underestimates the spread of the possible positions of the oil slick, might
result in a narrow predicted location. This implies that outlier conditions may
not be present in the set of possible solutions, increasing the risk of missing
critical areas that need containment or cleanup. Conversely, an underconfident
(overdispersive) ensemble model, which overestimates the spread,may result in
an excessively large prediction area. This can lead to unnecessary deployment
of resources and operational inefficiencies, as responders would need to cover
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a wider area than necessary. Therefore, achieving well-calibrated ensembles is
essential to balance response strategies, optimize resource use, and minimize
environmental and economic impacts.

When dealing with oil slick drift or drifter trajectories, a position vector needs
to be considered, and this was done in Paper I and Paper II. For the former,
we showed that short-term drift simulations forced solely by a wind ensemble
are underdispersive, indicating that including the ocean drift is necessary for
properly addressing uncertainties for oil slick drifts. In Paper II, error and spread
were used to explain that underdispersion in rank histograms (described below)
might stem from model error rather than lack of spread.

Rank histogram

Rank histogram is another diagnostic employed for assessing ensemble model-
ing performance. The rank histogram is a visual tool, where observed values
are ranked within the ensemble predicted values, including outside its range
[146].

Differently from error-to-spread, a rank histogram assesses the distribution
of the observations relative to the ensemble members, indicating whether
the ensemble is well-calibrated, under/overdispersed, or biased. In a well-
calibrated ensemble prediction system, if observations and ensemble members
are random samples from the same distribution, then the true value is equally
likely to fall within (and outside of) the ensemble ranked values [146]. In this
case, the rank histogram should be a uniform distribution. In the case of an
underdispersive ensemble model, observations are likely to fall outside the
ensemble prediction range, creating a convex-shaped histogram. Conversely,
for an overdispersive ensemble, observations tend to fall in the center of the
ensemble predictions, creating a concave-shaped histogram. Using the synthetic
ensemble simulator introduced before, Figure 4.3 shows the rank histograms
for the underdispersive case (Figure 4.3a), well-calibrated (Figure 4.3b), and
overdispersive case (Figure 4.3c).

Rank histograms can also display whether the ensemble model is biased or
not, seen as a sloped rank. While they offer a straightforward diagnostic of
ensemble performance, interpreting them in isolation can lead to misleading
conclusions [146]. We exemplify this using one of the findings reported in
Paper II, where two distinct regions, the Barents Sea and the Fram Strait, were
evaluated. Rank histograms for both regions showed a convex shape, indicating
underdispersive behavior in the ensemble model. The rank histogram for the
Fram Strait simulations exhibited a more pronounced convexity, suggesting
stronger underdispersion there and hinting at a narrower model spread com-
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Figure 4.3: Rank histograms for underdispersive (a), well-calibrated (b), and overdis-
persive (c) ensembles based on the synthetic ensemble time series. Notice
the different scale at the ordinate axis in (a).

pared to the Barents Sea. However, while the spread itself was found to be
similar across both regions, the ensemble mean error in the Fram Strait was
nearly twice as large as in the Barents Sea.

Figure 4.4 shows this finding. Two synthetic ensemble simulations with approx-
imately the same standard deviation were set. For one of them (Figure 4.4b),
we added a smooth trend to represent a divergence of the ensemble members
relative to the observation at the early integration time. After 5000 iterations,
their spread is approximately the same (2.1), but the additional trend increased
the ensemble mean error to 4.6 (no trend: 2.7). In simple terms, improving the
ensemble model’s performance in the Fram Strait should focus on reducing
model errors rather than increasing its spread.

Different diagnostic tools provide complementary information about the en-
semble prediction system, and as shown with this brief example based on
our findings in Paper II, they must be employed in conjunction to assess the
model’s performance. As for the error-to-spread ratio, we have also extended
rank histograms for 2D variables to assess the ensemble predictions in Paper I
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Figure 4.4: Rank histograms generated with the synthetic ensemble simulator (5000
iterations). Both simulations had the same initial standard deviation but
an additional trend was added in (b). Note the more pronounced convex
shape of (b).

and Paper II.

Reliability

Reliability in ensemble forecasting measures how accurately the forecast proba-
bility of an event matches its observed frequency of occurrence. In this method,
a binary event (A) is defined, e.g. deployed drifters reach the coastline in 6
hours. Suppose N drifters were deployed in a given region, and they were
tracked for a certain period. The relative frequency F of the event A happening
can be defined as F = M/N, where M is the number of occurrences satisfying
the event. Suppose an ocean ensemble model is sought to be validated against
this set of observations through trajectory forecasting. In order to assess its reli-
ability, probability bins (e.g. 0-0.0.5, 0.0.5-0.1, ..., 0.95-1) are defined. A reliable
ensemble should, therefore, provide the same probability of occurrence for the
event as its observed frequency. In other words, if none of the drifters reached
the coastline in 6 hours, the predictions should also output a null probability
of occurrence.
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When evaluated over many cases, the average probability of occurrence ought
to match the average observed frequency in each bin, meaning their relation-
ship should lie at the identity line in the case of a reliable ensemble model.
Figure 4.5 illustrates reliability diagrams for different ensemble characteris-
tics generated using the synthetic ensemble simulator, with an event A < 10
defined on a distance-like measure created for the synthetic time series. As
shown in the diagnostic metrics discussed earlier, the same three cases are also
displayed here, i.e., underdispersive (Figure 4.5a), reliable (Figure 4.5b), and
overdispersive (Figure 4.5c) ensembles. The dashed identity line represents
perfect reliability, providing a reference for evaluating each ensemble’s calibra-
tion. One can observe how the reliability diagrams become S-shaped when the
ensemble cases depart from the well-calibrated model (Figure 4.5b). For the
underdispersive case (Figure 4.5a), the model is overconfident and tends to
assign probabilities that are more extreme than they should be. Lack of variabil-
ity (too little uncertainty) yields underestimations at the low-probability end
(0 < forecast probability < 0.5) and overestimation at the opposite end (1 >
forecast probability > 0.5), leading to an increased likelihood of false negatives
and false positives, respectively. A similar interpretation can be made for the
overdispersive case (Figure 4.5c).

Reliability diagrams were used in Paper II to assess whether the ensemble pre-
diction system can realistically represent the distance traveled by the observed
trajectories. The results also hint at the predictability of the drift simulations,
which we found to be different in the two regions of interest. An overview of
the three metrics is presented in Table 4.1.
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Figure 4.5: Reliability diagrams for underdispersive (a), reliable (b), and overdisper-
sive (c) ensembles based on the synthetic ensemble time series.

4.3 Uncertainty Quantification in Trajectory
Prediction

The previous sections established the motivation, theoretical background, and
assessment of ocean surface current uncertainty through ensemble model-
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Table 4.1: Comparison of spread-to-error ratio, rank histogram, and reliability diag-
nostics.

Aspect Spread-to-
Error Ratio

Rank His-
togram

Reliability

Definition Measures how
well ensemble
spread captures
forecast uncer-
tainty relative
to forecast error.

Visual tool
to evaluate
how well ob-
servations are
represented
within the en-
semble and to
identify biases.

Describes the
alignment be-
tween forecast
probabilities
and observed
frequencies.

Output A single value
(e.g., close to
1 for a well-
calibrated
ensemble).

Histogram
showing the
frequency dis-
tribution of
observation
ranks within the
ensemble.

Assessed using
reliability dia-
grams.

Purpose Quantifies if
the ensem-
ble spread
accurately rep-
resents forecast
uncertainty.

Detects under-
or over-
dispersion and
biases based on
the histogram
shape.

Shows whether
predicted prob-
abilities match
observed event
frequencies.

Interpretation Values near 1
suggest good
balance; <1
indicates under-
dispersion, >1
indicates over-
dispersion.

Flat histogram
suggests good
reliability;
U-shaped
means under-
dispersion,
dome-shaped
means over-
dispersion,
skewed shapes
indicate biases.

Deviations (s-
shaped) from
the diagonal
line indicate
under- and
overestimations,
whereas offsets
suggest model
biases for each
probability
class.

ing. We head now to the applications and research gaps found in the litera-
ture.

Section 4.1 highlighted that the predictability of weather patterns was initially
estimated to last only a few days. Similarly, early predictability assessments
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for ocean surface currents—based on geostrophic flow models [147], quasi-
geostrophic simulations [148], and models assimilating altimetry data [149]
suggested a predictability horizon of approximately 10 days, where forecast
errors doubled in under two weeks. In practical scenarios, such as oil slick
predictions, this limit is reduced to just 3 days [9]. A prime example is the
2010 Deepwater Horizon oil spill in the Gulf of Mexico, the largest marine
oil spill in history, where over 4 million barrels of oil were released, resulting
in severe environmental damage and legal costs exceeding $69 billion for
BP. During the spill, a multi-model ensemble (MME) approach was employed
to predict oil slick drift [150, 151], achieving partial success. However, post-
incident analysis revealed two important remarks: (1) rapid error growth
within two-day simulations and (2) the complex influence of the Loop Current
on oil drift pathways over the continental shelf. These findings underscore
the limitations of deterministic models in capturing the chaotic dynamics of
oil slick drift, emphasizing the need for improved predictive frameworks in
high-stakes environmental crises.

A multi-model ensemble approach, also known as an ’opportunity ensemble’
differs from single-model ensemble systems by gathering independent ocean
and/or atmospheric models available at the period and area of interest. Due to
its practical use on-demand, the multi-model ensemble technique is still widely
employed for emergency situations [152, 153, 154]. Although useful results are
obtained, an epistemological caveat exists: every single model used in the MME
is the best-guess of its corresponding system rather than a sample from the
same probability space. That is to say,MME estimates the inter-model structural
uncertainty rather than the internal uncertainty associated with chaos. Multi-
model ensembles have also been under scrutiny by the atmospheric community
for almost 40 years [155]. The current consensus is thatMME outperforms single
deterministic models [156, 157], but there is ongoing debate about whether it
consistently surpasses single-model ensemble prediction systems [e.g. 158, 159,
160, 161]. Additionally, multi-model super-ensembles [162], hyper-ensembles
[163, 164] and supermodeling [165, 166] have also been explored.

This detour on MME does not undermine the rationale for employing single-
model operational ensemble prediction systems. First, it is challenging to
demonstrate the independence among the deterministic models in the MME
framework, meaning that they may represent a small portion of the possible
solutions. Secondly, the spread among the ensemble members might stem from
external factors (e.g. data assimilation schemes, numerical methods, and pa-
rameterizations) rather than the environmental state. Finally, super-ensembles,
hyper-ensembles, and supermodeling are strongly based on data training and
statistical modeling, suitable for extended-range and seasonal forecasts. The
lack of trajectory prediction studies employing operational single-model en-
semble prediction systems is one of the gaps in the literature, and we target
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that in Paper I and Paper II.

A series of publications focusing on the theoretical and practical applications of
ocean ensemble prediction systems in the Gulf of Mexico have shown to provide
additional insights unknown under a deterministic standpoint, revealing details
about the sensitivity due to initial condition and surface forcing perturbations
[167, 168], mesoscale variability [169], Lagrangian coherent structures [170],
and unconstrained scales in the region [171]. Further efforts were also made in
the Mediterranean [172, 173] and North Sea [37, 174], more recently with new
approaches employing simplified ocean models (shallow-water equations) for
short-term predictions [e.g. 175, 176].

In the context of surface drifter and oil slick trajectory prediction, previous
research [e.g. 177, 178] using geophysical model ensembles have focused on
the sensitivity analysis rather than on validation of the ensemble prediction
system. The research presented here aims to fill this gap in the scientific
field. As demonstrated in the first two articles, constraining the uncertainty
problem with observations allows us to define the conditions and areas under
which the ensemble models are prone to perform well. Without observations
or other types of delimiting sets, one can not determine whether the ensemble
prediction system can be employed operationally.

The Norwegian Offshore Directorate (NOD) estimates that about half of the
total petroleum resources in Norwegian waters are still left to be discovered,
and more than 60% of that is located in the Barents Sea [179]. Validation of the
Barents-2.5 ensemble prediction system using observed oil slicks and drifter
trajectories is, therefore, timely to support further activities in the region on
demand. Additionally, understanding the ensemble system’s performance may
better support the creation of a strategy plan for regional Spill ImpactMitigation
Assessments (SIMA). Finally, when the source of the oil slick is unknown but it
is observed e.g. stranded at the coast [e.g. 180, 181], the integration of remote
sensing, Lagrangian particle tracking, and ocean ensemble prediction systems
could provide uncertainty quantification of the potential source of the oil
through backtracking.
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5.1 Paper Summaries

This chapter summarizes the candidate’s scientific contributions during the
research project. It begins with an overview of the three research articles that
form the core of the thesis and concludes by highlighting additional works in
which the candidate participated as either first author or co-author.

5.1.1 Paper I

de Aguiar, V., Röhrs, J., Johansson, A.M. and Eltoft, T. (2023). "Assessing
ocean ensemble drift predictions by comparison with observed oil
slicks". Frontiers inMarine Science, 10, 2023. ISSN 2296-7745. doi: 10.3389/f-
mars.2023.1122192.

This study introduces the use of atmospheric-ocean ensemble models on short-
term prediction (6 hours) of the drift patterns for produced water (oil and
water mixture) slicks. Produced water slicks were delineated in 41 C-band
Sentinel-1A/1B scenes acquired over the Norne oil platform, located offshore
of the Norwegian coast. The delineated produced water slicks were used as
ground truth and oil drift simulations were performed using two forcing sets:
(I) an ensemble prediction system composed of 6 ensemble members and
discretized on a 2.5 km regular grid (Barents-2.5 EPS), and (II) a deterministic
high-resolution (0.8 x 0.8 km) model (NorKyst-800). For each forcing set, two
simulation approaches were further defined: (1) Full setup, where the wind
field, ocean surface currents, and Stokes drift fields, and (2) only the wind
field.

The design of the two experiments, along with their comparison to a high-
resolution model, aimed to achieve two objectives: First, to identify the po-
tential main sources of uncertainty in short-term oil drift predictions. Second,
to assess whether the high-resolution model offers more accurate predictions
compared to the ensemble prediction system. The simulations were evaluated
in three different ways, member-wise, model intercomparison, and ensemble
performance.

Our findings indicate that the primary source of uncertainty in short-term oil
slick drift predictions arises from ocean surface currents. In contrast, wind field
uncertainty has minimal to no impact on the variability of drift forecasts. In
terms of model comparison, NorKyst-800 does not offer improved accuracy. In
other words, the Barents-2.5 EPS delivers forecasts that are just as accurate as
the high-resolution model. The main outcome of this research indicates that
an ensemble model provides drift predictions not resolved by the deterministic
model without a detrimental impact on its accuracy.
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5.1.2 Paper II

de Aguiar,V., Idžanović,M,Röhrs, J. and Johansson,M. (2024). "Performance
diagnostics for probabilistic Lagrangian drift prediction". Journal of
Operational Oceanography (In reveiw).

Here we extend the verification of the ocean ensemble prediction system used
in Paper I. Undrogued drifters were deployed in the Fram Strait and the Barents
Sea in April and August 2022, respectively. Drift simulations were performed
using Barents-2.5 EPS and evaluated against the observed drifter trajectories.
Unlike Paper I, where only 6 ensemble members were available for each sim-
ulation, we expanded the number of available predictions by adding 42 extra
ensemble members from previous bulletins, yielding 48 available ensemble
members in total. We aimed to evaluate whether including more ensemble
members in the analysis could yield an increased ensemble performance. The
drift simulations were evaluated by rotary spectra, error-to-spread, rank his-
togram, and reliability.

The modeled rotary spectra generally align with the observed spectra in the
subinertial range, capturing the inertial peak associated with tides and iner-
tial oscillations well. However, a steeper energy decay in the modeled rotary
spectra compared to the observed velocities is evident in the superinertial
range. Rank histograms revealed that predictions are underdispersive in both
regions, stronger in the Fram Strait. By examining the spread-to-error ratio,
we suggested this is related to the model error rather than a smaller spread in
the simulations (example in Figure 4.4). Predictions are reliable in the Barents
Sea for up to 12 hours, whereas no reliability was found in the Fram Strait.
Increasing the number of ensemble members did not impact the trajectory
prediction performance. Two outcomes were provided given these findings:
(1) the need for higher-resolution models and data assimilation for improving
drift forecasts, especially in the Fram Strait, and (2) the further development
of perturbation schemes to improve ensemble spread.

5.1.3 Paper III

de Aguiar, V., Moiseev, A., Johansson, A.M., Röhrs, J., Johnsen, H. and
Eltoft, T. (2024). "Uncertainty Estimation of SAR Current Retrievals
using an Atmospheric NWP Ensemble". Journal of Geophysical Research:
Oceans (Submitted).

Here we assess the uncertainty propagation from an operational atmospheric
ensemble prediction system to ocean surface current retrievals using Sentinel-
1A imagery. Ocean surface current velocity along the satellite’s line-of-sight
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can be retrieved using the echoed Doppler information observed by the SAR
satellite. The total Doppler signal contains not only the ocean surface current
but also a wind-wave bias term. Removing the latter uses atmospheric and
wave models in conjunction with a GMF.

Uncertainty in wind-wave bias and radial velocity was estimated using ensem-
ble wind speed and direction fields from an operational atmospheric prediction
system (MEPS) combined with the CDOP3SiX GMF for the first time. The study
used 251 Sentinel-1A scenes acquired over the North Sea, Skagerrak, Kattegat,
and the Baltic Sea. Community-guided thresholds (2Hz and 0.1 m/s) were
used as baselines.

Two lines of investigation were considered, namely (I) the wind speed and
direction uncertainty levels under which the retrievals are expected to surpass
the established thresholds and (II) the maximum uncertainty for wind speed
and direction that suffices the thresholds. Two approaches were introduced
for the latter, (1) an analytical ensemble uncertainty propagation scheme and
(2) empirical cumulative distribution functions based on the ensemble out-
puts.

Radial velocity retrievals tend to become unreliable when the wind speed
uncertainty exceeds 20% of the mean field. Both analytical and probabilistic
approaches for estimating maximum uncertainty produced similar overall re-
sults, though the analytical method lacked finer details. This highlights the
importance of ensemble models for uncertainty quantification. While uncer-
tainties in the wind field influence the magnitude of radial velocity retrievals,
they have a lesser impact on directionality. We stressed that retrievals under
low-wind speed conditions tend to exceed the thresholds and should be treated
with caution. Finally, we suggested that wind speed and direction uncertainties
should not be disregarded in further studies, especially under along-track wind
direction conditions.

5.2 Other Scientific Contributions

Other contributions are provided below, where PR stands for peer-reviewed, P
stands for poster, OP stands for oral presentation, and R stands for report.

As first author:

PR: de Aguiar, V., Dagestad, K.-F., Hole, L.R. and Barthel, K. (2022). "Quantita-
tive assessment of two oil-in-ice surface drift algorithms",Marine Pollution
Bulletin, vol. 175. https://doi.org/10.1016/j.marpolbul.2022.113393.
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OP: de Aguiar, V., Idžanović, M., Röhrs, J., Johansson, M. and Eltoft, T.(2023).
"Forecasting surface oil slicks and drifter trajectories", CIRFA Seminar.

OP: de Aguiar, V., Idžanović, M., Röhrs, J., Johansson, M. and Eltoft, T.(2023).
"Surface Circulation in the Fram Strait and Barents Sea: A Drifter Study",
NOOS Annual Meeting.

OP: de Aguiar, V., Moiseev, A., Johansson, M., Röhrs, J., Eltoft, T and Johnsen,
H.(2023). "Quantifying Surface Radial Velocities Uncertainty Using At-
mospheric Ensemble", CHESS Annual Meeting.

P: de Aguiar, V., Idžanović, M., Röhrs, J., Johansson, M. and Eltoft, T.(2023).
"Time-lagged Ensemble Model Verification for Trajectory Prediction",
CIRFA Annual Meeting.
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Geophysical models are cornerstone pieces in marine forecasting of floating

objects and pollution, such as marine surface oil slicks. Trajectory forecasts of oil

spills inherit the uncertainties from the underlying geophysical forcing. In this

work we compare the forecast capabilities of an ocean ensemble prediction

system (EPS) to those from a higher resolution deterministic model on the

representation of oil slick drift. As reference, we use produced water (PW)

slicks detected and delineated from 41 C–band Sentinel-1A/B satellite

synthetic aperture radar images between April and December, 2021. We found

that the EPS provided at least equivalent member-wise results relative to

simulations forced with the deterministic model. Ensemble verification through

rank histograms and spread-error relationship showed that including the ocean

fields is necessary to address model uncertainties. Whether considering the

ocean field or not, the modeled slicks were counterclockwise rotated between

20° and 30° relative to the ones observed in the satellite images, and these were

deflected about 45° to the right of the observed wind direction.

KEYWORDS

ensemblemodeling, SAR, trajectory prediction, producedwater, remote sensingobservations

1 Introduction

Ocean, wave and atmospheric model products are routinely used by research institutes

and state agencies as backbones in oil drift models for real time prediction and contingency

plans (e.g. Sutherland et al., 2020). Despite their paramount importance in modeling oil

slick drift, geophysical circulation models exhibit uncertainty and hence the modeled

variables might not accurately reflect the environmental state (Jacobs et al., 2021; Röhrs

et al., 2023a).

Numerical prediction systems are naturally chaotic, meaning that they are highly

sensitive to initial conditions. By slightly perturbing the initial conditions of a deterministic

dynamical system, Lorenz (1963) showed that non-periodic solutions are unstable and

these can evolve into considerably distinct states. Uncertainties also arise from the model

physics, truncation errors and imposed boundary conditions. These intrinsic limitations
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present in the prediction process resulted in development of

ensemble forecasting, where equally probable ensemble members

are generated by perturbing the model configuration and

initialization to assess the uncertainty and address the most likely

leading scenarios of the system’s state (Buizza, 2019).

In trajectory forecasts, ocean currents, waves and the wind fields

are necessary to predict the future positions of a target of interest, and

as such, modeled trajectories inherit errors of the underlying forcings.

The basic oil drift model states that the oil particle velocity (Voil) at the

ocean surface is composed as a combination of ocean motions (Vo), in

which the tidal currents, geostrophic currents, Ekman transport etc. are

included, a fraction of the wind speed (aV w), where a represents the

wind drift factor, and the Stokes drift (Vs) as follows:

Voil = Vo|{z}
Ocean

+ (aVw)|fflfflffl{zfflfflffl}
Wind

+ V s|{z}
Stokes Drift

(1)

Based on Eq. 1, oil drift ensemble modeling can be performed as

Monte Carlo simulations to cover ranges of possible scenarios by

randomly varying the initial position, the releasing time within a

period of interest and the wind drag factor term (Nordam et al.,

2017; Röhrs et al., 2018; Villalonga et al., 2020; de Aguiar et al.,

2022). Despite its implementation simplicity, this approach is

widely used in environmental risk assessments as they might

indicate regions potentially impacted and possible oil pathways in

case of a real oil spill accident takes place (Olita et al., 2019; Sepp

Neves et al., 2020). Nonetheless, as pointed out by Barker et al.

(2020), the outputs result essentially in a greater diffusion of the

trajectories since the ocean dynamic system is fundamentally

the same.

To overcome this drawback, multi-model ensembles have

increasingly been used as multiple distinct models are freely

available in web-platforms, e.g., the Copernicus Marine

Environment Monitoring Service (CMEMS). By integrating

existing national models with products available at CMEMS,

Zodiatis et al. (2016) developed the Mediterranean Decision

Support System for Marine Safety (MEDESS-4MS) service, a

decision system designed to support the European and

Mediterranean emergency centers in oil spill response. Connected

to 14 ocean models, 7 atmospheric models and 7 wave models, De

Dominicis et al. (2016) used MEDESS-4MS on the reproduction of

an oil slick detected in the Western Mediterranean Sea and

trajectories of drifters subject to distinct wind and wave exposure.

The authors highlight superior forecast accuracy of higher

resolution ocean models. Conversely, Dagestad and Röhrs (2019)

reports that mesoscale ocean features resolved by a high-resolution

model (2.4 x 2.4 km) might actually be seen as degrading noise due

to its low predictive skill. As independent models are used, the

multi-model approach provides distinct leading states of the ocean

and atmosphere, but perturbed single model ensembles are required

to statistically access model uncertainty (Frogner et al., 2022).

Ocean models at submesoscale permitting range (1 -10 km)

have been implemented to improve the representation of the kinetic

energy cascade, thus theoretically enhancing ocean model results

towards more realistic dynamics. Large amounts of data are

necessary to constrain circulation at these scales, and as the pace

of observation systems’ implementation does not follow the rapid

advances in computational capability, forecasts provided by such

models might actually degrade faster than predictions issued by the

coarser ones (Jacobs et al., 2021).

While constraining initial conditions in eddy-resolving ocean

models remains a challenge, ensemble models are considered a

valuable tool to provide estimates of uncertainty and equally

probable ocean leading states. Thoppil et al. (2021) showed that a

lower resolution (1/12.5°) ensemble forecast system extends the

predictability of ocean mesoscale features with wavelengths greater

than 150 km to between 20 and 40 days, outperforming its higher

resolution (1/25°), deterministic version. By modeling drifter

trajectories, Melsom et al. (2012) found that the ensemble average

trajectories are generally more accurate than the corresponding

results from a deterministic model. In a similar study, Khade et al.

(2017) also highlighted better agreement of the ensemble mean

trajectory to particle drifts in comparison to single deterministic

simulations, despite that no independent observations were used

for validation.

Less attention has been paid to the uncertainties in ocean

models compared to wind forecasts due to its perceived

secondary role in marine pollutant modelling (Li et al., 2019;

Kampouris et al., 2021), though Jones et al. (2016) showed that

the oil slick drift modeling was improved when ocean current data

retrieved from drogued buoys were included in the drift modelling.

Additionally, other studies have also shown that poorly resolved

mesoscale features (Jorda et al., 2007) and inertial oscillations

(Brekke et al., 2021) impact the modeled drift of slicks, thus

misrepresenting the predicted trajectory if not taken into account.

Three research questions are addressed in this work: (1) We

compare the forecast capabilities of an operational ocean ensemble

prediction system to a higher resolution deterministic model on the

simulation of produced water (PW) drift, (2) we assess the ability of

EPS to estimate model uncertainties and (3) we investigate the role

of the wind field on PW drift.

PW is a byproduct mixture consisting largely of saline water

and low concentrations of oil which when being released result in

thin mineral oil slicks. Here we utilize continuously released PW

from the operational oil extraction platform Norne, located in the

Norwegian Sea about 100 km offshore. The PW release occurs at 12

m depth and the oil plume rises through the water column within

minutes to the surface. PW releases represent the general case of a

coherent thin oil film, and thin oil films have been found to make up

approximately 90% of the area and volume of accidental oil spill

releases (Svejkovsky et al., 2016), which underscores the importance

of correctly modeling slicks for oil spill risk assessments. Such films

are difficult to model given their ephemeral nature on the sea

surface, and development of improved models is currently

hampered by limited experimental data under a wide range of

oceanic conditions. Skrunes et al. (2019) and Johansson et al. (2021)

showed that PW slicks may be satisfactorily detected and

characterized using Synthetic Aperture Radar (SAR) for wind

speeds ranging between 1 - 12 ms−1.

This work is structured as follows: Section 2 describes the PW

slicks observations, geophysical models, the Lagrangian particle

tracking model, simulation setups and the metrics used to assess

the simulations. Section 3 presents the results obtained in this work
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and these are discussed in Section 4. Finally, Section 5 summarizes

the key results.

2 Data and methods

2.1 SAR images and PW masks

SAR remote sensed data is a cornerstone in environmental

monitoring for surface oil detection due to its all-weather

capabilities, i.e., neither lack of daylight nor cloud coverage

inhibit its data acquisition. Due to its viscous and dielectric

properties, oil slicks might be identified in satellite SAR images,

as its presence at the ocean surface attenuates capillary waves and

consequently results in a decrease of the backscatter energy received

by the radar (normalized radar cross section, NRCS) within the slick

area relative to the surrounding water. Thus the oil slicks is

observed as a dark region in SAR images.

NRCS damping is typically observed in the range between 5 and

12 dB (Alpers et al., 2017), but varies depending on the radar

incident angle and its polarization (HH, VV, HV and VH), where

the letters indicate the transmitted and received signal orientation,

respectively. It should be highlighted that the reduction of NRCS

does not necessarily indicate the presence of a mineral oil slick since

the observation of dark regions in SAR images might also be related

to look-alikes, i.e., biogenic films and areas of low wind speed. In

addition, oil slick detection by SAR is also hindered at high wind

speeds due to the increase of the ocean roughness, thus essentially

limiting its detection for wind speeds within the range between 1.5 -

2 ms −1 and 10 - 14 ms −1 (Fingas and Brown, 2018).

Covering the period between April and December 2021, 41

Sentinel-1 scenes obtained in Interferometric Wide (IW) Ground

Range Detected (GRD) mode (VV/VH) were used here. The

Sentinel-1 mission is composed by two polar-orbiting satellites,

Sentinel-1A (2014-ongoing) and Sentinel-1B (2016-2022), operating

in C-band (5.405 GHz), with pixel spacing of 10 m x 10 m in the

azimuth and range directions, and incidence angles between 32.9° -

43.1° in this acquisition mode. The scenes were calibrated, speckle-

noisefiltered andgeoreferenced in theEuropean SpaceAgency’s (ESA)

SNAP toolbox. The PW slicks were manually delineated using the

processed scenes in QGIS, see Figure 1. The width of the slicks varied

between 85 m and 200 m, while their length ranged from 1 km to 15

km. Slicks were detected in all of the considered months apart from

June, when the platform was not operational due to maintenance

procedures. August had the highest number of observed PW slicks

(12), and November and December the lowest, with 1 slick each.

B

CA

FIGURE 1

Overview of the area of study. (A) Location of the Norne platform (dot) offshore the Norwegian coast. The colormap in represents the N-HighRes

ocean current speed (ms −1) averaged between the 1st and 14th of April, 2021. The grey polygon around the platform is zoomed-in in (B), with the
delineated PW slicks for each month. Red and white lines depicts the grid domain of N-HighRes and B-EPS. Their full extent, including the WAM
domain (blue), can be seen in (C).
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2.2 Produced water and in situ wind data

According to the national regulations, PW discharge on the

Norwegian shelf is legal provided that the monthly average oil

concentration does not exceed 30 gm−3 (Miljørapport, 2019). When

the platform is operational PW is continuously released from a sub-

surface pipe from which the oil rises to the surface. The release

volume and concentration vary over time, though the variability is

on a bi-weekly to monthly time scale. Release data from the Norne

platform in 2021 was provided by the operator and the average daily

PW oil release was 253 kg, average water release was 19754 m3, with

an average oil concentration of ∼ 10.85 gm−3 and an average flux of

0.23 m3 s −1. The oil volume percentage of 0.013% means that it is

classified as an oil-in-water type of emulsion (Lu et al., 2020),

though such low concentrations put the releases close to the oil free

water surfaces. Damping ratio, relative thickness, estimates of

produced water slicks indicates low variability and hence confirm

the assessment of thin surface slicks (Skrunes et al., 2019; Johansson

et al., 2021).

Wind speed and direction are recorded every 3 hours at Norne.

Observations between April and December 2021 were used to assess

the modeled winds of Barents 2.5-EPS and NorKyst-800 through

the Root Mean Square Error (RMSE), bias and Willmott skill score

(Willmott, 1981, WS). The alignment between observed wind

direction and the PW bearing angle was also verified in order to

evaluate the role of winds on the transport of the PW slicks. The

findings are presented in Section 3.1.2.

2.3 Geophysical forcing

Norne is located in the Norwegian continental shelf, bordered

by the Norwegian Coastal Current (NCC) flowing northward

alongshore and by the Norwegian Atlantic Slope Current

(NwASC) along the continental slope. The region is generally

considered mesoscale eddy rich, with stable dynamic boundaries

on the continental slope preventing cross-shelf transport (Dong

et al., 2021). The abundance of eddies can also be observed in

Figure 1A. The existence of density fronts in the region is known

(Dong et al., 2021), and turbulent baroclinic instabilities might

affect the PW drift.

2.3.1 Ocean model ensemble
Ocean currents are provided by two regional setups of the

Regional Ocean Modeling System (ROMS, (Shchepetkin and

McWilliams, 2005)): The Barents 2.5-EPS (B-EPS) ocean model

provides a 6-member ensemble with 2.5 km horizontal resolution

(B-EPS), and the NorKyst-800 (N-HighRes) ocean model provides

deterministic forecasts at higher resolution of 800 m (Figure 1). B-

EPS is a coupled ocean-ice system for the Barents Sea and Northern

Norway and N-HighRes is a regional model for the entire coast of

Norway. The model domains overlap at the experiment site and

provide daily forecasts with 66 hrs lead time.

B-EPS is initialized each day from the forecast of the previous

day, with update increments provided by an Ensemble Kalman filter

data assimilation scheme (Sakov and Oke, 2008). While sea surface

temperature and in-situ hydrography are assimilated to constrain

the density fields, no data that directly constrains the velocity fields

is being assimilated. Details on the configuration for B-EPS model

are given in (Röhrs et al., 2023b). In principle, ensemble spread in

B-EPS is maintained by forcing of the ocean model with an

atmospheric ensemble. The first is forced by a high-resolution

weather forecast model AromeArctic (Müller et al., 2017a) (2.5

km x 2.5 km), while the subsequent members are forced by random

members of the ECMWF-ENS forecast (ECMWF, 2012). In

addition, each ensemble member retains their identity from the

previous forecast cycle. Consequently, as the current field develops

independently in each member the B-EPS ensemble permits various

realizations of mesoscale circulation across the members. While

ensemble spread of SST is validated in Röhrs et al. (2023b), spread

in surface circulation and the ability of the ensemble to represent

uncertainties in currents are the subject of ongoing investigations.

N-HighRes is a regional ocean model covering the whole

Norwegian coast at an eddy-resolving resolution. The model is

forced by the atmospheric forecast model Arome-MEPS (Müller et

al., 2017a). Details of N-HighRes are provided in Asplin et al. (2020)

and references therein.

While B-EPS assimilates sea surface temperature and sparse in-

situ data, neither of the two ocean models exhibits constraint of

mesoscale ocean circulation that directly provides forecast skill in

surface currents. A degree of predictive skill in ocean surface

currents may however arise by the relatively high degree of

predictability in the used wind forcing.

Both model setups include the major tidal constituents provided

by TPXO 7.2, and receive lateral boundary conditions from the

TOPAZ4 hydrodynamic model (Xie et al., 2017). TOPAZ4 has a

horizontal resolution of about 10 km, it is based on the Hybrid

Coordinate Ocean model and is part of the Copernicus Marine

Environment Monitoring Service for the Arctic domain.

2.3.2 Atmospheric forcing ensemble
While each of the used ocean model representations receives

different atmospheric forcing, the wind from the respective model is

also a direct input for the oil drift simulations, as surface slicks

become direct subject to atmospheric drag.

AROME-Arctic and Arome-MEPS (hereinafter AROME) are

the regional high-resolution weather prediction models for the

Barents Sea and Norway, respectively. Both systems issue weather

forecasts 66 hrs ahead with multiple update cycles each day.

AROME is based on the HARMONIE-AROME model

configuration of the ALADIN-HIRLAM system (Bengtsson et al.,

2017), with boundary conditions obtained from ECMWF’s IFS.

2.3.3 Wave prediction model
A prognostic model for the evolution of the wave energy

spectrum, WAM (Komen et al., 1994), is used to calculate Stokes

drift and wave entrainment rate of surface oil. The used

implementation of WAM at MET Norway has a horizontal

resolution of 4 km, resolving the wave energy spectrum in 36

directions and 36 frequencies (Gusdal and Carrasco, 2012). The
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Stokes drift is calculated from significant wave height, peak period

and the wave direction according to Breivik et al. (2014), hence

taking into account both wind sea and swell contributions to the

depth-dependent Stokes drift profile. While surface oil slick is

advected by the surface Stokes drift, submerged oil particles are

moved by the Stokes drift at the respective particle depth.

2.4 Oil drift model - OpenOil

The open-source oil transport and weathering Lagrangian

framework, OpenOil, is used to perform the drift simulations

(Röhrs et al., 2018). Embedding tabulated oil information provided

by the Norwegian Clean Seas Association for Operating Companies

(NOFO) and linked to the ADIOS oil library (https://github.com/

NOAA-ORR-ERD/PyGnome), OpenOil is part of the OpenDrift

Lagrangian particle tracking model (Dagestad et al., 2018).

Oil surface transport in OpenOil is formulated as presented in

Eq. 1. The wind drift factor (a) was fixed at 3%. The releasing point

is located at 12 m depth and it takes around four minutes for the

PW to reach the ocean surface. We initialise the drift simulations at

the ocean surface.

OpenOil distinguishes between submerged droplets and

elements that are part of a surface slick. Redistribution between

these reservoirs is controlled by buoyancy, wave entrainment and

vertical mixing (Nordam et al., 2019). Buoyancy depends on oil

droplet density and the particle size. The droplet radius distribution

depends on the viscosity, interfacial tension and wave dissipation as

parameterized according to Li et al. (2017). Entrainment of surface

particles is parameterized as function of wave energy dissipation

from the wave model, using empirical relationships provided by Li

et al. (2017). Further details on the implementation of surface

interaction of particles and their behavior in the turbulent water

column are given in Röhrs et al. (2018).

2.5 Simulation setup and evaluation

For each PW delineated from the SAR scenes, simulations were

started 6 hrs before the acquisition time and ran for this same time

interval. The ensemble simulations were performed using the ocean

and atmospheric fields provided by the B-EPS, while N-HighRes

forcing was used for the deterministic runs. In both cases, Stokes

drift was imported from WAM, where the e-folding depth decay is

calculated according to (Breivik et al., 2016). Two setups were defined

in this work: (Setup 1) Simulations including ocean forcing, Stokes drift

and the wind fields, and (Setup 2) Simulations forced solely by the wind

fields. Weathering processes were not considered in the simulations.

The evaluation is divided into three different approaches,

namely Member-wise Assessment, Model Comparison and

Ensemble Verification. These are described below.

2.5.1 Member-wise assessment
The 656 model results (41 scenes, 8 simulations per scene and 2

setups) were evaluated against their respective PW observations

(member-wise assessment). As these are simple snapshots and not

time series of PW displacement, commonly used skill scores (e.g.

the normalized cumulative Lagrangian separation (SS), Liu and

Weisberg (2011)) are not applicable. We therefore considered two

recently proposed metrics by Dearden et al. (2022) for

instantaneous observations, the Centroid Skill Score (CSS) and

Area Skill Score (ASS):

CI =
Dx
LOBS

(2)

where Dx is the distance between predicted and observed centroids

at a given time instance and LOBS is the length of the observed oil

spill. The CSS is defined as:

CSS =
1 − CI

Cthr
, for CI < Cthr

0, for CI > Cthr

(
(3)

where C thr is a tolerance threshold defined by the user. The ASS is

defined similarly as:

AI =
APR − AOBSj j

AOBS
(4)

which is simply the absolute difference between the predicted and

observed oil spill areas, normalized by the observed area. The area

skill score is then defined as:

ASS =
1 − AI

Athr
, for AI < Cthr

0, for AI > Cthr

(
(5)

A C thr value of 1, adopted in Eqs. 3 and 5, means that the model

to present any skill, the predicted parameter must not exceed the

magnitude of its observed counterpart. One would obtain a perfect

skill score if both CSS and ASS = 1.

Setting the tolerance threshold is not trivial and it was

previously shown to being sensible to the forecast horizon

(Révelard et al., 2021) and region under investigation (de Aguiar

et al., 2022). For this reason, two other metrics were applied, namely

the centroid distance error (Dx in Eq. 2) and offset angle (OA). The

latter is the angle between modeled and observed centroids, ranging

from 0∘ to ± 180∘.

Figure 2 illustrates the verification approach. Each color

represents trajectories forced by one of the eight different forcing

fields, and the highlighted points are their respective centroids.

Considering N-HighRes output as an example, the distance error

between observed (red dot) and modeled (white) centroids is

depicted as the solid black line (Dx, centroid distance error)

whereas the angle between the two orange lines represents the

offset angle.

2.5.2 Model comparison and ensemble
verification

The member-wise metrics (CSS, ASS, centroid distance error and

offset angle) do not provide information of the quality of the

ensemble system. Confidence ellipses (CE) are often used in

ensemble modeling as a proxy of spread. We therefore consider

CEs as follows: the cloud of particles follow a two-dimensional
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Gaussian distribution. Two-standard deviation ellipses were fitted

for each of the model outputs, and the area of these were used in ASS

(Eqs. 4 and 5). An additional CE was fitted considering all ensemble

members (mean EPS). This is illustrated in Figure 2 as ellipses

enclosing each forcing with their respective colors, and a pale-green

ellipse representing the mean EPS.

As the mean ensemble CE can be inflated to the point that it will

likely cover the observed PW slick, we also evaluated the

performance of the EPS by counting the number of observed

centroids that fall within the mean EPS CE domain (hit). The

relation between the area of the latter and the separation distance

between modeled and observed centroids was also inspected.

For a model with statistical skill, the forecast results and the

observed true state – the verification – ought to be independent draws

from the same probability distribution, which may be evaluated in

terms of a model and observation value histogram. In addition, the

spread in forecast results among a N-member EPS is supposed to

reflect the actual uncertainty in forecasts. Rank histograms and the

spread-error relation are used to determine the ensemble spread. By

definition, a rank histogram is built onN + 1 bins (Hamill, 2001). For

each observed centroid position, its longitude and latitude is verified

against the ranked ensemble members coordinates. A well-calibrated

ensemble system evaluated at many independent cases ought to

provide a uniform rank histogram, while overdispersive

(underdispersive) systems will present a concave (convex)

distribution. For 2D rank histograms, these distributions are seen

as homogeneous, centered and clustered in the corners, respectively.

Spread (s) and error (ϵ) are hereby defined as the square root of

the average ensemble variance and the root mean square error of the

ensemble mean (�X) (Eckel and Mass, 2005), respectively. The latter

is simply the ensemble mean position and it is defined as:

�X = (
1

Nx,y
)o
N

n=1
Xx,y (6)

where N is the number of ensemble members and x,y represents all

the longitude and latitude positions of the virtual particles (X). The

spread s is given by:

s =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
M o

M

m=1

1
N − 1o

N

n=1
(�XNx,y

− �X)2
� �s

(7)

where �XNx,y
is the mean position of a given ensemble member and

M is the number of observations. The error (ϵ) is then defined as:

ϵ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N

N + 1

� �
1
M o

M

m=1
(�X − PWx,y)

2

s
(8)

where PWx,y is the observed PW centroid. Similarly to the rank

histogram, the spread-error relationship also indicates if the EPS

addresses uncertainties correctly (ϵ  ≈ s), if it overestimates (ϵ  < <

ts) or underestimates them (ϵ  > > s). To examine the role of the

wind field on the modeled PW slick drift, we conducted the same

analysis on simulations solely wind-forced (Setup 2). The work

design is illustrated in Figure 3.

3 Results

3.1 PW drift simulations

3.1.1 Observed and modeled overall distributions
Heatmaps of the observed slicks, and contours representing

simulations for Setup 1 (magenta) and Setup 2 (black), for B-EPS

(a) and N-HighRes (b), respectively, are shown in Figure 4. Their

latitudinal (right sub-panel) and longitudinal (top sub-panel)

probability densities are also displayed. One can notice that the

B-EPS for Setup 1 presents the highest spread and its distributions

fit well to the observed. The results also indicate that differences

between the two set of simulations for N-HighRes are not as

pronounced as for the ensemble system.

The mean latitude and longitude positions were centered

around the releasing point, as expected. The ratio between

FIGURE 2

Example of PW slick simulation. The solid yellow area represents the
SAR derived PW slick. Outputs forced by the different ocean-
atmospheric models are shown with different colors (see legend).
The white ellipse represents the 2 std confidence ellipse (CE) for N-
HighRes, and modeled centroids are shown as highlighted dots. The
mean B-EPS CE is shown as the pale green ellipse. The solid black
line represents the distance error between the PW centroid (solid
red dot) and the N-HighRes centroid (white dot), and the offset
angle between them is represented by the solid black sector.
Simulations are initialized at the Norne location (white-cross purple
dot). Note that the N-HighRes covers only a segment of the
delineated PW slick (solid red shape).
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observed (Obs.) and modeled (Mod., B-EPS and N-HighRes)

standard deviations of the probability distributions (P) for Setup

1 and Setup 2 are shown in Table 1. The results indicate that

virtually no difference exists between B-EPS and N-HighRes in

Setup 2. Including the ocean fields, increased the standard deviation

in both models, with B-EPS presenting slightly better

overall performance.

3.1.2 Member-wise assessment of modeled PW
drift

The member-wise assessment for Setup 1 are shown in Table 2

and for Setup 2 in Table 3. N-HighRes presented slightly better

performance than the EPS members in every metric but ASS. One

can further notice that all models have negative OA values, meaning

that the modeled centroid is located to the left of the observed ones.

Setup 2 provided better results for all metrics considered relative to

Setup 1, with lower variability in the outputs. As for Setup 1, the

modeled slicks presented a counterclockwise rotation relative to

the observations.

3.2 PW slick drift and wind direction

The modeled slicks, whether including ocean forcing or not, are

predominantly rotated anticlockwise relative to the observations.

This finding indicates that the atmospheric models exhibit a

consistent bias. We show in Figure 5 the polar histograms of

speed and direction errors between modeled (B-EPS member 1

(a); N-HighRes (b)) and observed winds. Both models slightly

overestimate the wind speed, presenting a mean error (mDiffspd ) of

0.92 ms −1 and 1.23 ms −1, respectively. Modeled winds are rotated

clockwise relative to the observations, having N-HighRes a lower

mean wind direction error (9.8∘) compared to B-EPS member 1

(21.3∘). About 44% and 50% of the observations fall within the

bounding boxes, respectively. A summary of the evaluation can be

seen in Table 4.

The mismatch between observed wind direction and PW

bearing angle is shown in Figure 6A. Due to gaps in the wind

time series between April and June, 28 scenes were assessed instead

of 41. Twenty-three of these presented deflection greater than 0°

FIGURE 3

Flow chart representing the work design. Blue blocks: the three model products considered in this study as inputs. Dashed arrows represent
simulations wind forced (V w , Setup 2) while the solid lines symbolize a combination of ocean currents (V o), Stokes drift (V s) and the wind field
(Setup 1). Red block: OpenOil, the Lagrangian modeling framework. Green block: Observed PW slicks, their centroids and drift direction obtained
from Sentinel-1A/1Bscenes. Yellow blocks: Evaluation (Member-wise Assessment, Model Comparison and Ensemble Verification).
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relative to the observed wind direction, with the majority being

concentrated between 30° and 45°. An illustrative representation of

the results is show in Figure 6B.

3.2.1 Model comparison
The area covered by the mean EPS CE gives an indication of the

members spread. Tables 5, 6 show the average (m), standard deviation
(s ) of the CE areas, and the number of hits (Hits) of each model

product for Setup 1 and Setup 2, respectively. The results clearly show

an increase in the average extent of all CEs with the inclusion of ocean

currents and the Stokes drift in the simulations (Setup 1). One can

further notice that the Setup 2 mean B-EPS CE shows virtually no

difference of m and s values relative to the B-EPS members, in

contrast to Setup 1 (about four-times higher).

The average (std) ratio between the mean EPS and the members

CE’s areas for Setup 2 was estimated to 0.99 (0.05), and 0.26 (0.17)

for Setup 1. Additionally, the ensemble members had an average

area about 30% (0.01%) higher (smaller) than N-HighRes for Setup

1 (Setup 2).

The mean EPS CE for Setup 1 also presented the highest

number of hits (36), 46% higher than N-HighRes. This could

indicate that the CEs are simply inflated to the point that their

area are more likely to encompass the observations, but the average

distance error between the confidence ellipse center and the

observed PW centroid was 2 km. For Setup 2, only 2 (4) hits

were registered for N-HighRes (mean B-EPS).

3.2.2 Ensemble verification
Figure 7 shows the rank histograms of Setup 1 (A) and Setup 2

simulations (B), respectively. Panels (C–E) are examples of

B

A

FIGURE 4

Distribution of observed (heatmap) and modeled (contours) slicks. Magenta (black) represents Setup 1 (Setup 2) simulations. Outputs in panel (A)
were obtained with B-EPS and (B) with N-HighRes. The top and right sub-panels show the longitudinal and latitudinal distributions following the
color legend.

TABLE 1 Standard deviation (s ) ratio between observed (Obs.) and
modeled (Mod.) for longitudinal and latitudinal probability distributions
(P) in Figure 4.

Model sLon(PObs :)
sLon(PMod :)

sLat(PObs :)
sLat(PMod :)

B-EPS Setup 1 0.9 1

B-EPS Setup 2 1.6 1.9

N-HighRes Setup 1 1 1.3

N-HighRes Setup 2 1.6 1.9
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overdispersive, consistent and underdispersive rank histograms

created from synthetic data randomly sampled from Normal

distributions with the same mean (0) and decreasing standard

deviation (10, 1, 0.1). Comparing these to the obtained results, it

is possible to notice the resemblance between Setup 2 rank

histograms (B), and the underdispersive case (E), and Setup 1 (A)

with panel (D).

The ratio between error (ϵ) and spread (s) (Eqs. 7 and 8) for an

ideal ensemble system should be approximately 1. The previous

findings are supported by ϵ
s   ≈ 1.3 for Setup 1 and ϵ

s   ≈ 69 for

Setup 2.

4 Discussion

4.1 Representation of PW slick drift using
ocean forecast models

The results presented in the previous section indicate that the

EPS reproduced the overall variability of PW slick drift (Figure 4)

and performs similarly to N-HighRes in a member-wise level

(Tables 2, 3). The skill scores obtained for the latter are on

average slightly higher than for B-EPS, though the difference is

small, especially when considering the ensemble mean. It is also

worth noticing that the Centroid Skill Score and Area Skill Score did

not present sensitivity relative to ‘bad’ simulations (e.g., Figures 8C,

F), whereas the unskilled predictions were addressed as skillful (not

shown). We stress that our work did not attempt to model the shape

of the slicks as they are too narrow (between 85 m to 200 m) to be

resolved by the operational models.

For their short spatial and temporal scales, PW slicks are highly

influenced by higher frequency, evanescent small scale features with

life spans from less than 5 hrs (Kirincich, 2016) to shorter than he

inertial period (Callies et al., 2020). These phenomena are

unconstrained by current observation systems, resulting in lower

predictive skill of higher resolution models (Sandery and Sakov,

2017; Jacobs et al., 2021).

Eddy-resolving ocean models may directly improve the

statistics of Lagrangian currents due to their better representation

of the kinetic energy spectrum at small scales. However, the use of

high-resolution ocean models may not translate into improved

predictive skill due to misrepresentation of the circulation

features in space or time (Révelard et al., 2021). Neither B-EPS

nor N-HighRes are expected to exhibit predictive skill for surface

currents beyond wind-driven and bathymetry-constrained flow, but

rather represent uncertainties in such unconstrained scales.

TABLE 2 Mean (m) and standard deviation (s ) of the Centroid Skill Score (C SS ), Centroid Distance Error (CDE, km), Area Skill Score (A SS ) and Offset
Angle (OA, ∘) for Setup 1.

Model m, s C SS m, s CDE [km] m, s A SS m, s OA [∘]

B-EPS #1 0.19, 0.26 3.4, 1.9 0.07, 0.23 -33.7, 69.0

B-EPS #2 0.22, 0.26 3.0, 1.4 0.08, 0.25 -11.0, 75.0

B-EPS #3 0.25, 0.27 3.1, 1.9 0.07, 0.23 -23.5, 68.2

B-EPS #4 0.25, 0.28 3.0, 1.9 0.04, 0.14 -15.3, 67.2

B-EPS #5 0.28, 0.31 2.6, 1.3 0.11, 0.28 -19.8, 74.0

B-EPS #6 0.24, 0.27 2.8, 1.3 0.09, 0.24 -35.5, 46.6

B-EPS mean 0.33, 0.31 2.2, 1.3 0.10, 0.26 -20.7, 49.8

N-HighRes 0.35, 0.33 2.1, 1.1 0.05, 0.17 -28.2, 38.9

TABLE 3 Same as Table 2, but for only wind forced simulations (Setup 2).

Model m , s C SS m, s CDE [km] m, s A SS m, s OA [∘]

B-EPS #1 0.40, 0.30 1.7, 0.96 0.12, 0.25 -22.8, 45.5

B-EPS #2 0.41, 0.29 1.7, 0.96 0.12, 0.24 -22.7, 45.4

B-EPS #3 0.40, 0.30 1.7, 0.96 0.13, 0.26 -22.7, 45.3

B-EPS #4 0.41, 0.29 1.7, 0.96 0.12, 0.24 -22.8, 45.5

B-EPS #5 0.41, 0.29 1.7, 0.96 0.12, 0.25 -23.7, 45.5

B-EPS #6 0.41, 0.29 1.7, 0.97 0.12, 0.23 -23.8, 46.7

B-EPS mean 0.40, 0.30 1.7, 0.96 0.13, 0.25 -22.7, 45.4

N-HighRes 0.40, 0.31 1.7, 0.91 0.13, 0.26 -24.3, 47.5
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4.2 Modeling oil drift using ensemble
forecasting

Confidence ellipses have been used as an indirect tool by the

atmospheric community for the assessment of ensemble spread for

more than a decade. In our analysis, we found a 36/41 (≈87.8%) hit

ratio for the ensemble simulations in Setup 1. This is fairly close to

the theoretical value of 86.5% associated to the considered two

standard deviations confidence interval (Wang et al., 2015). The

discrepancy of m between B-EPS members and the mean B-EPS CE

areas for Setup 1 (see Tables 5) entails from diverging trajectories,

otherwise, the average mean B-EPS CE area should be roughly

similar to those of the ensemble members. We therefore stress that

the mean EPS CE areas are not arbitrarily inflated, but their growth

rather reflects the B-EPS spread induced by the uncertainties in the

ocean field. Converging to Melsom et al. (2012) and Sandu et al.

(2020) findings, we also observed slightly better accuracy of the

mean EPS CE (2 km) relative to N-HighRes (2.1 km).

Despite showing better performances in all member-wise

metrics, Setup 2 results are indistinguishable among the distinct

model products (see Tables 1, 3 and 6). Such lack of variability

stems from higher homogeneity of atmospheric horizontal flows in

comparison to the ocean (Figure 2), i.e., the simulated trajectories

experience essentially alike wind conditions. Additionally, due to

horizontal (500 km) and temporal (6 hrs) decorrelation scales

adopted on ECMWF-ENS’s perturbation schemes, the ensemble

spread of winds is generally low at the spatial (1-15 km) and

temporal (1-6 hrs) ranges investigated here. We acknowledge that

uncertainties in the wind field are the main sources of variability in

large and persistent oil slick scenarios (e.g. Li et al., 2019;

Kampouris et al., 2021), but we have evidences that it is

overridden by the ocean currents on short scales.

These findings corroborate with the rank histograms (Figure 7).

The uniform- and cornered-like patterns obtained for Setup 1 and

Setup 2, respectively, fits the artificial examples of consistent and

underdispersive cases. A uniform histogram is a necessary, but not

sufficient condition for determining the reliability of an ensemble

system due to conditional biases, nonrandom sampling or low

number of samples (Hamill, 2001). For finite size ensemble

systems, the ideal error-spread ratio is altered by an adjusting

BA

FIGURE 5

Polar heatmaps of wind speed (radius, m s −1) and direction (angle) errors between model (V wm) and observation (V wo), Apr - Dec 2021. (A) for
B-EPS member 1 and (B) for N-HighRes. Positive angles represent modeled winds rotated clockwise relative to the observed wind direction and
positive values in radius indicate V wm  > V wo. The red dashed line indicates where V wm  = V wo , the white dot indicates the mean speed and mean
direction errors for each model and the black polygon the region of highest concentration.

TABLE 4 Willmott Skill (WS), Bias and Root Mean Square Error (RMSE) for wind speed (spd) and direction (dir). Each atmospheric product was
assessed relative to wind observations at Norne between April and December, 2021.

Model WS spd WS dir Bias spd Bias dir RMSE spd RMSE dir

B-EPS # 1 0.90 0.81 0.92 21.2 2.2 89.6

B-EPS # 2 0.90 0.81 0.77 21.1 2.1 88.7

B-EPS # 3 0.91 0.81 0.73 20.7 2.1 88.6

B-EPS # 4 0.90 0.80 0.77 19.6 2.1 90.0

B-EPS # 5 0.90 0.80 0.70 21.1 2.2 91.6

B-EPS # 6 0.91 0.81 0.70 18.9 2.0 89.7

N-HighRes 0.90 0.84 1.23 9.85 2.3 83.4
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factor ϵ
s   = 1 +

ffiffiffiffiffiffiffi
2

N−1

q
, ≈ 1.2 for N = 6 (Eckel and Mass, 2005). The

error-spread ratio analysis confirmed that Setup 2 simulations

presented a value ( ϵs   ≈ 69) overly above the desired ( ϵs   ≈ 1.2).

Taking into account the ocean currents and the Stokes drift greatly

improved the spread among the EPS members, resulting in ϵ
s   ≈ 1.3.

Despite the proximity of the releasing location to the boundary

domain ( ≈ 30 km), these results show that the ensemble spread in

surface currents is readily developed at the study region.

Due to the number of possible future states that EPS provide,

often exceeding 20 members, ensemble modeling has been used by

weather prediction centers to forecast the strength, probability of

occurrence and regions impacted by hazardous events. Figure 8

shows examples of PW drift simulations with different degrees of

ensemble spreading. Panels (B, C) and (E, F) illustrate cases where

particles follow a well-defined path and responders can have higher

confidence to base their decision plan. Note that low spread does

not necessarily imply accurate predictions as all the members can

converge to a wrong predictions (Figures 8C, F). Decision making is

hindered in the case that simulations diverge or present

bifurcations, as shown in Figures 8A, D. In this case, the drift

uncertainty is higher and this leads to a more problematic recovery/

rescue planning.

4.3 The misalignment between observed
slicks and the wind direction

An offset in the drift direction between modeled and observed

slicks was found for both Setup 1 and 2. Such mismatch can result

from circulation features not resolved by the ocean model, but also

from errors in the description of Ekman transport in the boundary

layer schemes for both the ocean and the atmosphere models

(Sandu et al., 2020) The latter is evidenced in Figure 5 and

Table 4 as bias in wind speed and direction, leading to the

observed systematic offset in drift directions for the oil

slick simulations

Stokes drift (Röhrs et al., 2012), Langmuir circulation (Yang

et al., 2014) and wave-current interactions (Staneva et al., 2021)

were shown to impact drift trajectories and improve predictive skill

when included. While the Stokes drift is explicitly included in the

trajectory simulations, the used ocean and wave model setups are

not coupled, meaning that wave-current interactions are not

represented in the ocean model (Geernaert, 1993; Chen et al.,

2020). The influence of these phenomena are small when

considered independently, but introduce further errors on short-

term predictions not accounted for in operational models. The

Stokes drift has been shown to have an important contribution to

BA

FIGURE 6

(A) Offset angle between observed PW centroid and observed wind directions. Radius values indicate the observed wind speed (ms −1). (B) Schematic
illustration of the slick deviation, where modeled slicks (Mod. PW Slick) veered counterclockwise ( ≈22∘) relative to the observed slicks (Obs. PW
Slick). The latter were deflected about 45∘ to the right of the observed wind (Obs. Wind). Modeled winds (Mod. Wind) were veered clockwise around
15∘ relative to Obs. Wind.

TABLE 5 Average (m, km 2) and standard deviation (s , km 2) of the
confidence ellipse area (CE) of each model product and the mean B-EPS
for Setup 1.

Model m CE Area [km 2] s CE Area [km 2] Hits

B-EPS # 1 11.9 7.0 15

B-EPS # 2 9.8 5.3 10

B-EPS # 3 10.6 6.1 15

B-EPS # 4 10.1 5.7 12

B-EPS # 5 7.8 4.2 11

B-EPS # 6 10.0 5.3 17

B-EPS mean 7.2 3.0 12

N-HighRes 8.7 4.3 19

mean B-EPS 44.7 21.9 36

The number of hits represents howmany times the observed centroid fell within the respective
CE domain (Hits).
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surface slick motion, as discussed in Röhrs et al. (2012); Jones et al.

(2016); van den Bremer and Breivik (2018).

Trajectory models are at the endpoint of a complex chain of

observation systems and forecast models. Beyond the impact of

internal and external sources of uncertainties (Barker et al., 2020),

drift modeling is also sensible to releasing time (Li et al., 2019).

Although released constantly, the residence time of PW slick at the

ocean surface is unknown, hence the considered forecast time (6

hrs) is arbitrary. Another drawback of this study is related to the

delineation process as this depends on the operator experience and

it is subjective. We recommend that further investigations on drift

ensemble modeling should link remotely-sensed observations and

in-situ data, preferably oil droplet diameter and drifter trajectories.

It would also be useful to test the influence of perturbations in the

model physics, boundary conditions and wave-ocean interactions

on the drift modeling.

5 Concluding remarks

Here we assessed the capability of an ocean ensemble model (B-

EPS) to represent oil slick drift and its uncertainty, compared to a

higher resolution deterministic ocean model (N-HighRes). The

simulated trajectories were conducted with the open-source

Lagrangian framework OpenDrift, and forced by these two ocean

models in addition to wind forcing and Stokes drift (Setup 1). The

predictions were evaluated against Produced Water slicks

delineated from 41 Sentinel-1A/1B scenes over the Norne

platform between April and December, 2021. Three approaches

were considered for the verification: Member-wise Assessment,

Model Comparison and Ensemble Verification. The importance

of the wind field on the modeled trajectories was also investigated

by forcing the virtual particles only with atmospheric models

(Setup 2).

Produced water slicks are thin films with low oil concentrations,

generally observed as narrow stripes and lasting for a short period.

For short range predictions as considered here (6 hrs), we showed

that simulations forced solely by the wind fields are underdispersive.

TABLE 6 Same as Table 5, but for Setup 2.

Model m CE Area [km 2] s CE Area [km 2] Hits

B-EPS # 1 1.5 0.81 2

B-EPS # 2 1.6 0.82 3

B-EPS # 3 1.6 0.84 3

B-EPS # 4 1.6 0.89 3

B-EPS # 5 1.6 0.81 2

B-EPS # 6 1.6 0.86 3

B-EPS mean 1.6 0.83 2

N-HighRes 1.7 0.91 4

mean B-EPS 1.6 0.83 2

B

C D E

A

FIGURE 7

Two-dimensional rank histograms of B-EPS for Setup 1 (A) and Setup 2 (B) in absolute frequency. Panels (C–E) represent overdispersive, consistent
and underdispersive rank histograms created from synthetic data randomly sampled from Normal distributions with the same average (0) and
decreasing std (10, 1, 0.1), respectively. Top and right sub-panels show the longitudinal and latitudinal rank histograms.
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For larger and more persistent slicks, the wind forcing may still be

considered the main source of variability.

Despite its coarser horizontal resolution, the ensemble

prediction system, and especially its mean field, presented similar

member-wise results relative to the deterministic ocean model. We

have also shown that the observed PW drift presented a consistent

clockwise deviation from modeled and observed wind directions,

possibly resultant from systematic errors in the description of

boundary layer schemes and wave-current interactions not

resolved in the used models. The analysis of confidence ellipses

and distributions of drift patterns show that realistic drift modeling

requires to include both the ocean and wind forcing, and analysis of

ensemble spread indicates that including the currents is necessary to

properly address uncertainties in drift modeling.
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FIGURE 8

Example of high spread, partially accurate (A, D); low spread, accurate (B, E) and low spread, inaccurate (C, F) simulations. The white-crossed,

magenta dot represents Norne. Wind barbs (red) and ocean current vectors with superimposed speed (colormap, ms −1) were obtained from N-

HighRes. The modeled mean wind speed (ms −1) is also shown on the top left box. Respective Figures for all 41 PW slick drift cases are provided as
electronic supplement to this document.
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Abstract5

Trajectory forecasting based on geophysical models is a useful tool for contingency and emergency6

aid at sea. Uncertainties in the used geophysical models, which propagate into the trajectory forecast,7

can be addressed through ensemble modeling. Here, we evaluate the performance of an operational8

ensemble prediction system on short-term forecasts for 17 undrogued drifter trajectories deployed9

in the Barents Sea and Fram Strait in 2022. Predicted and observed trajectories were compared10

by rotary spectra analysis, rank histogram, reliability diagram, and error/spread to determine the11

ability of the model to reproduce the observed physical processes and their uncertainties. We found12

that the physical processes dominating the observed spectra at inertial and subinertial frequencies13

are accounted for in the modeled trajectories, but that the model underestimates the energy content14

for higher frequencies (> 0.083 cph) with up to two orders of magnitude. Ensemble underdispersion is15

linked to model error rather than initial and boundary conditions. Reliability is achieved if the main16

forcings are accurately reproduced by the geophysical models. For highly dynamic regions, such as17

the Fram Strait, transient small-scale phenomena representation is critical at the uppermost ocean18

layer for accurate trajectory forecasting.19

20
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1 Introduction23

Predicting the drift of objects and substances at the ocean’s surface is pertinent to a wide range of24

maritime applications, e.g. in search-and-rescue operations (e.g. Breivik and Allen, 2008), pollution25

tracking (e.g. Röhrs et al., 2018) and biological modeling (e.g. Asplin et al., 2014). Drift predictions26

require dynamic modeling of the geophysical flow because the oceanic circulation is not readily observed27

to a degree that allows sufficient spatio-temporal coverage (Röhrs et al., 2023b). As a result of insufficient28

observation coverage, forecast models exhibit large uncertainties (Jacobs et al., 2021). For operational29

monitoring of objects and their drift trajectories in real time, no remote sensing system for ocean currents30

provide sufficient temporal resolution (de Aguiar et al., 2023). Instead, satellite-tracked drifters are widely31

used for drift prediction studies and following objects in real time (e.g. Jones et al., 2016; Garcia-Pineda32

et al., 2020).33

Geophysical models are the backbones of any ocean drift prediction application (Christensen et al.,34

2018). The accuracy of the simulated target path heavily depends on how well the geophysical flow is35

reproduced. The turbulent behaviour of the ocean and atmosphere, the intrinsic chaotic properties, and36

limitations of the numerical prediction systems hinder forecast accuracy beyond a few days. Previous37

studies have shown that ocean models struggle to accurately resolve drifter motions within the inertial38

band (e.g. Brekke et al., 2021; Arbic et al., 2022), and hence modeled trajectories often diverge from39

observed already in the first hours of simulations.40

For a generic drift model, the velocity of a particle at the ocean surface (Vp) is composed of the linear41

sum of Eulerian ocean currents (VO), a fraction of the wind speed VW and the Stokes drift (VS) as42

Vp

∣∣∣∣
z=0

= VO

∣∣∣∣
z=−h

+ (αVW )
∣∣∣∣
z=10

+ VS

∣∣∣∣
z=0

(1)43

where α is a wind drift factor that can be a combination of air drag on the object and direct wind-44

driven currents unresolved by the used ocean model. Modeled ocean surface currents (VO) represent45

the depth-integrated motion between the ocean surface and a reference depth (z=-h) that matches the46
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application (Röhrs et al., 2023b). The value for the wind drift factor varies from 1% to 6% (Huang, 1983;47

Röhrs and Christensen, 2015), and decreases as the vertical resolution of the used ocean model increases48

(Callies et al., 2017) due to a more explicit description of the direct wind forcing on upper ocean currents.49

In operational setups, the wind and Stokes drift fields are obtained from numerical prediction models,50

and they are often referenced at 10 m height (z=10) and at the ocean free-surface (z=0), respectively.51

Addressing the relative importance of each velocity term in Eq. 1 is an active research field as it52

determines to what extent each phenomena can be parameterized instead of numerically resolved. For53

short-term simulations (less than 24 hours), ocean currents present the dominant role on the drift vari-54

ability and uncertainty (Röhrs and Christensen, 2015; Zhang et al., 2020; de Aguiar et al., 2023), shifting55

to wind-dominant for periods beyond the inertial period (T = 2π
f , where f is the Coriolis parameter in56

rad s−1) (Li et al., 2013, 2019; Kampouris et al., 2021).57

Short-term predictions are critical for emergency response and preparedness, and hence uncertainties58

and errors in the geophysical forcing must be quantified to allow adequate interpretation of model fore-59

casts. Ensemble Prediction Systems (EPS) are widely used to address uncertainties in numerical weather60

prediction (NWP) models. Instead of providing deterministic forecasts based on one model realisation,61

an EPS pursues a probabilistic approach and provides the likelihoods of scenarios to users in order to62

support decision making (Leutbecher and Palmer, 2008; Palmer, 2017). The performance of an EPS is63

established in terms of reliability, ensemble spread, and skill as outlined in Hamill (2001) and Bröcker64

and Smith (2007). For drift trajectories however, ensemble generation has been traditionally performed65

through multi-model ensemble (e.g. Zodiatis et al., 2016) or by perturbations of uncertain parameters66

such as the wind-drift factor α in Eq. 1. Although the relative mean distance error can be reduced67

using both methods, such ensembles do not map out the possibility space of ocean circulation realisations68

(Leutbecher et al., 2017). Instead, ensemble prediction of drift trajectories should be built on EPSs of69

the underlying geophysical models.70

In this work, we assess the performance of the Barents-2.5 ocean EPS using two surface drifter71

trajectory data sets deployed in 2022 in the Fram Strait and Barents Sea. Short-term trajectory forecasts72

(five days) are performed from each member of the EPS. Observed and modeled trajectories are evaluated73

through rotary spectra analysis, and new methodologies are employed for assessing the performance of74

the Lagrangian drift simulation and ensemble prediction. Possible sources of model error and insufficient75
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ensemble spread are reasoned. This work is structured as follows: Section 2 introduces the drifter data76

sets, model products, simulation setups, and study area. The spectral analysis and ensemble quality77

results are presented in Section 3 and discussed in Section 4. The work is summarized in Section 5.78

2 Data and Methods79

In this section, we first introduce the drifter data set and used model products. Thereafter, we document80

analysis methods to interpret the response of drifter motion to geophysical forcing – through rotary81

co-spectra analysis – and methods to assess the performance of the probabilistic trajectory forecasts in82

Section 2.3.83

2.1 Drifter data and study area84

Seventeen surface drifters were deployed during two cruises organized by the Centre for Integrated Remote85

Sensing and Forecasting for Arctic Operations (CIRFA) and the Centre for Arctic Gas Hydrates, Environ-86

ment and Climate (CAGE). The drifter trajectories are shown in Figure 1. The drifters (OpenMetBuoy-87

v2021) were built following the design presented in Rabault et al. (2022). The sensors were assembled88

inside a 12 cm×12 cm×9 cm acrylic box, undrogued such that it drifts partially submerged (approx. 30%89

in water) at the ocean surface. Geographic positions were recorded every thirty minutes with an accuracy90

of roughly 2.5 m - 10 m. The sampling period was downsampled to one hour to match the model output91

frequency.92

During the CIRFA cruise (Dierking et al., 2022), starting from Svalbard and crossing the Fram Strait93

towards the east Greenland coast (Belgica Bank), a total of 11 OpenMetBuoy-v2021 were deployed94

between 2022-04-22 and 2022-05-09. The CAGE cruise (Serov et al., 2022) took place between 2022-08-0295

and 2022-08-20, and went from Svalbard to Tromsø, Norway. Three OpenMetBuoy-v2021 were deployed96

on August 7, 2022 in Hopendjupet, northern Barents Sea, and another three were released south of Bear97

Island 11 days later. Appendix A provides an overview of deployment positions, acquisition periods (start98

and end time), and observed speeds (average and standard deviation).99

Both the Fram Strait and the Barents Sea receive inflow water masses from the Norwegian Atlantic100

Slope Current (NwASC). Flowing along the Norwegian continental slope, the NwASC splits at around101

72◦N, with one branch (North Cape Current, NCaC) entering the Barents Sea trough the Barents Sea102
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Opening (BSO) while the other, topographic steered, reaches the Fram Strait alongshore the west coast103

of Svalbard (West Spitsbergen Current, WSC), and merges with the East Spitsbergen Current (ESC).104

Together with the Norwegian Coastal Current (NCC), the NCaC heads eastward, as depicted by the105

southernmost CAGE drifter trajectories. A ramification, however, proceeds towards the central Barents106

Sea and interacts with the westward Persey Current (PC) originated from the eastern part of the basin,107

and the NCaC itself around the area of the northernmost CAGE drifter deployment. This location (≈108

75◦N) is a critical latitude for the semi-diurnal M2 tide component, with the amphidromic point roughly109

located at ≈ 75◦N and ≈ 30◦E. On the eastern side of the Fram Strait, where the CIRFA drifters were110

deployed, the WSC is characterized by high eddy kinetic energy, with maximum (minimum) values in111

January-February (September-October) (Wekerle et al., 2017), and with average radius and lifetime of112

5 km and 10 days, respectively (Wekerle et al., 2020). Another branch of the WSC recirculates into the113

Fram Strait and merges into the East Greenland Current, flowing southward along the shelf break.114

2.2 Geophysical model data115

2.2.1 Ocean and atmosphere circulation models116

Ocean currents used for the trajectory simulations are obtained from Barents-2.5, an operational ocean117

EPS for the regional circulation in the Barents Sea and Fram strait (Figure 1) with 24 ensemble members118

(Röhrs et al., 2023). Barents-2.5 EPS is built on the Regional Ocean Modeling System (ROMS) version119

3.7 (Shchepetkin and McWilliams, 2005). ROMS solves the Reynolds averaged, hydrostatic primitive120

equations using a bottom-following coordinate system with free surface (Shchepetkin and McWilliams,121

2005). It has a horizontal resolution of 2.5 km with 42 stretched bottom following vertical layers, where122

the thickness of the uppermost layer varies between 0.5 m and 1 m. Turbulent mixing is parameterized123

using prognostic equations for turbulent kinetic energy and a generic length scale (Umlauf and Burchard,124

2005). Boundary conditions are provided by the TOPAZ4 ocean-ice coupled model (Xie et al., 2017) and125

tidal forcing from TPXO 7.2 (Egbert and Erofeeva, 2002). Further details on Barents-2.5 EPS can be126

found in Röhrs et al. (2023), and validation of ocean currents forecasts is provided in Idžanović et al.127

(2023).128

Wind forcing for the trajectory model, as well as the atmospheric forcing for the ocean model are129

provided by two separate weather prediction models: Four ensemble members use a time-lagged ensemble130
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Figure 1: Overview of the study area. The black rectangle represents the Barents-2.5 EPS domain.
Red and black solid lines represent the CIRFA and CAGE trajectories, respectively. Arrows depict the
mean ocean currents in the region with their associated acronyms (see text in Section 1 for reference).
The blue dotted line represents the Barents Sea Opening (BSO), while the background map shows the
instant ocean current speed from Barents-2.5 EPS (in yellow-green shading) for 2nd August 2022. The
gray contour represents the sea-ice edge for concentrations equal to 15%. Purple dots are the drifters’
deployment location.

of the regional AROME-Arctic weather prediction model (Müller et al., 2017) and 20 ensemble mem-131

bers are forced by members of EC-ENS, a global ensemble NWP system from the European Centre for132

Medium-Range Weather Forecast. While EC-ENS provides 6-hourly forcing at around 10 km resolution,133

AROME-Arctic delivers hourly forcing on the same grid as Barents-2.5 with 2.5 km resolution. The time134

resolution of ECMWF-IFS fields are upsampled through linear interpolation to provide hourly input for135

the trajectory simulations.136
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2.2.2 Ensemble Prediction System137

The model setup of Barents-2.5 EPS consists of 24 unique ensemble members. Six members are produced138

at four bulletin times during the day (at 00:00, 06:00, 12:00, and 18:00). While each member is forced by139

various atmospheric ensemble realisations as described above, each member is initialized by the state of140

the same member from the day before, and adjusted by small analysis increments from a data assimilation141

scheme (see Röhrs et al., 2023). Each of the 24 members, while integrated throughout subsequent forecast142

cycles, is hence providing independent realisations of the ocean circulation. The ensemble spread, e.g.143

the degree by which current forecasts of various members differ, is a consequence of (i) spread in the144

atmospheric forcing, and (ii) the full integration history of the respective member, as initially small145

perturbations grow over time to cause unique circulation features.146

The data assimilation in Barents-2.5 EPS consists of inclusion of satellite retrievals of sea surface147

temperature and sea-ice concentration (Rusin et al., 2024) as well as in-situ observations of temperature148

and salinity. Analysis increments for each member are calculated using the Ensemble Kalman Filter data149

assimilation scheme (Evensen, 1994), as described in Röhrs et al. (2023). In brief, each ensemble member150

is adjusted for observed sea surface temperature, sea-ice concentration, and in-situ hydrography once a151

day. The analysis increments are small enough to pertaining ensemble spread.152

2.2.3 Stokes drift from a wave prediction model153

The wave prediction model MyWaveWam 4 km provides the Stokes drift VS as used in Eq. 1 for the154

trajectory model. MyWaveWam4 is based on WAM Cycle 4.7, providing hourly forecasts of the wave field155

and Stokes drift (Gusdal and Carrasco, 2012). The model physics is described in Komen et al. (1994).156

The Stokes drift is computed by integration of the direction surface wave energy spectra F(f,θ) as follows157

(Janssen and Behrens, 2013):158

VS = 4π

g

∫ 2π

0

∫ +∞

0
fkF (f, θ) df dθ (2)

where g is the acceleration of gravity (ms−2) and k is the wave number vector. The herein used My-159

WaveWAM setup discretizes the wave spectra using 36 directions and 36 frequencies. Table 1 summarizes160

the model inputs from each geophysical model as used for the trajectory simulations.161
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Table 1: Summary of geophysical model data used in this study.
Model Type number of Resolution Variablesa

inputs horizontal/temporal resolution
Barents-2.5 EPS Ensemble 24 2.5 km / 1 h VO

MyWaveWAM Deterministic 1 4 km / 1 h VS

Arome-Arctic Ensemble 4 2.5 km / 1 h VW

EC-ENS Ensemble 20 2.5 km / 1 h VW

a: as in Eq. 1.

2.3 Methods162

Trajectory simulations were performed using the OpenDrift particle tracking model (Dagestad et al.,163

2018), where modeled outputs were linearly interpolated onto the virtual particle’s coordinates. Velocity164

data is time-integrated using a 4th order Runge-Kutta advection scheme to yield trajectories using the165

interpolated ocean currents, Stokes Drift, and wind fields as forcing as in Eq. 1. The wind drift factor166

(α) was set at 0.01 (1%), and it was obtained through optimizing α in Eq. 1 with observed drifter167

velocities and the modeled fields. This value is low compared to empirical values of 0.02-0.04 to only168

account for direct wind drag on the drifter, because the Stokes Drift is added explicitly in Eq. 1, and169

wind induced ocean currents are included in the used current velocities (Röhrs et al., 2012; Wagner et al.,170

2022). Integration of hourly velocity fields using a 4th order scheme provides a numeric precision that171

accounts for the spatio-temporal variability of the used forcing data (Nordam and Duran, 2020; Xiong172

and MacCready, 2024).173

The number of available ensemble members used for the trajectory simulations was extended to 48 by174

incorporating data from the previous forecast cycle of the ocean model. (black box in Figure 2). This175

approach allows us to exploit the model’s full forecast lead time of 66 hours. Applying this window over176

the period of the observed trajectory data rendered an archive of ocean and atmospheric forecasts used for177

the trajectory as follows: 24 trajectory ensemble members employ forecast data from the latest ocean and178

atmosphere ensemble of 24 members. The additional 24 ensemble members (red bars in Figure 2) were179

initialized 24 (bulletin 4), 30 (bulletin 5), 36 (bulletin 6) and 42 (bulletin 7) hours prior to the analysis180

(bulletin 0). We refer to this extended set as the first 24 members (42 - 24 hours prior to analysis),181

whereas the primary set (yellow bars in Figure 2) is referred to as the last 24 members (18 - 0 hours182

prior to analysis).183

The trajectory predictions are integrated for five days for each of the extended 48-member ensemble.184
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Figure 2: Representation of the extended ensemble approach. The EPS bulletin 0 depicts the analysis
time. Yellow bars represent four EPS bulletins (0 to -3) in a forecast cycle, each providing 6 ensemble
members. Red bars represent four extra bulletins (-4 to -7) obtained from a previous forecast cycle (42
- 24 hours prior to analysis). These two sets, namely the first and last 24 members respectively, overlap
within a 24-hour window (black box) yielding 48 ensemble members. See Section 2.3 for more details.

Simulations are re-initialized every day with the respective drifters observed location and time, yielding185

overlapping trajectories for the 5-day simulations. As modeled trajectories depart from the observations186

as time evolves, re-initialization allows comparison of model vs. observed trajectory segments estimations187

at the same geographical location (Liu and Weisberg, 2011; Dagestad and Röhrs, 2019).188

Using the trajectory simulations, we assess (i) spectral characteristics of observed and modeled drifter189

velocities for 5-day segments and (ii) the performance of the trajectory ensemble to represent uncertainty190

in the drift predictions for 1-day segments (see Appendix A). The 5-day segments overlap in time, but191

sample slightly different model trajectories due to the evolving model error. The overlap makes best use192

of all available data and enhances the spectral energy estimation by providing more spectral estimates.193

2.3.1 Spectral analysis194

For the purpose of assessing the spectral characteristics, a rotary spectra analysis is performed as follows:195

the horizontal velocity components of the observed and simulated trajectories are obtained for 5-day196

segments (120 samples). For each 5-day segment, a Blackman window is applied to the velocity component197

anomalies with a 50% overlap. The rotary spectra is then estimated following Gonella (1972), in which198

the velocity component anomalies (ux, uy) are represented in the complex form as:199

u(t) = ux(t) + iuy(t), (3)200
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with the associated Fourier transform given by:201

uω = 1
d

∫ d

0
u(t)e−iωt dt, (4)202

d being the duration of the time series and ω the angular velocity. The sign of the latter determines cy-203

clonic (S+, counterclockwise, positive frequencies) and anticyclonic (S−, clockwise, negative frequencies)204

motions with the following energy spectra:205

S+ = 1
2 < u+u∗

+ > = 1
8(Puxux

+ Puyuy
+ 2Quxuy

)

S− = 1
2 < u−u∗

− > = 1
8(Puxux

+ Puyuy
− 2Quxuy

),
(5)206

where Puxux
and Puyuy

are the autospectra of ux and uy, and Quxuy
is the quadrature spectrum207

between the components. The brackets < · > represent block averages of 120 samples and the asterisk208

denotes the complex conjugate. As the same concept can be expanded for a given pair of complex vector209

series u(t) and v(t), the coherence (Eq. 6) between the modeled and observed spectra can be estimated210

as:211

C(ω) = Puv − iQuv√
PuuPvv

, (6)212

where Puv is the rotary cross spectra between the vectors.213

2.3.2 Performance metrics for modeled ensemble trajectories214

The performance of the EPS is assessed through the average model error (ϵ) and ensemble spread (s),215

two-dimensional (2D) rank histograms, and reliability diagrams. All the performance metrics described216

below are performed over 24-hour segments after initialization.217

Error and ensemble spread are defined as the root mean square error of the ensemble mean with218

respect to the observations and the square root of the ensemble variance, respectively (Fortin et al.,219

2014). For a given time step t, the ensemble mean position X(x,y,t) is calculated as220

X(x, y, t) = 1
N

N∑

n=1
Xx,y,t, (7)221
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where N is the number of ensemble members (48), and x and y represent the longitude and latitude222

position of all virtual particles. The error and ensemble spread are hence defined as:223

ϵ =

√√√√
(

N

N + 1

)
1
T

T∑

t=1
(X(t) − Ox,y,t)2 and

s =

√√√√ 1
T

T∑

t=1

(
1

N − 1

N∑

n=1
(XNx,y,t

− X(x, y, t))2

)
,

(8)224

where XNx,y,t is the position of a given ensemble member, T is the length of the segment (24 hours),225

and Ox,y,t is the observed drifter position. We then calculate both error spread as a distance metrics226

(in kilometers) from the latitude and longitude pairs. The ϵ
s ratio and the rank histograms determine227

the ensemble’s consistency (Eckel and Mass, 2005). The estimation of ϵ
s was performed over the first228

24 hours after each initialization. For an ideal ensemble spread, the ratio ought to be ≈ 1, whereas229

underdispersive (overdispersive) behaviour is found for values greater (smaller) than 1. Suitable ensemble230

spread means that a validating observation is statistically indistinguishable from a random draw of the231

ensemble forecast.232

The ensemble spread is also analysed in terms of a rank histogram built on N+1 bins (Hamill, 2001),233

where N represents the number of ensemble members. The concept can be expanded to 2D variables234

(de Aguiar et al., 2023), where geographical positioning (latitude and longitude) is used instead of along-235

track distance. For a consistent EPS, the 2D rank histogram ideally provides a homogeneous distribution236

when evaluated over many independent cases. For overdispersive and underdispersive systems, the dis-237

tributions are centered and clustered at the corners of the 2D plan, respectively.238

An EPS can estimate the probability of events, e.g. surpassing a certain threshold of drift displacement239

within a specified time. Reliability diagrams are used to check the accuracy of these probabilities by240

comparing them to observed events (Wilks, 2019). The method consists of defining a binary event241

(it either happened or it did not) and comparing the EPS-estimated probability of the event with the242

frequency of the event in the observations. Consider the along-track cumulative distance estimated over243

the first 24 hours after each initialization. An example event is A="distance is less than 10 km", for which244

in every trajectory point (x, y, t) either occurs or does not occur, i.e. A(x, y, t) = {0, 1}. The EPS provides245

the predicted probability P of this event Amod at a given time as P (x, y, t) =
∑N

n=1 Amod(x, y, t). Within246
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each probability bin b, the collection is represented by the mean of the forecast probabilities Pb. The247

probability bins b range from 0 to 1 in steps of 0.1. To make it comparable to observations, we consider248

the same event, but this time we only look at the Nb points in the model that fall within b represented as249

Xb ∈ xb, yb, tb. By assessing the event in the observations at the Nb points, we can describe the observed250

frequency in probability bin b as Fb =
∑Nb

b=1 Aobs(Xb)/Nb.251

In a reliable EPS, the observed frequency Fb matches the forecast probability Pb for each bin resulting252

in a straight diagonal line in a reliability diagram. Deviations from the diagonal are due to (i) imperfect253

ensemble spread and/or (ii) model biases. An EPS with insufficient spread will have higher model254

probabilities for low observed frequencies, and lower model probabilities for high observed frequencies,255

resulting in a reversed S-shaped reliability diagram. A normal S-shape indicates excessive model spread.256

A biased EPS exhibits too low or too high probabilities for all observes frequencies, resulting in an upward257

or downward shifted curve in the reliability diagram (Bröcker and Smith, 2007).258

3 Results259

An overview of simulated ensemble trajectories and their along-track cumulative distance relative to the260

corresponding observed data set is presented in this section. The rotary auto- and cross-spectra analysis261

is introduced in Subsection 3.2 and the ensemble-performance diagnostic in Subsection 3.3.262

3.1 Trajectory simulation263

Figure 3 shows two examples for (a) the CAGE and (b) the CIRFA data sets. Observed trajectories264

are depicted as solid black lines. The yellow dots represent initialization points every 24 hours, and265

the gray lines represent 1-day predicted trajectories forced by the 48 ensemble members. By visual266

inspection, observed trajectories are seemingly well represented in the Barents Sea, with the forecast267

ensemble envelopes located around the observed path. Less accurate trajectories are visible for the268

CIRFA drifters, overall in the vicinity of loops and meanders. Modeled trajectories are also shorter269

relative to the observed segments. No perceptible differences between the first and last 24 ensemble270

members for either of the data sets were noticed. Similar results were found for the other drifters.271
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Figure 3: Examples of predicted trajectories for the CAGE (a, drifters 206633 and drifter 206650) and
CIRFA (b, drifter 15_waves_LSM and drifter 4) drifter trajectories. Solid black lines represent observed
trajectory whereas gray lines are modeled trajectories for 48 ensemble members, 24 hours after initial-
ization. Red dots are positions where the devices where deployed and yellow dots represent the model
re-initialization positions (every 24 hours).
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Figure 4 shows the distribution of along-track cumulative distances traveled by (a) CAGE and (b)272

CIRFA drifters over 24 hours segments (green histogram). Simulations forced by the first (black line)273

and last 24 members (blue line) of Barents-2.5 EPS are also shown. One can first notice that the274

two sets of ensemble members show essentially no differences. For the CAGE data set, the simulated275

trajectories represented well the observed distribution, slightly under (over) estimating frequencies for276

distances shorter (larger) than 15 km. Conversely, overestimation of modeled trajectories for the CIRFA277

drifters occur for distances smaller than 10 km, presenting also larger deviations relative to the observed278

distribution.279

Figure 4: Distribution of along-track cumulative distances for CAGE (a) and CIRFA (b) drifters estimated
over the first 24 hours after initialization. Green areas represent observations, whereas red and yellow
lines represent modeled cumulative distances forced using the first (42 - 24 hours prior to analysis) and
last (18 - 0 hours prior to analysis) 24 members, respectively.

3.2 Spectral properties of observed and modeled drift velocities280

In this section, we present an analysis of the energy density of observed and modeled drifter velocities281

as a function of frequency (cycles per hour, cph) based on 5-day segments. Figure 5 shows the rotary282

spectra for observed (solid lines) and modeled (dashed lines) drifter velocities for (a) the CAGE and283

(b) the CIRFA drifters. The observed spectra reveal a dominance of clockwise rotation throughout the284

evaluated bands, and a qualitative difference of the energy magnitude and spectral shape between the285

two regions.286
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The energy magnitude around the inertial frequency is captured well by the model. The modeled287

velocity spectra present a steeper decay towards the higher frequencies (|ω| > 10−1 cph) and between288

tidal components K1, M2, and M4. The modeled trajectories overall retained the main spectral features289

present in the observations. One can nevertheless notice modeled energy underestimation throughout290

the whole spectra in Figure 5b. A discrepancy at the M4 tidal band at 6.21 hours is very distinct in the291

model spectra but not present in the observations.292

Figure 5: Energy density of CAGE (a) and CIRFA (b) rotary spectra in cycles per hour (cph). Solid lines
represent the mean observed clockwise (CW, dark yellow) and counterclockwise (CCW, black) energy,
while dashed lines represent the estimated average energy for modeled trajectories. The shaded areas
depicts the 95% confidence interval. Tidal components K1, M2, and M4, as well as the range of the
Coriolis parameter in the domain (60◦ to 85◦) for the drifter data (vertical gray bar) are also shown.

An analysis of spectral coherence between observed and modeled drifter velocities in Figure 6 indicates293

that low frequency motions from the model system are to a certain degree in phase with observed motions,294

in particular for the Barents Sea region. Both data sets show a broad coherence peak below the inertial295

frequency and around the ± M2 tidal band. The magnitude of coherence for the CIRFA simulations is296

half as small compared to the CAGE simulations, but well above the random variations obtained from the297

ensemble. The broad peak is associated with the low-frequency background wind forcing (see Figures 9298

and 10 in Appendix B), while the other two peaks are related to the inertial oscillations (negative ω) and299

the M2 tidal component (positive ω).300
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Figure 6: Coherence C(ω) between the observed drifter velocities and modeled trajectory velocities for
CAGE (a) and CIRFA (b) estimated via cross rotary spectra analysis. The solid red line represents
the average estimation for each frequency. The black dots represent each ensemble member averaged
over the respective data set for each frequency bin. Tidal components K1, M2, and M4, as well as the
range of the Coriolis parameter in the domain for the drifter data, 60◦N to 85◦N (vertical gray bar) are
also shown. Positive (negative) frequencies correspond to counterclockwise (clockwise) rotations. The
horizontal dashed lines represent the 99% confidence limit.

3.3 Ensemble performance diagnostics301

The ensemble spread is shown in Figure 7 with a rank histogram for each of the two geographical302

directions, and as joint heat map for drift displacements. A general tendency of the EPS to underestimate303

model uncertainty is identified for the lowest and highest absolute frequency values. We note that the304

rank histograms and the heat map show insignificant skewness and bias towards either side. In addition,305

despite an underestimation of the most extreme drift displacements, the central part of the histogram is306

flat, indicating that moderate drift displacements are spread appropriately in the ensemble. These results307

apply for both study regions, and regardless of the evaluation time after the model initialization, i.e., it308

consistently preserves this behaviour throughout the forecast lead time (not shown here).309
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Figure 7: Two-dimensional (2D) rank histograms for CAGE (a) and CIRFA (b) data sets in absolute
frequency. Top and right sub-panels show the equivalent one-dimensional (1D) rank histograms for
longitude and latitude, respectively.
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The underdispersive characteristic of the EPS is further evaluated by the model error-spread ratio ϵ/s.310

The ratio for each 24 hours reinitialized forecast was bounded between 1 and 2 for the CAGE simulations311

whereas it varies between 2.5 and 5 for CIRFA simulations. The average and standard deviation values312

for ϵ and s are shown in Table 2. The spread of the modeled trajectories is similar between the two data313

sets. However, one can promptly notice that the error for the CIRFA data set nearly doubles with respect314

to the CAGE simulations. When the two time-lagged ensemble groups are evaluated individually (Table315

3), differences between the first and last 24 members do not exceed 15%.316

Table 2: Average and standard deviation ensemble mean error (ϵ) and spread (s) of along-track cumulative
distance for CAGE and CIRFA simulation sets for all 48 members. Error and spread were calculated
over the first 24 hours after initialization using Eq. 8. Average and standard deviation were estimated
using all segments.

Data set Error [km] Spread [km]
average, standard deviation average, standard deviation

CAGE 6, 1.2 3.7, 0.55
CIRFA 10.5, 1.6 3.1, 0.9

Table 3: As in Table 2, but the results are split into the first (42 - 24 hours prior to analysis) and last
(18 - 0 hours prior to analysis) 24 ensemble members. Values in parenthesis represent (average, standard
deviation) in kilometers.

Data set First 24 members Last 24 members
Error, Spread Error, Spread

CAGE (6, 1.2), (2.6, 0.3) (6, 1.2), (2.4, 0.4)
CIRFA (10.9, 1.3), (2.3, 0.5) (10.8, 1.3), (2.2, 0.5)

A primary objective of ensemble predictions is to provide reliable probabilistic forecasts, i.e. prob-317

ability of events obtained from the EPS must match observed realisation frequencies. The along-track318

cumulative distance of observed and modeled trajectories calculated over the first 24 hours after initial-319

ization were also used to address the EPS reliability. Figure 8 shows reliability diagrams for four different320

events: the along-track cumulative distance being (i) less than 10 km, (ii) greater than 10 km and less321

than 20 km, (iii) greater than 20 km and less than 30 km, and (iv) greater than 30 km.322

The EPS performs differently in the two regions. In the Barents Sea (Figure 8a), the EPS is reliable323

for distances below 20 km. The nearly straight diagonal in the reliability diagram indicates that the324

EPS can accurately predict events that are unlikely to happen (low probability) and events that are very325

likely to happen (high probability). The forecast probabilities become less reliable as the distance grows,326

suggesting that the model loses predictive capability at longer lead times. Taking into account that327
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the trajectories’ hourly displacement ranges between 1 km to 1.6 km, the model manages to accurately328

reproduce the observed CAGE trajectories up to about one inertial period. For the CIRFA drifters329

(Figure 8b), overestimation (underestimation) occurs for values below (above) 10 km. These findings330

corroborate and further detail the observations depicted in Figure 4.331

Figure 8: Reliability diagrams for CAGE (a) and CIRFA (b) drifters. Distance (dist) refers to the
along-track cumulative distance estimated over 24 hours after initialization. Grey solid, and black solid,
dashed and dotted lines show forecast reliability for distances less than 10 km, greater than 10 km (20 km)
and less than 20 km (30 km), and greater than 30 km, respectively. The horizontal axis is the forecast
probability Pb from Barents-2.5 EPS binned from 0 and 1 in steps of 0.1. The vertical axis indicates the
corresponding observed frequency of occurrence Fb. The different colors indicate the number of forecast
probabilities that fell into a bin for a given event. Note the different colorbar ranges due to different
numbers of segments in the drifter data sets.

4 Discussion332

The rotary spectra analysis highlights the distinct dominant mechanisms of the surface circulation in the333

two study regions, with predominance of inertial oscillations (CW) and the semi-diurnal tidal component334

(CCW) as forcing for the CAGE drifters in the Barents Sea. These features are also visible for the CIRFA335

drifters in the Fram Strait-West Spitsbergen area, but less distinct (see Figure 5).336

The modeled drift velocities captured the main subinertial spectral features, but underestimated with337

up to two orders of magnitude the energy density at higher frequencies (> 0.08 cph). The lack of energy at338

higher frequencies stems from the inability of Barents-2.5 EPS to properly resolve fast, short-wavelength339

motions due to the lack of horizontal resolution (Müller et al., 2015; Ohlmann et al., 2017; Savage et al.,340
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2017; Yu et al., 2019). Similar findings for global estimation of surface kinetic energy were reported by341

Yu et al. (2019) and Arbic et al. (2022), where the authors hint on a deficit of high-frequency energy342

due to the atmospheric forcing. Klenz et al. (2022) found an understimation higher than one order343

of magnitude of wind-stress energy spectra at superinertial frequencies for ERA5 reanalysis data when344

compared to in-situ wind measurements obtained with Minimet drifters. It is thus possible that the345

issues with the atmospheric forcing also contribute to the sharp energy decay at superinertial frequencies346

and the unrealistic peak at the M4 frequency seen in Figure 5.347

Subinertial drift is largely driven by wind forcing, which is well predicted by the used atmosphere348

forcing, and as a result, wind driven ocean circulation is expected to be predictable in the ocean model.349

Both the subinertial drift and in particular the near-inertial response, which is a delicate process that350

depends on well-described mixed layer dynamics (Röhrs et al., 2023a), is well captured in the drift351

simulations. As a result, we see distinct coherence between predicted and observed drifts (Figure 6). The352

semi-diurnal lunar component has predominantly a CCW rotation due to the incursion of Kelvin waves353

around the Barents Sea (Furevik and Foldvik, 1996), but residual M2 currents may also display CW354

rotation in the vicinity around Bear and Hopen islands (Kowalik and Marchenko, 2023). We therefore355

do not neglect the possibility that M2 energy might also contribute to the CW component presented in356

Figure 5 in addition to the inertial oscillations.357

Scrutinizing the two regions using the herein presented diagnostic tools allowed us to identify regimes358

where the model performance is captured well, and regimes that lack predictability. In the case of the359

CIRFA data set, it is well known that the Fram Strait - West Spitsbergen system is highly dynamic, with360

an interplay between barotropic (Teigen et al., 2010) and baroclinic instabilities (Teigen et al., 2011).361

Eddies generated there possess radii predominantly within the submesoscale and lower bound of the362

mesoscale ranges, i.e. 1 km - 12 km (Wekerle et al., 2020; Bashmachnikov et al., 2020), respectively. The363

first baroclinic Rossby radius of deformation varies between 2 km (on the continental shelf) to 6 km (on364

the shelf break) there (Nurser and Bacon, 2014). Considering four (Woodring et al., 2016) to ten grid365

points (Soufflet et al., 2016) as the model’s effective resolution, Barents-2.5 EPS is unable to properly366

resolve such small-scale phenomena resulting in large errors at both sub- and superinertial scales.367

The limited horizontal resolution and lack of energy inhibits the most extreme drift velocities, and368

modeled trajectories quickly diverge from observations due to unresolved motions. This means that in369
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the ensemble performance it can be seen as insufficient ensemble variability and unbalanced error/spread.370

Supporting the findings in Idžanović et al. (2023), the rank histograms (Figure 7) presented here also371

indicate an underdispersive characteristic of Barents-2.5 EPS, since their shapes with tall outer ranks372

and flat in the center agrees with the theoretical description provided by Hamill (2001). Considering373

that the spread between the two simulation sets is similar (see Tables 2 and 3), we suggest that the374

pronounced U-shaped rank histogram for the CIRFA drifters (Figure 7b) is induced by model error as it375

nearly doubles with respect to the CAGE simulations. Further perturbations may yield ensemble spread376

growth, but it should be balanced by a decrease in the model error through the assimilation of dynamical377

fields.378

We highlight that underdispersion does not necessarily imply lack of reliability. Despite the U-shaped379

rank histogram and error/spread higher than 1, Figure 8 shows that simulations performed for the CAGE380

data set present straight diagonal lines of along-track cumulative distances up to 20 km, or one inertial381

period equivalently. Tides and wind-driven inertial oscillations are major driving forces on the drift382

velocities (Figure 5a), and high reliability is achieved for such processes that are well resolved by the383

model. Previous research on data assimilation for trajectory forecast have found that skill improvements384

are barely observed after 12 hours of simulation (Vandenbulcke et al., 2009; Holm et al., 2020, e.g.),385

suggesting that ocean models in general have limited, and similar, forecast horizon.386

Extending the number of available ensemble members does not improve the EPS performance at387

the scales investigated here. As the ensemble spread is nearly saturated already at its initialization,388

the EPS’s underdispersive performance stems from the ensemble mean error as indicated by the U-389

shape histogram. The U-shape can also be due to model error (Hamill, 2001), especially in the Fram390

Strait - West Spitsbergen region. Ensemble mean error reduction may be achieved by assimilating the391

dynamic fields in the EPS. Constraining initial conditions at spatial scales less than 50 km, particularly392

in highly dynamic areas, is a current frontier in operational ocean forecasting. Although still under393

debate (Spencer Jones et al., 2023), observations acquired with the recently launched Surface Water and394

Ocean Topography (SWOT) mission are expected to enhance our capability to constrain ocean currents395

at those scales. Beyond its impacts on ocean current’s forecasting performance, it is also worthwhile396

of further investigations how such observations may improve the modeled kinetic energy spectra and397

ensemble spread.398
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5 Concluding Remarks399

The forecast capabilities of trajectory simulations based on an operational ocean EPS, Barents-2.5, was400

assessed by comparison with observed drifter trajectories in the Fram Strait and the Barents Sea. Using an401

ensemble of trajectory simulations, the model was evaluated in terms of wind-response, ensemble spread,402

and reliability performance for short-term prediction analysis (1 - 5 days). Reliable drift displacement for403

up to 20 km (about 1 inertial period, ≈ 12 hours) can be obtained with the model under well-resolved404

conditions. Unresolved small-scale phenomena impact both the energy spectra at sub- and superinertial405

frequencies and ensemble dispersion. The model underdispersive behaviour, in particular in the Fram406

Strait region, stems from the model error due to insufficient horizontal resolution rather than caused by407

insufficient spread during model initialisation.408
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A Drifters423

Table 4: Drifter deployments during CIRFA (April-May 2022, gray) and CAGE (August 2022) cruises.

Drifter ID Deployment position Start (UTC) End (UTC) Speed (ms−1) # Daily
(lat [◦N], lon [◦E]) (Avg., Std.)b Segments

drifter 9_waves_ISM 78.1, 11.9 2022-04-22 23:53 2022-06-01 21:00 0.30, 0.15 39
drifter 4 78.2, 09.9 2022-04-23 03:40 2023-03-03 13:30 0.29, 0.19 73

drifter 10_waves_ISM 78.3, 07.8 2022-04-23 06:50 2022-10-20 23:53 0.29, 0.16 149
drifter 11_waves_ISM 78.8, 0.99 2022-04-23 19:55 2022-11-24 20:00 0.25, 0.14 181

drifter 8 78.8, 04.9 2022-05-08 11:41 2022-07-22 07:00 0.24, 0.14 58
drifter 7 78.8, 06.1 2022-05-08 13:50 2022-06-09 09:30 0.29, 0.15 31
drifter 2 78.8, 07.5 2022-05-08 16:02 2022-05-27 11:00 0.27, 0.13 18

drifter 15_waves_LSM 78.8, 07.9 2022-05-08 17:28 2022-07-10 11:30 0.26, 0.13 57
drifter 1 78.8, 08.5 2022-05-08 19:13 2022-07-05 19:53 0.24, 0.13 57

drifter 12_waves_LSM 78.8, 09.0 2022-05-08 22:08 2022-07-04 05:44 0.21, 0.14 55
drifter 5 78.8, 10.0 2022-05-08 21:53 2022-09-02 13:30 0.23, 0.14 86

drifter 206638 75.2, 31.6 2022-08-07 00:30 2022-10-26 07:00 0.26, 0.13 80
drifter 206689 75.2, 31.7 2022-08-07 02:00 2022-08-28 03:00 0.28, 0.15 21
drifter 206633 75.0, 30.8 2022-08-07 05:30 2022-11-01 08:30 0.27, 0.13 86
drifter 206646 73.1, 21.9 2022-08-18 03:30 2022-08-30 20:00 0.29, 0.14 12
drifter 206650 72.8, 21.9 2022-08-18 07:00 2022-09-20 00:00 0.29, 0.16 32
drifter 206665 72.6, 21.4 2022-08-18 09:00 2022-09-17 22:30 0.33, 0.17 30

b: Average (avg.) and standard deviation (std.) calculated over the entire time series extent.

B Drifter and modeled wind velocities coherence424

Figure 9 shows the coherence (Eq. 6) between observed drifter and modeled wind velocities for CAGE425

(a) and CIRFA (b) data sets. The same in Figure 10, but for modeled drifter velocities instead.426

23



Figure 9: Same as Figure 6, but coherence estimation between observed drifters and modeled wind
velocities. The horizontal dashed line represents the 99% confidence limit.

Figure 10: Same as Figure 6, but coherence estimation modeled drifters and modeled wind velocities.
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Key Points:10

• Modeled wind speed and direction ensembles are used to address the uncertainty11

on ocean radial velocity (RVL) retrieved with Sentinel-1.12

• A relationship between the ensemble variables and RVL uncertainties is established.13

• RVL wind-driven uncertainty can be estimated using atmospheric ensemble mod-14

els, potentially expanded to global products.15
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Abstract16

Retrieval of ocean surface current using single-antenna synthetic aperture radar (SAR)17

relies on the removal of the wind and wave signal (wind-wave bias) from the observed18

SAR Doppler shit. This is often performed using deterministic atmospheric and wave19

models input into a geophysical model function, though atmospheric models are chaotic,20

and their predictability is flow-dependent. 251 Sentinel-1 SAR scenes, obtained in 202321

over Skagerrak and Kattegat, are analyzed to assess the uncertainty in the radial veloc-22

ity estimation caused by uncertainties in the wind speed and direction provided by MEPS,23

an operational regional atmospheric ensemble system. Using ensemble surface wind di-24

rection and speed from MEPS, we investigate the conditions under which the radial ve-25

locity retrieval uncertainties exceed community-guided thresholds. The maximum wind26

speed and direction values that meet the specified thresholds are also estimated using27

two approaches. Our findings show that retrievals have a higher degree of uncertainty28

when the wind speed uncertainty exceeds 20% of the mean field, with larger uncertain-29

ties associated with low-wind speed conditions. A strong dependency between satellite30

antenna-look and maximum uncertainty values is reported. Employing ensemble mod-31

els on radial velocity uncertainty quantification has promising potential and may be ex-32

tended to operational global products.33

Plain Language Summary34

Ocean surface currents are one of the key marine environmental parameters. Satel-35

lites operating in the microwave band (for example, Sentinel-1) can directly derive in-36

formation on the ocean surface currents using Doppler shift information. However, the37

total signal contains extra contributions that must be removed to provide the current38

data. Here we focus on the wind-wave bias, a term related to the wind and wave data.39

Removing the wind-wave bias is traditionally performed by using single-run atmospheric40

models with tailored Geophysical Model Functions. Using 251 Sentinel-1 images obtained41

in the Skagerrak and Kattegat, we investigate how uncertainties in the modeled wind42

data cause errors in the retrieved ocean current. Establishing accuracy thresholds for43

the ocean current retrieval, we investigate under which conditions the accuracy is not44

met. Our work shows that low-wind speed conditions tend to provide unreliable estimates45

and that the wind-wave bias uncertainty is strongly dependent on the wind speed and46

direction relative to the satellite orbit.47

1 Introduction48

Ocean surface currents are central in operational oceanography. Several applica-49

tions require nowcasts of surface currents, such as oil slick drift predictions (e.g., Brekke50

et al., 2021) and search-and-rescue operations (e.g., Breivik & Arthur Allen, 2008). Ob-51

servations of ocean surface currents are also needed for model validation and data as-52

similation to establish model constraints. Spaceborne synthetic aperture radars (SAR)53

enable retrieval of ocean surface currents, providing greater spatial coverage compared54

to in-situ and land-based high-frequency radar platforms.55

Pioneering work by Chapron et al. (2005) demonstrated that ocean surface currents56

can be retrieved by single-antenna spaceborne SAR systems using the Doppler shift in-57

formation from the received echoes. The method was shown to be useful for monitor-58

ing regions of both strong (2 m/s) and weak (0.5 m/s) ocean surface current regimes (e.g.,59

Johannessen et al., 2008; Hansen, Collard, et al., 2011; Hansen, Johannessen, et al., 2011).60

Several spaceborne SAR missions such as TerraSAR-X (Romeiser et al., 2010), Tandem-61

X (Romeiser et al., 2014), Envisat ASAR (Chapron et al., 2005; Johannessen et al., 2008),62

and lately Sentinel-1 (S1) have shown the capability to provide measurements of the ra-63

dial component of mean Lagrangian surface velocity vector utilizing the Doppler shift64

(Johnsen et al., 2016).65
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The mean Lagrangian surface velocity radial component represents the geophysical-66

induced Doppler ”signal” received by the SAR antenna. The geophysical signal has con-67

tributions of the radial component of the ocean current field (RVL) and, additionally,68

an influence of the wind field and sea state (wind sea and swell), referred to as the wind-69

waves bias. Empirical geophysical model functions (GMFs) are commonly used to es-70

timate the wind and sea state contributions to the Doppler shift, where the CDOP3SiX71

(Moiseev, Johnsen, Johannessen, et al., 2020; Moiseev et al., 2022) was developed for the72

operational S1 mission. Following its predecessor (CDOP, developed for Envisat ASAR,73

see Collard et al. (2008); Mouche et al. (2012)), CDOP3SiX relies on the auxiliary wind74

and the wave fields from atmospheric and wave models for approximation of the wind75

and sea state Doppler contributions. Despite the convenience of this approach, the use76

of auxiliary model fields propagates uncertainties from the used wind and wave models77

into the derived surface current retrievals. Understanding and quantifying these uncer-78

tainties is therefore important to develop further downstream applications into opera-79

tional oceanography, like data assimilation.80

Employing a single deterministic model neither guarantees that the modeled field81

represents the real atmospheric state nor allows us to investigate uncertainties in the RVL82

retrieval. Atmospheric ensemble models aim to reproduce the possible atmospheric state83

in the probabilistic space by providing multiple forecasts. Equally probable ensemble mem-84

bers are generated through perturbations in, e.g., the initial conditions and model pa-85

rameters (Leutbecher & Palmer, 2008), and we can use the ensemble member variabil-86

ity to understand how it affects RVL retrievals.87

Advances in the estimation of the non-geophysical component to the total Doppler88

shift have significantly improved over the years (e.g., Moiseev et al., 2022). As ensem-89

ble prediction systems have become common at weather forecast centres, we can now re-90

visit the RVL retrieval obtained with S1 in coastal regions using a probabilistic set rather91

than one deterministic output. As uncertainty estimations are required for ocean sur-92

face current products by users (e.g., World Meteorological Organization, 2024), we in-93

vestigate here the atmospheric conditions and maximum uncertainty in the wind speed94

and direction that fulfill exemplary user criteria.95

Two-hundred and fifty-one S1 Interferometric Wide (IW) scenes were collected be-96

tween January and July 2023 over the North Sea, Skagerrak, Kattegat, and the Baltic97

Sea. Focusing on the Skagerrak and Kattegat Basins, we evaluate how uncertainties in98

the wind speed and direction obtained from an operational atmospheric ensemble pre-99

diction system propagate into CDOP3SiX and consequently on the estimation of RVL100

currents. The conditions where the interplay between these two variables may induce101

high uncertainty on the estimations are assessed, as well as their allowed maximum value102

to secure reliable retrieval based on user-defined thresholds.103

This work is structured as follows: section 2 describes the main ocean surface cir-104

culation features in Skagerrak. Section 3 introduces the S1 data set, the Doppler cen-105

troid anomaly and CDOP3SiX, the operational atmospheric ensemble prediction (MEPS)106

and wave model (MyWaveWAM), and the two uncertainty quantification approaches used107

in this work. Section 4 presents the results found in this research. We discuss the results108

and present final concluding remarks in Section 5109
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2 Study area110

The Skagerrak and Kattegat are located between the Scandinavian countries (see111

Figure 1). The current circulation system in Skagerrak is primarily cyclonic, with the112

outflowing Norwegian Coastal Current (NCC) running alongshore southern Norway (solid113

arrow in Figure 1a) and the inflowing Jutland Current (JC) circulating around north-114

ern Denmark (dotted arrow in Figure 1a). Christensen et al. (2018) showed that the sur-115

face circulation is mainly locally wind-driven, with a lagged response of the NCC and116

JC relative to the wind forcing peaking at 7 and 4 days, respectively.117

The atmospheric circulation in the region is characterized by a monsoon-like pat-118

tern (Sætre et al., 1988), where anti-cyclonic circulation induced by atmospheric high-119

pressure on land prevails in winter. Westerly-Northwesterly winds are predominant dur-120

ing the summer months, going around the southern tip of Norway into Skagerrak (Gröger121

et al., 2019). Synoptic polar lows and fronts are frequent between January and May and122

might reach wind speeds above 20 m/s (Noer et al., 2011). The orientation and strength123

of the wind field may also cause upwelling (Sætre et al., 1988). Outflow-blocking con-124

ditions are also observed in Skagerrak, leading to instability growth at the surface lay-125

ers during the NCC adjustment for a new wind condition (Melsom, 2005). Under pre-126

vailing conditions, the direction of the NCC and JC, as well as the typical atmospheric127

circulation, are both perpendicular to the satellite’s orbit. This arrangement offers an128

excellent configuration for instantaneous RVL retrievals.129

3 Data and Methods130

This section describes the S1 SAR data used, the Doppler centroid anomaly de-131

rived from the single look complex (SLC) data, and the model products used in the study.132

We also introduce the CDOP3SiX GMF and the uncertainty estimation approach used133

in this work.134

3.1 Sentinel-1135

We used 251 S1 images acquired in ascending and descending passes between Jan-136

uary and July 2023 over the Skagerrak and Kattegat areas (Figure 1). The flow of the137

NCC and JC in the area is approximately perpendicular to the orbit path, creating fa-138

vorable conditions for resolving dominant ocean surface currents in the SAR Doppler shift.139

We used the Doppler shift from the S1 Ocean Surface Current RVL products, openly avail-140

able from the ESA World Ocean Circulation project (NERSC, 2022). The products have141

a swath width of 250 km and a pixel size of 1x1 km2, and are available in coastal areas142

up to two times per day at higher latitudes.143

The World Ocean Circulation (e.g. European Space Agency, 2024) data set is based144

on the standard S1 IW Level-2 (L2) Ocean RVL products derived using S1 L2 Instru-145

ment Processing Facility (IPF) processor (Engen & Johnsen, 2015; Hajduch et al., 2020;146

Johnsen et al., 2016) with additional calibration steps.147

3.1.1 Sentinel-1 IW Doppler Centroid Anomaly148

The Doppler shift estimated from S1 SLC scenes (ftotal) contain both geophysical149

(fphys) and non-geophysical (fnphys) contributions (OceanDataLab Ltd., 2022; Moiseev150

et al., 2022):151

ftotal = fosc + fwv︸ ︷︷ ︸
fphys

+ fbias(β) + fatt(β, θatt(t)) + fsca +∆f︸ ︷︷ ︸
fnphys

(1)152
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Figure 1. Illustration of the study area. The background map in (a) is the ocean surface cur-

rent speed averaged between 2023.01.11 and 2023.01.12 using Global Ocean Physics Reanalysis

from CMEMS(Copernicus Marine Service, 2023), and overlayed are the NCC and JC indicated as

solid and dotted lines. (b) show the ascending (white inset) and descending (red inset) passes of

Sentinel-1A. The colormap represents the retrieved RVL for an ascending pass (2023.01.11 11:17

UTC). Blue and red colors represent currents moving towards the satellite antenna-look angle

and opposite to it, respectively.
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where fosc is the signal induced by range component of the ocean surface current,153

fwv is the wind-wave bias, fbias is antenna electronic miss-pointing which varies with bore-154

sight angle β, fatt is miss-pointing error due to unstable platform attitude, θatt(t), fsca155

is scalloping in S1 TOPS mode acquisitions, and ∆f is residual unknown errors.156

A novel post-processing calibration strategy (OceanDataLab Ltd., 2022) based on157

combining orbits of S1 measurements, orbit data, star tracker configuration, and gyro-158

scope telemetry data was applied to remove fnphys. The calibration is based on two steps:159

(i) use platform telemetry and orbit information to provide a restituted attitude (AUX ESTATT)160

data correction and (ii) use the Doppler shift acquisitions over land within the orbit to161

provide data-driven antenna bias (AUX DCBIAS) correction. Moiseev et al. (2022) es-162

timated that the residual uncertainty in the Doppler shift after corrections is about 3.8Hz163

which is equivalent to 0.21 - 0.15m/s in ocean surface RVL from low to high satellite in-164

cidence angles.165

Rearranging Eq. 1 and approximating fwv using the CDOP3SiX GMF (Moiseev166

et al., 2022), the Doppler shift contribution of fosc can be explicitly recovered as:167

fosc = ftotal − fnphys − CDOP3SiX(u10, uswell, usea, θ) (2)168

where u10 = -Wcos(ϕ) is the wind range-directed component of a wind vector field169

with speed W (m/s) and direction (ϕ, degree) with respect to the SAR antenna look-170

direction, uswell is the range-directed component of the swell orbital velocity, usea is the171

range directed component of the wind sea orbital velocity, and θ is the incidence angle.172

The RVL can thus be retrieved using fosc:173

RV L = − πfosc
kesin(θ)

(3)174

where ke is the radar wavenumber ke = 2π
λ = 2π

5.54−2m .175

We show in Figure 2a the wind-wave bias estimation using CDOP3SiX at 30◦ in-176

cidence angle for wind speeds (W) between 0 and 20m/s in 2m/s intervals, and wind177

directions (ϕ) in 15◦ intervals, both equally spaced. The example assumes a fully devel-178

oped sea for the range-directed wind sea orbital velocities, and the swell influence is ab-179

sent. The function shows an asymmetric pattern, where values around 0 and 360◦ (up-180

wind) are higher relative to 180◦ (downwind).181

Figure 2b and Figure 2c show the change of the CDOP3SiX function with respect182

to W and ϕ in absolute values, respectively. The solid black lines represent gradients equal183

to 2Hz, our defined threshold. The reference value is often requested by a user or com-184

munity, but it induces variations at the RVL retrieval of about 0.1 m/s for C-band SAR185

at 35 ◦ incidence angle (Moiseev, Johnsen, Hansen, & Johannessen, 2020). Figure 2b in-186

dicates that the 2Hz threshold is exceeded at upwind and downwind low wind speed con-187

ditions (< 4m/s). For other scenarios, a low sensitivity to changes in the wind speed is188

indicated. A reversal can be seen in Figure 2c, where the function reveals high sensitiv-189

ity at along-track angles (90◦ and 180◦). These plots set the ground for our further eval-190

uations.191
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Figure 2. (a) Wind-wave induced Doppler shift predicted using CDOP3SiX GMF at 30◦ inci-

dence angle for wind speeds (W) between 0 and 20 m/s every 2 m/s, and wind direction (ϕ) with

respect to the SAR antenna-look direction every 15◦. (b) and (c) show the change of the GMF

(∆CDOP3SiX) with respect to W (∆W) and ϕ (∆ϕ), respectively. The absolute gradient values

are centered at 2Hz, represented by the solid contours.
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3.1.2 Ensemble Wind Fields and Sea State192

Wind speed and direction at 10m height were obtained from the MetCoOp ensem-193

ble system (MEPS, Frogner et al., 2019). The operational model has 30 lagged ensem-194

ble members, updated hourly and providing forecasts with +66 hours lead time on 2.5195

x 2.5 km horizontal resolution. MEPS is based on the HARMONIE-AROME configu-196

ration (Bengtsson et al., 2017), with boundary conditions for the control member ob-197

tained from the ECMWF High Resolution (ECMWF-HRES) atmospheric model and from198

ECMWF Ensemble System (ECMWF-ENS) for the perturbed members. Further infor-199

mation on the model setup, including perturbations addressed in the initial conditions200

and model physics, can be found in (Frogner et al., 2019) and (Frogner et al., 2022).201

The sea-state information is obtained from the regional MyWaveWAM wave fore-202

cast system version WAM cycle 4.7 (Gusdal & Carrasco, 2012). Wave energy is resolved203

at 36 directions and frequencies, partitioned between sea and swell waves. The model204

presents a horizontal resolution of 4 km and provides hourly outputs. The model physics205

is based on Ardhuin et al. (2010), but it was modified to improve wave growth in high206

wind conditions following Breivik et al. (2022).207

Both wind (MEPS) and wave (MyWaveWAM) model products are interpolated onto208

each of the S1 scene domains. The wind direction of each MEPS ensemble member is209

then reprojected relative to the satellite antenna look-direction such as 0◦ (180◦) rep-210

resents winds flowing towards (opposite) to the SAR antenna look-direction, and 90◦ or211

270◦ are along-track winds. Range mean orbital wave velocities for swell (uswell) and wind212

sea (usea) in Eq. 2 are calculated as uwave = (Hwave/Twave)cos(ψwave), where the sig-213

nificant wave height (Hwave, in meters), period (Twave, in seconds) and mean direction214

of propagation (ψwave, in degrees) are obtained from the MyWaveWAM model. The max-215

imum time difference between the SAR acquisition time and the model outputs is ± 27216

minutes.217

3.2 Uncertainty Estimation218

For each S1 acquisition, the 30 ensemble members from MEPS and the MyWave-219

WAM wave field are used as input in CDOP3SiX. Thirty wind-wave bias and RVL es-220

timations are thus available for each S1 scene, with ensemble-wise averages and standard221

deviation obtained at each grid point. Uncertainty in the RVL retrieval should originate222

from the variability in the wind field, enabling investigations of the role of wind speed223

and direction uncertainties on the RVL field. The maximum uncertainty of the input vari-224

ables can be assessed both analytically and probabilistically, as described below.225

3.2.1 Maximum Uncertainty Estimation via Uncertainty Propagation226

The uncertainty propagation of wind speed and direction to the CDOP3SiX func-227

tion can be evaluated analytically using the following equation:228

Z(W,ϕ) =Wcos(bϕ) + ccos2(bϕ) + dcos(bϕ) + e (4)229

we fit b, c, d and e for each W used as input in CDOP3SiX using least-squares re-230

gression. The uncertainty propagation is then derived as:231

∆Z2 =

(
∂Z

∂W
∆W

)2

+

(
∂Z

∂ϕ
∆ϕ

)2

(5)232
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where233

∂Z

∂W
= cos(bϕ)

∂Z

∂ϕ
= −Wbsin(bϕ)− 2bcsin(bϕ)cos(bϕ)− dsin(bϕ)

(6)234

The maximum ∆W and ∆ϕ given ∆Z ≤ 2Hz is determined by maximizing the un-235

certainties such as:236

∆Z =

√(
∂Z

∂W
∆W

)2

+

(
∂Z

∂ϕ
∆ϕ

)2

≤ 2Hz (7)237

The method was applied for wind speeds ranging between 0 and 20m/s and wind238

directions between 0 and 360◦, equally spaced in 2m/s and 15◦ respectively. The max-239

imum ∆W and ∆ϕ are evaluated for each combination of the variables. As in Figure 2,240

we assume a fully developed sea for the range-directed wind sea orbital velocities, and241

the swell influence is neglected.242

3.2.2 Maximum Uncertainty Estimation based on Ensemble Model243

The maximum wind speed and direction uncertainties are assessed using the same244

bin spacing as in the analytical approach. For each data point, we obtain the mean ensemble-245

wise value for wind speed (W ) and direction (ϕ). The average value determines which246

(Wi, ϕi) bin the data data point falls into. For this data point and bin, the standard de-247

viation (σ) of W (m/s), ϕ (degrees), CDOP3SiX (Hz), and RVL (m/s) are also estimated248

member-wise. The process is done for all the 5.8 million data points available.249

The empirical cumulative distribution function (ECDF) of σ for the four variables250

(σW , σϕ, σCDOP3SiX and σRV L) is then estimated for each bin. Using the thresholds251

defined above, we obtain the probabilities P(σCDOP3SiX ≤ 2Hz) and P(σRV L ≤ 0.1 m/s)252

to determine the allowed maximum σW and σϕ, i.e., max. σW | P(σCDOP3SiX ≤ 2Hz).253

4 Results254

We start this section by providing three examples of retrieved RVL, the auxiliary255

wind speed and direction information, and their uncertainties in terms of standard de-256

viation across ensemble members. The relationship between uncertainties in the auxil-257

iary wind fields and the wind-wave bias estimated with CDOP3SiX, and the retrieved258

RVL are introduced in Subsection 4.2. The maximum uncertainty estimation based on259

the two approaches described in subsection 3.2 are presented in Subsection 4.3.260
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4.1 Estimated RVL and Wind Field Uncertainties261

A set of examples of RVL retrievals represent cases where the atmospheric state262

exhibits low predictability (Fig. 3), high predictability (Figure 4) and the passing of a263

cold front (Figure 5). Subfigures a, b and c in each example show the control member264

of the retrieved RVL (m/s), wind speed (m/s) and wind direction (◦) with respect to the265

SAR antenna-look angle, respectively. The corresponding ensemble member isobars (in266

hPa) are also displayed in subfigures b. Subfigures d, e and f show the ensemble-wise stan-267

dard deviation of the corresponding fields at each grid point. As in Figure 1, blue val-268

ues in panels a indicate currents flowing towards the satellite antenna-look direction and269

red values opposite to it.270

The RVL field in Figure 3 refers to the S1 ascending pass on 2023.01.16 at 17:17:40271

UTC. The NCC signal is distinct in comparison to the examples shown in Figure 4 and272

Figure 1, displaying rather a meandering-like shape. Additionally, a low atmospheric pres-273

sure band (980 hPa) and associated low wind speed (< 5 ṁ/s) can be seen between south-274

ern Norway and the Netherlands. Convective cells and low wind speed streaks can also275

be observed in the S1 backscatter (not shown) along the shear zone visible in Figure 3c.276

As each ensemble member provides different positioning of the convective band, high vari-277

ability in the wind speed (Figure 3e) and direction (Figure 3f) yields an RVL uncertainty278

estimation above 0.1m/s over the whole domain (Figure 3d).279
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Figure 3. Example of the ocean surface current RVL retrievals with low wind predictability.

Ascending pass, 2023.01.16 at 17:17:40 UTC. Panels a, b, and c show the retrieved RVL (m/s),

wind speed (m/s), and wind direction with respect to the satellite antenna-look direction (de-

gree), respectively. Panels d, e, and f show the corresponding member-wise standard deviation at

each grid point.
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The example shown in Figure 4 represents a case where the atmospheric state is280

seemingly predictable. The NCC signal is visible in Figure 4a. Atmospheric pressure above281

1030 hPa is observed over the domain, with wind speeds ranging from 15m/s in south-282

ern Norway to less than 5m/s off northern Germany (southwest edge, Figure 4b). The283

wind direction is approximately 180 - 200◦ (southeasterly winds) with respect to the radar-284

look direction (descending pass, 2023.02.04 at 05:57:48 UTC). Uncertainties of both wind285

speed (Figure 4e) and wind direction (Figure 4f) are low over almost the entire domain286

resulting in reliable estimates of the RVL (Figure 4 d). At the southwestern corner of287

Figure 4d where σRV L reaches 0.3m/s, high σW relative to the ensemble member’s wind288

speed (Figure 4e) and σϕ exceeding 100◦ (Figure 4d) can also be seen.289

–12–



manuscript submitted to JGR: Oceans

Figure 4. Same as Figure 3, but for a case with high predictability for wind speed and direc-

tion. Descending pass, 2023.02.04 at 05:57:48 UTC.
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The passing front (Fig. ??) represents a case (ascending pass, 2023.01.04 at 17:18:55290

UTC) where horizontal shear is well defined and limited within a distinguished area (see291

Figure 5). The red stripe running west-northwest in the RVL field (Figure 5a) is inter-292

preted as an artifact due to the sharp decline of wind speed along the front (Figure 5b)293

and shift (180◦ - 360◦ in wind directions (Figure 5c). South of the front, where varia-294

tions in both wind speed and direction are small, low uncertainty on the retrieved RVL295

is achieved (Figure 5d).296

Figure 5. Same as Figure 3, but for a case with a passing front. Ascending pass 2023.01.04 at

17:18:55 UTC.
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4.2 Wind speed and direction uncertainty analysis297

The examples presented above depict different atmospheric scenarios where the RVL298

uncertainty levels exceed the 0.1m/s threshold. We now assess the interplay between wind299

speed and direction uncertainties leading to these findings.300

With wind speed uncertainty (σW ) being bounded by the magnitude of the mean301

field (W ), we show in Figure 6 the 2D-histogram of the ratio W/σW and the standard302

deviation of wind direction with respect to the antenna-look direction (σϕ, in degrees).303

The relationship between this ratio and the uncertainties in the wind-wave bias (b, σCDOP3SiX),304

and the retrieved RVL (c, σRV L) are also shown. The red line represent a fitted func-305

tion of the type α
xβ , where x is the ratio, and α = 2.57, 5.54 and 0.26, and β = 1.34, 0.61306

and 0.61 for Figure 6a, Figure 6b and Figure 6c, respectively. All data points in the 251307

scenes were used.308

Uncertainties in the wind direction (Figure 6a) steeply increase when the ratio is309

smaller than 5 (vertical line in the panels), i.e., σW ≥ 20% of W . We, therefore, expect310

high uncertainties in the wind-wave bias component and RVL estimation for such con-311

ditions, especially for low-wind speed cases (see Figure 2c, w). The figure also reveals312

that variations in σϕ are smaller than 10◦ when σW < 10% of the mean wind speed. As313

the median of σW is around 0.9m/s, wind direction uncertainties are then expected to314

be below 10◦ for mean wind fields above 8m/s. The defined thresholds are displayed as315

horizontal lines in Figure 6b (2 Hz) and Figure 6c (0.1 m/s). The fitted function for both316

variables presents the same decay (rounded at the second decimal place), crossing the317

thresholds at W / σW = 5 (vertical line).318
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Figure 6. Heatmaps of X/σW and σϕ [degree] (a); X/σW and σCDOP3SiX [Hz] (b) and

X/σW and σRV L [m/s] (c). Vertical lines represent X/σW = 5 (see text for further explanation).

Horizontal lines in b and c represent their respective thresholds: 2Hz and 0.1m/s, respectively.

The red line represents the fitted exponential decay function of the type y = α
xβ , where x is

X/σW .
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Interesting points can be highlighted from these results. The relationships presented319

in Figure 6 indicate that the uncertainty of the wind direction is related to the relative320

magnitude of the mean wind field and its uncertainty. Specifically, for X/σW ¡ 5, the es-321

timations tend to become less accurate when σW is greater than 20% of W .322

Figure 7 shows the ECDF for the ratio W/σW (a) and σϕ (b, in degrees) for val-323

ues satisfying (solid lines) and exceeding (dotted lines) the established uncertainty thresh-324

olds for σCDOP3SiX (blue, 2Hz) and σRV L (black, 0.1m/s). Diamonds (circle) repre-325

sent the 25, 50, 75, and 95 percentiles for when the threshold is exceeded, with red (gray)326

for σCDOP3SiX (σRV L).327

The ECDFs are equivalent to each other, i.e., uncertainties in the wind-wave bias328

removal are translated almost linearly to uncertainties in the RVL retrieval for the ranges329

considered here. The ECDF curves quickly diverge from each other and show reversed330

characteristics: while the W/σW ratio shows increasing probabilities towards high val-331

ues (7 a), uncertainties in the wind direction are concentrated around 10◦ (7 b).332

Figure 7. Empirical cumulative distribution function (ECDF) for W/σW (a) and σϕ (b,

in degrees). These variables are split into 2 groups based on the thresholds: σCDOP3SiX ≤ 2

Hz (solid blue) and > 2 Hz (dotted blue); σRV L ≤ 0.1m/s (solid black) and > 0.1m/s (dotted

black). Diamond (circle) represents the 25, 50, 75, and 95 percentiles for when the threshold is

exceeded (satisfied), with red (gray) for σCDOP3SiX (σRV L).
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4.3 Maximum Uncertainty Estimation333

The previous section highlighted the interplay between modeled wind speed and334

direction on the uncertainty estimation of the wind-wave bias and RVL. We now pro-335

ceed to quantify the maximum uncertainty in the input fields that satisfy the defined thresh-336

olds. Figure 8a and Figure 8b show the results obtained with the uncertainty propaga-337

tion scheme (Subsection 3.2.1), whereas Figure 8c and Figure 8d were obtained through338

the ensemble ECDFs (see 3.2.2). Results for σCDOP3SiX are not displayed to avoid fur-339

ther redundancy.340

For low-wind speed (≤ 4 - 5m/s) and along-track angles (dashed lines), ∆W does341

not exceed 1m/s. For the maximum uncertainty in the wind direction, one can see the342

correspondence between Figure 8b and Figure 2c. For the purple areas in the latter (vari-343

ations above 2Hz every 15◦), ∆ϕ ought to be below 10◦. Two pitfalls of the simple model344

must nevertheless be stressed: it does not capture the asymmetric pattern (Figure 8a)345

and ∆ϕ is weakly constrained for wind speed above 8m/s (Figure 8b).346

The maximum uncertainty estimated using the ensemble model through the eval-347

uation of their ECDFs resembles the results obtained with the analytical uncertainty prop-348

agation. Overall, σW reaches up to 1.8m/s for downwind angles (solid line), but are lim-349

ited to approximately 1.2m/s at upwind angles (Figure 8c). For mean wind speed val-350

ues above 8m/s, σϕ does not exceed 25◦ and 15◦ for the corresponding angles. Similar351

values were found for the maximum uncertainty estimation in the wind-wave bias removal352

(not shown).353
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Figure 8. Wind speed (a and c) and direction (b and d) maximum uncertainty estimation.

(a) and (b) show the wind-wave bias uncertainty estimation based on uncertainty propagation

described in Subsection 3.2.1. (c) and (d) show RVL uncertainty estimation as described in Sub-

section 3.2.2. Red dashed (solid) lines represent along-track (downwind) wind directions with

respect to the satellite antenna-look direction. See the text for further clarification.
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5 Discussion and Concluding Remarks354

Employing an operational atmospheric ensemble prediction system and 251 S1 scenes,355

we evaluated how uncertainties in the wind speed and direction affect wind-wave bias356

removal and RVL retrievals using the CDOP3SiX GMF. Focusing on the Skagerrak and357

the Kattegat, two major contributions were presented, namely the atmospheric condi-358

tions under which high uncertainty in the wind-wave bias removal and RVL retrieval is359

expected and the maximum uncertainty of wind speed and direction that suffices thresh-360

olds of 2Hz and 0.1m/s.361

Three findings are reported here: (1) the ratio between the mean wind speed, W ,362

and wind speed ensemble spread, σW , (W/σW ) may serve as a proxy for RVL uncertainty363

estimation; (2) low wind speed and atmospheric fronts are the major cause of unreliable364

retrievals and (3) The maximum uncertainty depends on the SAR antenna-look direc-365

tion. Ensemble predictions of wind speed, as presented here, show that the wind direc-366

tion uncertainties grow exponentially when the wind speed uncertainty is equal to or greater367

than 20% of the mean wind speed (Figure 6a). Above this value, the wind-wave bias un-368

certainty solely due to the wind forcing can partially explain the residual variation of around369

3.8 Hz after recalibration found by Moiseev et al. (2022). Considering MEPS median (mean)370

σW of 0.9m/s (1m/s), these findings indicate that the wind-wave bias and RVL uncer-371

tainties tend to exceed their respective thresholds in low-wind speed conditions (< 4-5372

m/s).373

Similar results were described by Elyouncha et al. (2021), who stress that errors374

in the wind speed direction and retrieved ocean current direction increase at low-wind375

speed conditions. As the signal-to-noise ratio is reduced (Bao et al., 2017), a weaker Doppler376

information signal arrives at the antenna and hence increases the error in the DCA es-377

timation. Additionally, atmospheric models exhibit large wind direction uncertainties378

at low wind speeds due to the relatively high wind speed and direction errors in scat-379

terometers at that range (Pickett et al., 2003; Verspeek et al., 2010; Chou et al., 2013;380

Zhao et al., 2021). These two contributions, sensor and model-specific, hinder reliable381

RVL retrievals at low-wind speed ranges, and estimations should be treated with cau-382

tion.383

Previous research conducted by Johnsen (2016) and Elyouncha et al. (2019) showed384

that wind speed uncertainty lower than 2m/s and 1m/s is necessary to fulfill the estab-385

lished thresholds, respectively. The maximum wind speed and direction uncertainty es-386

timations presented in this study (Fig. 8) extend the findings of Johnsen (2016) and Elyouncha387

et al. (2019) to a range of angles relative to the satellite antenna-look direction and wind388

direction. For upwind conditions at moderate to high wind speeds, σW rarely exceeds389

1.5m/s and σϕ is stringent for W ≥ 8m/s. For downwind conditions, values are about390

0.5 m/s and 10◦ higher due to the lower sensitivity of CDOP3SiX at those angles. The391

estimation made by Elyouncha et al. (2019) holds for along-track winds.392

Two remarks are further stressed: we found that the uncertainties alter the mag-393

nitude of the retrieval but not the directionality as much. In other words, if the NCC394

has a strong Doppler signal, the uncertainties in the wind field will impact its retrieved395

speed but not ’reverse’ its direction. This ultimately expresses the need for accurate Doppler396

shift observations and removal of nongeophysical component removal (e.g., Moiseev et397

al., 2022; Martin et al., 2022). Secondly, reducing the atmospheric model spread to achieve398

the required criteria may lead to an exceeding over-confident ensemble system, of which399

misses extreme cases and is not able to reproduce the atmospheric variability. Rather400

than decreasing the atmospheric model spread, efforts should be put into investigations401

on the reliability and consistency of the ensemble estimations against independent ob-402

servations.403
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Employing atmospheric ensemble models on the uncertainty quantification of wind-404

wave bias and RVL allows us to directly estimate errors that are due to wind uncertainty405

in a specific situation. Reliable uncertainty estimations of the NCC and JC are possi-406

ble due to the satellite’s orbit and the predominant wind direction in the region (west-407

northwest and east-northeast) for wind speeds between 6 and 12 mm/s. Although our408

results are model-dependent, further investigations using the global ECMWF ensemble409

product is expected to provide comparable results in other regions. The ECMWF-ENS410

product currently has the same spatial resolution as the HRES model, offering a new pos-411

sibility for retraining GMFs in a Bayesian fashion and providing uncertainty estimations412

to RVL-product users. Future investigations should also include the impact of current-413

wave interactions on the wind-wave bias component based on wave ensemble prediction414

models.415
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9.1 Conclusions

This thesis focused on estimating the uncertainty of ocean surface currents and
modeled trajectories using ocean and atmospheric ensemble prediction systems,
oil slick observations, and ocean currents retrieved with SAR. This chapter
provides the main conclusions and suggestions for future investigations. We
begin this chapter by providing a quick overview of the need for constraints in
uncertainty studies, moving to conclusions specifically related to the objectives
defined in Chapter 1, and finalizing it with future work suggestions for different
topics encompassing this thesis’ scope.

9.1.1 Uncertainty under constraints

Uncertainties are intrinsic to both modeling and observational systems, necessi-
tating constraints for effective quantification. The first two articles of this work
leveraged low-uncertainty observations to evaluate model performance. In
Paper I, one of the key challenges was integrating SAR observations with model
outputs within a quantitative analytical framework, as the two-dimensional
nature of the surface oil slicks required the use of different metrics to assess the
position, extent, deviation angle, and overlap between modeled and observed
slicks. Furthermore, evaluating the ensemble’s performance using widely ac-
cepted metrics such as error-to-spread and rank histograms required adapting
these methods to accommodate the two-dimensional context. Bridging the
produced water time series and trajectory predictions through these metrics
was fundamental to assessing the model’s performance.

Unlike Papers I and II, where uncertainty arose from the modeling system
and low-uncertainty observations were used to validate predictions, a different
approach was needed to assess the uncertainty in the radial velocity estimates
in Paper III. In this case, community-guided thresholds were employed to de-
termine ’how uncertain’ the estimations were. Employing these thresholds was
essential to determine the impact of wind speed and direction uncertainties and
their implications on the radial velocity estimations. Without observations or
thresholds, the uncertainty quantification becomes an unconstrained problem,
shifting the focus of uncertainty studies toward sensitivity analysis.

9.1.2 Objective-specific conclusions

Conclusions for each objective defined in Chapter 1 are presented here.

Objective 1: Investigate the short-term forecasting capabilities and ensemble
performance of an operational ocean ensemble prediction system using remotely
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sensed and in-situ data.

Accurately predicting the trajectory of an oil slick drift depends heavily on how
well the driving forces are represented. Horizontal advection driven by ocean
currents, winds, and Stokes drift are the primary contributors, and these factors
were addressed in Paper I. We evaluated short-term drift simulations (6 hours)
forced by Barents-2.5 EPS (ensemble model, coarser resolution) and NorKyst-
800 (single output, higher resolution). Here, produced water slicks delineated
in Sentinel-1 scenes were treated as ground truth, and the predictions were
validated using several performance metrics (e.g. error-to-spread, rank his-
togram, and reliability diagram). Our results showed that the ensemble model
can reproduce the uncertainty of the ocean surface velocities by promoting a
spread and divergence of the possible drift pathways even at such short time
scales. Additionally, over multiple cases, at least one ensemble member often
equaled the performance of the high-resolution model. We argue that ensemble
models should be used whenever possible, even when high-resolution models
are available. A final key outcome of Paper I is that using only the ensemble
wind field as the driving force for simulations led to highly underdispersive
predictions, suggesting that the primary source of uncertainty in short-term
simulations stems from ocean currents rather than the wind field.

Paper I was designed to demonstrate the Barents-2.5 EPS performance in an
applicable situation, i.e., oil slick drift. However, as snapshots, the information
obtained with delineated slicks does not allow us to investigate how well the
model represents the observed dynamics from the release point to the slick’s
final position. Higher-frequency observations were needed for this and drifter
observations were then used in Paper II for this purpose. In the study, the
ensemble prediction system was assessed in two areas of interest, namely the
Barents Sea and the Fram Strait. The results reported in the paper indicate that
Barents-2.5 EPS performs differently in the two regions. The model produced
reliable predictions and demonstrated better calibration in the Barents Sea,
where wind and tidal forces are the primary ocean surface current drivers.
Additionally, the modeled rotary energy spectra closely matched observations,
particularly in the low and inertial frequency ranges. However, the model’s
performance was less satisfactory in the Fram Strait where eddies and other
small-scale phenomena play a larger role in influencing drifter trajectories.
In Section 4.2.2, the results showed that the model error was the key factor
affecting Barents-2.5 EPS’ performance rather than its spread.

Objective 2: Explore the applicability of ensemble prediction systems for oil slick
drift modeling.

An ensemble model, offering a range of possible outcomes, can provide valu-
able guidance to oil spill responders by not only delivering drift estimates but
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also illustrating the spread of potential results, thereby indicating the confi-
dence level of the predictions. Since uncertainties fluctuate across both time
and space, forecasts may sometimes show significant divergence, suggesting
that recovery resources should be distributed rather than concentrated in one
location. Conversely, when simulations exhibit less variability, there is greater
confidence that the oil is moving in the predicted direction. These scenarios
were frequently observed in our study, highlighting the applicability of the
Barents-2.5 EPS in oil slick drift modeling.

The Norwegian Coastal Administration and the Norwegian Clean Seas Associa-
tion for Operating Companies utilize the OpenDrift particle tracking system (as
demonstrated in Paper I and Paper II) alongside met-ocean models from the
Norwegian Meteorological Institute as part of their emergency preparedness
strategies for acute pollution incidents. We hope that the findings presented in
this work will serve as a valuable knowledge base for operations in Norwegian
waters and be further refined by both the scientific community and emergency
responders.

Objective 3: Investigate the uncertainty in ocean surface currents derived from
Synthetic Aperture Radar imagery using an operational atmospheric ensemble
prediction system.

Papers I and II addressed ocean surface current uncertainties through drift
trajectory simulations forced with an ensemble ocean model. Nevertheless,
uncertainties are also present in observations and data processing. This was
addressed in Paper III with radial velocities retrieved with SAR. In other words,
we shifted the SAR data from a passive source of ground truth, a low-uncertainty
validation tool, to an active source of observation, where uncertainties are no
longer small.

In Paper III, we addressed the impact of wind speed and direction uncertainties
on surface radial velocity retrieved using data from Sentinel-1. The uncertain
wind fields were obtained from a regional operational atmospheric ensemble
model and used with CDOP3SiX GMF to quantify the wind-wave bias compo-
nent, a key step in the retrieval process. Our analysis revealed that uncertainties
in wind speed and direction contributed over 5Hz to the wind-wave bias correc-
tion and more than 0.3m/s to the radial velocity estimation. Given that these
magnitudes are comparable to the sensor’s uncertainty after recalibration, it
highlights that wind field uncertainties cannot be overlooked. We determined
that retrievals under wind conditions below 5–6m/s tend to be unreliable and
should be treated with caution. Although the CDOP3SiX’s sensitivity to wind
direction relative to the satellite antenna look is known, our study was the first
to quantify the maximum wind speed and direction that meet the scientific
community-specified thresholds. In Skagerrak, where the prevailing wind di-
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rections are west-northwest and east-northeast, ocean radial velocity retrievals
generally show uncertainties below the desired threshold when wind speeds
exceed the 5–6m/s range. These results open a new possibility for downstream
applications of radial velocity products, including data assimilation.

9.2 Future Work

The final component of this thesis provides a list of potential research topics
to be investigated in the future.

• Ensemble modeling improvement:
As observations were available for ensemble performance assessment in
Papers I and II, we were able to quantitatively define the positive points
and downsides of the Barents-2.5 EPS. Although the ensemble prediction
system revealed satisfactory performance in Paper I, underdispersive and
less skillful predictions are noticeable in Paper II. As discussed through-
out this thesis, it is known that ensemble models, whether atmospheric
or ocean, are not expected to provide the same performance everywhere.
Improving the ensemble performance must be pursued by balancing
error and spread. This can potentially be addressed for the former by
assimilating sea level anomaly (SLA) from nadir-looking altimeters. Re-
garding spread, the impact of incorporating the SLA uncertainties in the
ensemble system must be investigated. Other suggested approaches are:

– Model parameters perturbation:
One of the ensemble generation methods not discussed in this work
is perturbed parameterizations. The method is based on perturbing
parameters of key variables known beforehand to contribute to the
ensemble spread. Although in use by ECMWF, defining these key
variables and the perturbation scheme is not trivial.

– Multi-model atmospheric forcing:
Building on the Barents-2.5 EPS ensemble generation, which uses
surface forcing from two atmosphericmodels, one could also explore
how incorporating multiple atmospheric models from different cen-
ters influences the single-ensemble performance. As mentioned in
Chapter 4, there is ongoing debate about whether anMME ensemble
surpasses single-model atmospheric ensemble prediction systems.
To date, investigations into how using MME as surface forcing in
single-model ocean ensemble prediction systems impacts perfor-
mance have not been undertaken. An ocean-dedicated comparison
between MME and single-model ensemble in drift modeling would
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also be of great value.

• Ocean Radial Velocity
While we successfully demonstrated in Paper III how uncertainty in
the wind field impacts the estimation of ocean radial velocity retrieved
from SAR, we also highlight challenges and offer suggestions for future
research.

– Wave-current interactions:
Surface gravity waves can be modulated by the underlying ocean
current. As such, it is expected that wave models considering these
interactions will provide different results from those not considering
it, thus impacting the wave-wind bias estimation. Investigations on
this topic are of great interest to provide a full overview of how the
geophysical flow uncertainties impact radial velocity retrieval.

– Validation:
Asmentioned throughout this thesis, observations play an important
role in model validation. Although our uncertainty estimations are
robust, validating the results with independent data has yet to be
performed. Drifters can be employed for validation, but available in-
situ data is often sparse. This challenge is not exclusive to this work,
stressing the need for joint community efforts to collect new data,
pursue new technologies, or conduct dedicated field campaigns.

• Drift trajectory prediction improvement in the Fram Strait:
As mentioned in the previous section, the unsatisfactory ensemble perfor-
mance of Barents-2.5 EPS in the Fram Strait stems from the model’s error
rather than spread. Nevertheless, we do not know which component,
wind or currents (or both), that is the error source. Equipping drifters
with anemometers, providing highly accurate wind velocity observations,
can be helpful in determining further improvements in the model.

• Data-driven ocean current forecast:
Both private organizations (e.g., Google, Huawei, and Nvidia) and state
institutions (e.g., ECMWF and MET-Norway) have invested in weather
forecasting using machine learning techniques. While still in the exper-
imental phase, these methods have demonstrated performance compa-
rable to state-of-the-art dynamic models. A notable advantage of data-
driven simulations is their significantly reduced computation time once
the models are trained. Expanding these concepts to ocean current fore-
casting represents an exciting avenue for future research. Notably, the
ECMWF has already announced plans for data-driven ensemble model-
ing, paving the way for innovative applications in ocean forecasting as
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well.

• Further improvements in oil slick drift modeling:
Our main goal in this thesis was to investigate uncertainties in ocean
surface currents, but the drift of oil slicks depends on other factors that
were not considered here. It is desirable that further investigations also
consider different oil types, vertical mixing, and weathering processes.
Together with the ensemble ocean and wind fields, one can obtain a
full overview of the uncertainties present in oil slick drift prediction and,
more importantly, those that actually contribute to the spread of possible
outcomes.

• Decision making under uncertainty:
A final suggestion for future work is on the visualization of uncertainties.
Our work has focused mainly on the validation of ensemble models, but
we are aware that this information also needs to be understood by those
using the products. Displaying the uncertainty estimates in trajectory
modeling, especially when decisions are at stake, must be informative
and clear. This step, ideally, should be developed in cooperation with re-
sponders. Confidence ellipses were used in Paper I to communicate uncer-
tainty, but other types of illustrations may be preferable for longer-period
simulations. Further research could focus, for instance, on employing
contours of probability bounds. Addressing uncertainty communication
is one of the frontiers in operational ocean ensemble modeling.

Despite the need for further research into the different topics covered in this
work, we conclude that ocean ensemble modeling and the correct represen-
tation of surface current uncertainties are of great usefulness and applicable
to different branches of operational oceanography. This ultimately reinforces
the relevance of advancing our expertise, developing independent ensemble
generation methods, and moving towards a new era of ocean prediction sys-
tems.
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