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”Most of the fundamental ideas of science are essentially simple, and may, as
a rule, be expressed in a language comprehensible to everyone.”

— Albert Einstein





Abstract

Understanding the influence of the Sun and space on the Earth’s atmosphere is
of current interest, as itmay be valuable in the context of global climate change
research. Polar Mesospheric Summer Echoes (PMSE) are phenomenona that
rely on the presence of ice particles, offering insights into the mesosphere’s
temperature and water vapor content. This thesis aimed to investigate PMSE
in the upper atmosphere using the EISCAT VHF radar data, with a focus on
quantifying PMSE multilayers during solar maximum and solar minimum.

To achieve this, a random forests-based model was used to segment PMSE
data within the radar observations. This model allowed for a finer exploration
of PMSE multilayers and was applied to investigate the multi-layered PMSE
structures during different phases of the solar cycle, and under varying iono-
spheric conditions.

The output of the model enabled segmentation of PMSE data with reduced
back-scattered power threshold filtering, preserving a larger number of valu-
able data points compared to previous studies. This approach enabled the ex-
amination of both monolayer and multilayer PMSE structures in finer detail.
Notably, during solar maximum, PMSE demonstrated higher average altitude,
echo power, and layer thickness compared to solarminimum. Analysis of indi-
vidual layers in multilayer sets shows that the altitude of the first, second, and
third highest layers increases with the number of layers. Additionally, the alti-
tude of the the lowest layer generally matched with the altitude of noctilucent
clouds (NLC), as reported by observers. These clouds are visible due to light
scattering off their ice particles. Furthermore, a positive correlation between
echo power and ionospheric electron density at 92 km altitude above PMSE
was observed. This indicates that higher electron densities might be essential
for the observation of multi-layered PMSE.

Looking ahead, future studies could explore the links between multi-layered
PMSE formation, winds, and gravity waves. Future research could also focus
on investigating mean altitudes of different multilayers by utilizing different
radars or operating modes offering better resolution within the 80 to 90 km
altitude range. Additionally, extending the data analysis to include more EIS-
CAT data ofmore than one solar cycle to analyse possible trends could provide
further insights into PMSE. The analysis tools that emerged from this work can
be used for examining many more hours of EISCAT observations.
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Chapter 1

Introduction

Space physics is a fascinating and complex field that seeks to understand the
physical phenomena that occur in space. In particular, the influence of the
Sun and space on the Earth’s atmosphere are of current interest, as it can pro-
vide us insights into global climate change. The mesosphere is a layer of the
Earth’s atmosphere that is characterized by temperature decreasing with alti-
tude; its varying boundaries are at the lower altitude around 50 to 60 km and
at upper altitude around 80 to 100 km. Its upper boundary, the mesopause, is
also considered part of the near-space environment and displays interesting
phenomena.

One such phenomenon of great interest are Polar Mesospheric Summer
Echoes (PMSE), which happens at polar latitudes during summer months. In
the Northern hemisphere, PMSE typically occur between May and August,
and in the Southern hemisphere from November to February. Investigating
the processes that form PMSE presents challenges due to the altitude loca-
tion. PMSE predominantly occur at altitudes ranging from 80 to 90 km, which
makes acquiring in-situ measurements particularly difficult. While meteoro-
logical balloons can reach at best the upper stratosphere and satellites can
reach the thermosphere, they cannot access the precise PMSE region. Only
sounding rockets have the capability to physically reach this altitude, but dur-
ing a very short time interval. Observation from the ground have become the
main tool for investigating themesosphere andmesopause region. Moreover,
radar observations allow observations independent from weather conditions.
The understanding of the PMSE formation is therefore valuable for interpre-
tation of radar data.

The study by Ecklund and Balsley (1981) marked the first observation of PMSE
using the Poker Flat mesosphere-stratosphere-troposphere (MST) radar in
Alaska. Their findings revealed a seasonal preference for PMSE formation dur-
ing the summer months, primarily occurring at altitudes between 80 and 100
km, with a peak occurrence at 85 km altitude. Fainter echoes were observed at
lower altitudes (55-80 km) during non-summer months. Subsequent research
has further explored the nature of PMSE. Notably, Rapp and Lübken (2004)
provided an extensive review on PMSE observations and the underlying for-

1



2 CHAPTER 1. INTRODUCTION

mation process. They identified specific conditions necessary for PMSE occur-
rence, including very cold temperatures (130K) that facilitate the formation of
ice particles in the mesosphere. If these particles become electrically charged
and are arranged in a particular manner due to turbulence, along with the
presence of sufficient free electrons, PMSE can be detected using radar sys-
tems.

A few studies exist about multiple PMSE layers. Among the existing research
we can note a study on the occurrence andmean altitude of PMSE layers (Hoff-
mann et al., 2005) and a study explaining multiple PMSE layers resulting from
successive nucleation cycles of ice particles (Li et al., 2016). PMSE formation
may vary with the degree of ionization in the ionosphere and in general with
the solar cycle. Also long-term trends possibly occur, as recent investigations
suggest a trend in water vapor concentration at this altitude (Lübken et al.,
2018). The EISCAT VHF radar was used for a number of PMSE investigations in
the past, as for instance in the studies by Shucan et al. (2019), Jozwicki et al.
(2021), and (Narayanan et al., 2022). The EISCAT radars are designed to mea-
sure the incoherent scatter from the ionosphere. The EISCAT VHF radar simul-
taneously provides measurements of PMSE and of the electron density in the
ionosphere above the PMSE. This allows us to study the PMSE layers together
with the ionospheric conditions under which they occur.

The main focus of this thesis lies in the investigation of PMSE, with the central
question being: how do the characteristics of PMSE multi-layered structures
change in response to the solar cycle, encompassing both solarmaximum and
minimum phases. The first objective is to implement a classification model
that could effectively identify PMSE data within the EISCAT VHF radar data and
to quantify the less explored PMSE multilayers. While PMSE have been largely
investigated now for decades, these multilayers have received limited atten-
tion within the scientific community, making them a valuable area of research
for this study. The second objective is to to apply the model on a set of EIS-
CAT observations to investigate how the multilayers appear during different
phases of the solar cycle and during different ionospheric conditions.

The thesis will be structured as follows. Chapter 2 describes the physics un-
derlying the formation of PMSE and presents an overview of current research
on PMSE monolayers and multilayers. Chapter 3 focuses on the implemen-
tation of a classification tool designed to pre-select PMSE data. Chapter 4 will
discuss the results obtained by applying the classificationmodel to EISCAT VHF
data. It encompasses our findings regarding PMSE monolayers and multilay-
ers, along with our analyses and interpretations. Finally, the thesis concludes
by summarizing our research outcomes and proposing avenues for future in-
vestigation.



Chapter 2

PMSE

PMSE is an area of study that is still being explored and expanding. While there
aremany intriguing questions being investigated, it is natural to wonder about
the value of PMSE research and its contributions to the scientific field. PMSE
are closely connected to the water vapour content in themesosphere and rely
on the presence of neutral air turbulence, which is influenced by the move-
ment of air masses. This means that it is possible to gather information about
mesospheric water content and track its variations over time (Lübken et al.,
2018). This topic will be discussed in more detail in the following section. Fur-
thermore, the occurrence frequency of Noctilucent Clouds (NLC) has increased
over the years (Lübken et al., 2018). Both PMSE and NLC rely on the presence
of ice particles, and therefore on the presence of water vapour and cold tem-
peratures in the mesosphere. This chapter delves into the prerequisites for
PMSE formation, presents general knowledge about PMSE, and explores pre-
vious research on PMSE concerning single layers and multiple layers, as well
as its relation to the solar cycle.

2.1 PMSE formation
During the summermonths, PMSE can bemeasured by radars in the upper at-
mosphere. PMSE exhibit a distinctive wavy pattern in terms of their height and
thickness variations over time. The formation of PMSE relies on the presence
of turbulence, free electrons, and charged aerosols. The charged aerosols
contain water ice and are dependent on low temperatures and adequate wa-
ter vapor. It has been suggested that Meteor Smoke Particles (MSP), formed
through meteor ablation and recondensation (Hunten et al., 1980), can serve
as the probable condensation nuclei for PMSE (Rapp and Lübken, 2004).

MSP, as indicated by Megner et al. (2006), are believed to serve as these nucle-
ation centers, thereby initiating the formation of ice particles. Theseminuscule
smoke particles are formed in the upper atmosphere through the ablation of
meteoroids. These particles have typical sizes in the nanometer scale. The
MSP attract water vapor molecules, leading to the nucleation and growth of
ice particles in the mesospheric region. It is worth noting that the formation
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4 CHAPTER 2. PMSE

Figure 2.1: On the left hand side : altitude distribution of the temperature at altitude
from 75 to 90 km altitude. The red line represents the water vapor frost-point limit.
On the right hand side : illustration comparing the altitude distribution of PMSE and
NLC. PMSE is represented by a black line with grey shading, and NLC is represented
by a red line. The relevant physical mechanisms at different altitudes are also noted.
Figure adapted from the study by Rapp and Lübken (2004).

of ice particles can occur without MSP acting as nucleation centers, with only
ice water present in them. In this thesis, we have chosen to refer to particles
covered with ice, or particles made of ice alone as ”ice particles”. Addition-
ally, we will use the term ”dust” to encompass various scenarios, including ice
particles, MSP alone, or ice particles without MSP acting as nucleation centers.

Another key component is a sufficiently low temperature which can be at-
tained in the polar mesopause during summer months. The mesopause is
defined as the boundary between themesosphere and the thermosphere and
is the coldest portion of the atmosphere. The left hand side of Figure 2.1 from
the study by Rapp and Lübken (2004) shows the temperature variation in the
mesosphere and the water vapor frost-point for these altitudes.

One can notice that at altitudes where PMSE are observed, between 80 and 90
km altitude, is where the temperature descends below the water vapor frost
point, making it possible for water molecules to condense around nucleation
centers. The temperature of the summermesopause is lower compared to the
winter mesopause. This temperature difference is caused by ascending air at
the summer pole and descending air at thewinter pole, being part of a residual
summer pole to winter pole circulation pattern. When air rises, it expands and
cools, leading to a colder summer mesopause. On the other hand, when air
descends, it compresses and the associated increase in temperature leads to
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a warmer winter mesopause. Because of this, during the summer months at
polar latitudes, the mesopause reaches its coldest temperatures.

There is an intriguing connection between PMSE and NLC worth exploring. As
mentioned in the introduction, both phenomena provide insights into the wa-
ter content in the mesosphere, as they are associated with the presence of ice
particles. NLC, known as the highest clouds in the atmosphere, consist of the
same ice particles found in PMSE. The key distinction is that in NLC, these ice
particles grow significantly larger, becoming visible to the naked eye.

The right hand side of Figure 2.1 provides a comparison of the altitudes at
which PMSE and NLC form. Once the criterion of a sufficiently low temper-
ature below the water vapor frost point is obtained, NLC will form beneath
PMSE. This aligns with the fact that NLC consist of larger and heavier particles
(Rapp and Lübken, 2004). Also, NLC are observed using lidar or visual obser-
vation methods, while PMSE are observed using radar. This distinction arises
from the scattering of the radar signal by electrons structured within the PMSE
region, highlighting the significance of ice particle charging in PMSE observa-
tion, as discussed earlier. On the other hand, NLC do not require a charging
mechanism and can be directly observed with the naked eye, cameras, or lidar
instruments.

Historically, ice particles were first observed as NLC, then as PMSE, and finally
as Polar Mesospheric Clouds (PMC). In fact, NLC and PMC are both made of
ice particles. They are the same thing, the only difference is that PMC are ob-
served from space, and NLC are observed from the ground (Rapp and Lübken,
2004). Research about those clouds is still ongoing to understand better the
instabilities leading to turbulence in the upper mesosphere during polar sum-
mer. The study by Fritts et al. (2019) presents new observations together with
a description of the open questions in this area.

The turbulence of the neutral air plays another key role in PMSE formation.
This turbulence can be caused by the presence of gravity waves and winds
at mesospheric altitudes but also at altitudes above or below our altitude of
interest. Upon reaching mesospheric altitudes, these waves break, leading to
the generation of turbulence in the surrounding neutral air and interactions
with other charged particles (Rapp and Lübken, 2004). This high turbulence
and the present winds at these altitudes increase the air mixing. Figure 2.2
fromMegner et al. (2006) shows a distribution of thewind velocity as a function
of altitude, with the dashed line representing the wind profile for the summer,
and the dashed and dotted line represents the profile for the winter. One can
see that the winds are stronger in the summer than during the winter, and
they have a peak velocity at 90km altitude, which is very close to the PMSE
formation altitude.

Turbulence plays a crucial role in the formation of PMSE. However, it is pos-
sible to observe PMSE events even when there is no ongoing neutral air tur-
bulence at that precise moment. This phenomenon is known as ”fossil turbu-
lence” (Rapp and Lübken, 2004). The reason behind this is that if turbulence



6 CHAPTER 2. PMSE

Figure 2.2: Wind profile as a function of altitude. The vertical axis shows the altitude
with vales ranging from 20 to 100 km. The dashed line represents the wind profile
for the summer, and the dashed and dotted line represents the profile for the winter.
Figure obtained from the study by Megner et al. (2006).

occurred relatively recently, its effects can still be present at the place where
they occurred. When turbulence occurs, it organizes the surrounding ice parti-
cles, consequently influencing the electrons around in a manner favorable for
radar detection. Even after the turbulence subsides, this organized structure
persists for a certain period, determined by the diffusion of the ice particles. A
turbulent event lasts approximately 15 min in accordance with model results
and observations from Andreassen et al. (1994) and Czechowsky and Rüster
(1997).

Rapp and Lübken (2003) proposed a method to estimate the frequency of
PMSE occurrence using the observed frequencies of turbulence. Figure 2.3
illustrates this concept. It is possible to see that the Signal to Noise Ratio (SNR)
decay depends on the size of the particles, once the turbulence stops. The
SNR of smaller particles will decrease faster than the SNR of bigger particles.
Rapp and Lübken (2003) calculated the decay times for a decay of 10 dB. Ac-
cording to their work, the decay time for a signal by a number Φ of dB may be
written as :

τ−ΦdB
diff =

λ2Φ/10ln(10)

8π2D0
2

≈ 0.02Φ
λ2r2A
ν

(2.1)

In the given equation, D0
2 represents the electron diffusion coefficient result-

ing from their interaction with charged aerosol particles. λ denotes the radar
wavelength, rA represents the aerosol radius, and ν represents the kinematic
viscosity of air. The approximate formula on the right side of Equation 2.1
uses units of meters for radar wavelength, nanometers for aerosol radius,
and square meters per second for kinematic viscosity, resulting in the diffu-
sional decay time τdiff being expressed in seconds. Equation 2.1 reveals that
the decay time is proportional to the square of both the radius of the charged
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Figure 2.3: The change in radar signal to noise ratio over time is shown in relation
to periodic bursts of neutral air turbulence (shown as gray dashed lines), resulting
in an SNR of 15 dB. The decay of SNR for various assumed aerosol particle radii is
represented by the colored lines. The horizontal line at SNR = 5 dB represents the
assumed detection limit. Figure obtained from Rapp and Lübken (2003).

particles involved and the radar wavelength.

Rapp and Lübken (2004) show in their study that for particles smaller than 10
nm, the decay time is relatively short. For instance, particles with a radius of
5 nm exhibit a decay time of only 2.5 minutes, while particles with a radius of
10 nm have a decay time of 10 minutes. Due to the quadratic dependence
of decay time on aerosol radius, the decay time increases significantly. For
aerosol particles with a radius of 20 nm, the decay time is already 40 minutes,
and for particles with a radius of 50 nm, which exist in the NLC environment,
the decay time can extend to several hours.

In their study, Rapp and Lübken (2003) also derived Equation 2.2 given below,
in which they express the PMSE Occurrence Rate (POR) as a function of the
Turbulence Occurrence Rate (TOR). They note that for altitudes above 88 km,
POR follows TOR almost one to one. This is caused by the fact that at these
altitudes, the particles are smaller and their decay time is therefore short. This
means that as soon as the turbulence stops, the PMSE will stop as well. How-
ever, at lower altitudes and especially at altitudes lower than 85 km, POR is
much higher than TOR. This is because of the fossil turbulence due to the fact
that the particles are larger than at higher altitudes. This statement can be
connected back to Figure 2.1, where one can see on the right hand side of the
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Figure a comparison of PMSE altitudes versus NLC altitudes. Due to the above
mentioned correlation between the size of the particles and the decay time, it
is logical that smaller ice particles at higher altitudes which are at the origin of
PMSE, would also have short a decay time compared to the particles further
down, at NLC altitudes.

POR = TOR

(
1 +

τ−10dB
diff

τturb

)
(2.2)

The mesosphere is populated by various constituents, including ice particles,
free electrons, ions, and neutrals. In order to obtain PMSE, we need the ice
particles to be charged to maintain significant fluctuations in the electron
gas at scales around the Bragg scale, which is equivalent to the radar’s half
wavelength. Newly formed ice particles become charged through several pro-
cesses, most notably collisions with free electrons and ions driven by thermal
motion. The lighter electrons experience more frequent collisions with the ice
particles compared to ions and accumulate faster on the particles. So, the ice
particles typically acquire a negative equilibrium charge. However, when other
charging processes play a role, the equilibrium charge can be positive. No-
tably, when particle precipitation occurs, high-energy particles may dislodge
electrons from the ice particle’s surface, known as secondary emission. Re-
search conducted by Baumann et al. (2016) explored this phenomenon and
revealed that such cases are relatively rare, with the majority of ice particles
maintaining a negative charge. Furthermore, the study from Baumann et al.
(2016) highlighted the influence of the ionosphere on ice particle charging. A
few additional scenarios resulting in the charging of ice particles include the
photoelectric effect, and photo-detachment. The photoelectric effect consists
in incoming photons sufficiently energetic to dislodge an electron from within
the ice particle, while photo-detachment consists in photons that would de-
tach an electron from the surface of the ice particle. For more information
about the different charging mechanisms, please see the thesis from Bau-
mann (2016).

2.2 Measurement of PMSE
Radar detection of PMSE becomes possible when all the conditions for for-
mation are present. This includes very cold temperatures, the charging of ice
particles formed due to the cold temperatures, their spatial arrangement due
to turbulence, and the presence of sufficient free electrons. Figure 2.4 shows
all the necessary initial conditions for PMSE observation. One can distinguish
three major categories in this process, which are denoted by the three dif-
ferent color groups. The blue group on the top contains the turbulence, the
ice particles and the spatial structure of ice particles. It represents the first
step during which the initial structural configuration of the ice particles take
place, which is needed for the rest of the process to unfold. The green group
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Figure 2.4: Illustration of PMSE formation as discussed in the text. The prerequisite
atmospheric features are marked in blue, the radar echoe formation is marked in red
and in green are marked conditions that influence the electron density and the dust
charging and that may vary at the PMSE altitude.

contains the particle precipitation and the UV light. This group represents the
charging mechanisms of the ice particles, which might increase or decrease
the observed intensity of the echo power of the PMSE. Finally the red group
contains the electromagnetic wave, the spatial structure of electrons, the con-
structive interferences and the PMSE observation. This group represents the
part of the process which is connected to the radio wave scattering, and has to
do with the final necessary components for the radar observation of the PMSE
to be possible.

PMSE are strong radar echoes that have a characteristic wavy pattern with
variations in height and thickness over time. These echoes can manifest as a
single layer (monolayer) or multiple layers (multilayers). Figure 2.5 illustrates
a recorded instance of PMSE data obtained from the EISCAT VHF radar near
Tromsø, showcasing an example of three multilayers visible within the de-
picted red frame.

In this thesis, all the datawere obtained from the EISCAT VHF radar, which is sit-
uated near Tromsø and operates at a frequency of 224MHz. The primary func-
tion of the EISCAT VHF radar is to measure the small scale fluctuations in elec-
tron density within the ionospheric plasma. When an electromagnetic wave
is emitted by the radar and propagates through a section of the ionosphere,
the electrons within the ionosphere will start to oscillate due to the electric
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Figure 2.5: Data from EISCAT VHF from 16 July 2015 from 00:00 to 12:00, showing an
example of a PMSE event that contains 3 multilayers in the red frame. This figure
comes from the study by Jozwicki et al. (2024)

field of the incoming wave. As a result, the electromagnetic wave is scattered
by the electrons at the same frequency as the incoming wave, a phenomenon
known as Thomson scattering. The Doppler spectrum observed is a result of
the distribution of electron velocities. This process, referred to as incoherent
scatter, relies on the ionospheric plasma parameters, and it is possible to ex-
tract valuable information such as electron density, as well as electron and
ion temperatures (Beynon and Williams, 1978) from the recorded signal. Ad-
ditionally, Rapp and Lübken (2004) highlight the contrasting features of PMSE
in comparison to incoherent scatter at the same altitude. PMSE signals tend to
be stronger than incoherent scatter and exhibit a narrower spectrum. Figure
2.6 shows a typical spectrum of incoherent scatter in comparison to PMSE.

Within the turbulent regions in the mesosphere the electron distribution is
structured and influenced by the motion and turbulence of the neutral atmo-
sphere and the interactions with larger ions. The electrons scatter electro-
magnetic waves. The radar signal captures turbulence at scales of half the
wavelength of the radar (Rapp and Lübken, 2004). These constructive inter-
ferences lead to amplified back-scattered power and a narrower peak in the
power spectrum compared to scenarios without PMSE. It is worth noting that
in ionospheric regions with PMSE, the resulting power spectrum can exhibit
both spectral signatures: the broader spectrum associated with regular inco-
herent scatter signals, as well as the narrower spectrum arising from coher-
ent interferences. Figure 2.6 taken from the study by Rapp and Lübken (2004)
shows on the left hand side the incoherent scatter spectrum from 12 February
1987, and on the right hand side coherent-scatter PMSE echoes. Both spec-
tra were plotted using data from the EISCAT VHF radar near Tromsø. One can
see that the incoherent scatter spectrum is noticeably wider in frequency com-
pared to the PMSE coherent scatter spectrum which is much narrower.

2.3 Prior Research: Multilayers and Solar Cycle
In this sectionwewill explore the previous research done on similar topics than
the topic of this thesis. To do this, we will in particular explore the previous
research of PMSE in relation to PMSE monolayers and multilayers as well as
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Figure 2.6: Left hand side : incoherent scatter spectrum from 12 February 1987. Alti-
tude varies from 79.4 km to 96.2 km. Right hand side : coherent-scatter PMSE echoes
from 2 July 1987 at 85.9 km altitude and from 9 July 1987 at 83.8 km altitude. All the
spectra were plotted using data from the EISCAT VHF radar near Tromsø. This figure
comes from the study by Rapp and Lübken (2004).

PMSE in relation to the solar cycle.

Previous research about PMSE multilayers
Hoffmann et al. (2005) conducted a study about PMSE layers, investigating
their occurrence and mean altitude. To gain further insights, micro-physical
model simulations were performed. The findings suggested that the presence
of multiple PMSE layers can be primarily attributed to the layering of ice par-
ticles resulting from subsequent nucleation cycles. The study reported that
monolayers were observed at an average altitude of 84.8 km. When multiple
PMSE layers are present, the lower layer tends to occur at an average height of
approximately 83.4 km, while the layer above it is typically found at an average
height of around 86.3 km. During both solarmaximum andminimumperiods,
monolayers accounted for 50.1% of the PMSE measurements. Double layers
had an occurrence of 36.6%, and multilayers with more than 2 layers had an
occurrence of 13.3%.

To gain understanding into the formation of PMSE, it can be helpful to com-
prehend the characteristics of gravity waves and their impact on the neutral
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atmosphere. In a study conducted by Li et al. (2016), they introduced a two-
dimensional theoretical model to investigate the generation process of multi-
layered PMSE. The primary focus of their model was to examine how grav-
ity waves produce the movement of ice particles through collisions with the
neutral atmosphere. The model assumes that the ice particles are spherical
and their size remains constant throughout the simulations, neglecting factors
such as growth, sedimentation, or sublimation. In their initial analysis, Li et al.
(2016) kept the particle size fixed at 10 nanometers (nm) and varied the vertical
wavelength of the gravity waves at 3km, 4km, and 5km. The results revealed a
decrease in the number of layers as the vertical wavelength increased, accom-
panied by an increase in layer thickness. Furthermore, Li et al. (2016) made
interesting findings regarding the preferred altitudes associated with multi-
layer formations in their study. In fact, they found that specific particles sizes
were associated with preferred altitudes. Also, Li et al. (2016) conducted an-
other analysis in which they examined the influence of varying ice particle size
while keeping the vertical wavelength of gravity waves fixed at 4 km. They con-
sidered particle sizes of 10 nm, 20 nm, and 30 nm and observed that as the
particle size increased, the layers exhibited a more rapid decrease in altitude
and faced greater challenges in formation. Additionally, once the turbulence
subsided, larger ice particles took longer to return to a neutral homogeneous
state.

Previous research about PMSE and the solar cycle
Considering the importance of electron density in the formation of PMSE, it
is reasonable to anticipate a potential impact of the solar cycle on this phe-
nomenon. While research exploring the relationship between multi-layered
PMSE and the solar cycle remains limited, Shucan et al. (2019) identified a pos-
itive correlation between the occurrence ratios of PMSE single, double, and
triple layers and the K index, which reflects geomagnetic activity and the pos-
sibility of particle precipitation. Furthermore, Shucan et al. (2019) noted a neg-
ative correlation between the occurrence ratio of PMSE triple layers and the
F10.7 flux, which is an indicator for solar activity.

In a previous study by Zhao et al. (2020), a positive relationship between the
mesopause temperature and the solar flux at 10.7 cm wavelength (F10.7 flux)
was observed. Over an extensive 18-year investigation, they noted a gradual
decline in the mesopause temperature (0 to -0.14 K/year), which might have
implications for PMSE formation due to the requirement of ice particle forma-
tion. Additionally, they identified a decrease in the mesopause height at polar
latitudes over time, which could potentially influence the height of PMSE.

In their study, Narayanan et al. (2022) found that there was a clear response in
the power of the PMSE echoes during particle precipitation events: in all their
cases, an increase in PMSE power was observed in association with particle
precipitations. However, Narayanan et al. (2022) say that the particle precipita-
tion does not seem to be related to the very existence of PMSE, and that there
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seems to be no linear relationship between both. Narayanan et al. (2022) uti-
lized EISCAT VHF data and the Manda experiment, excluding dates when the
Heating experiment was active. Their study focused on the 2019 summer sea-
son and identified five days, specifically July 15th-17th and August 9th-10th,
where both PMSE and particle precipitation were observed simultaneously.
To identify the particle precipitation, Narayanan et al. (2022) analyzed electron
density measurements between 90 and 95 km, just above the typical altitude
range of PMSE occurrence. Their findings suggest that preexisting dormant
structures in the region are rapidly transformed into active scatterers by sud-
den influxes of electrons during particle precipitation events. This may ex-
plain the abrupt appearance of PMSE at certain altitudes during such events.
Narayanan et al. (2022) note that the lack of a linear relationship between
PMSE and particle precipitation may be attributed to variations in the other
factors that control PMSE formation, such as the quantity of ice crystals, the
extent of dormant structures, and temperature, as previously mentioned.

To explore the presence and layers of PMSE, it’s essential to distinguish the
PMSE signal from the background in EISCAT VHF radar data. To do this ef-
fectively, classification models were used. The following chapter will explain
the principles of Linear Discriminant Analysis (LDA) and random forests, which
were applied in this thesis.





Chapter 3

Methods for Classification

In order to examine the occurrence and layers of PMSE, it is necessary to sepa-
rate the PMSE signal from the background in EISCAT VHF radar data. To achieve
this, classification models were employed to make the process of analyzing
data more efficient and faster. This chapter will describe the working prin-
ciples of Linear Discriminant Analysis (LDA) and random forests, which were
used in this thesis.

3.1 Linear Discriminant Analysis (LDA)
LDA is a method which consists of drawing a linear separation between cate-
gories of interest, by maximizing the separability between these known cate-
gories, (Hastie et al., 2001a). To better understand LDA, let’s assume that we
have two categories, ”blue” and ”green”, and that for these categories we use
features X and Y to separate the data. LDA uses the information of both cat-
egories to create a new projection axis, and it projects the data onto this new
axis to maximize the separation of the 2 categories. Figure 3.1(a) shows an
example of a depiction of the ”blue” and ”green” categories, and the dashed
black line is the corresponding projection axis used for separation.

Let’s consider that the ”blue” category has a mean value µ1 and a covariance
Σ1, and that the ”green” category has a mean value µ2 and a covariance Σ2.
The separation criterion J(w) is then defined as :

J(w) =
wTSBw

wTSWw′ (3.1)

Where J(w) is the ratio of the between classes and within classes variances.
SB and SW represent the between class and within class scatter, w is a vector
perpendicular to the discriminant plane, and T stands for the transpose. SB

and SW are defines as follows, (Fisher, 1936) :

SB = (µ1 − µ2)(µ1 − µ2)
T (3.2)

15
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Figure 3.1: Illustration showing an example of separation between 2 categories,
namely the ”blue” and the ”green” categories. (a) shows the plotted data-set using
X and Y as parameters to separate the data. (b) shows the data after separation and
therefore after projection on the new axis. The black dashed line represents the pro-
jection axis.

SW = (Σ1 + Σ2) (3.3)

The projection axis is created considering these two criteria as defined in
equations 3.2 and 3.3. Equation 3.2 maximizes the distance between the two
means. Equation 3.3 minimizes the scatter around the mean of each cate-
gory. Figure 3.1(b) shows the result of the separation after the projection on
the new axis, and it is possible to see the twomeans of both categories as well
as the scatters corresponding to both categories. LDA works well when the
class separability is linear (Theodoridis and Koutroumbas, 2006). For further
details, please see Theodoridis and Koutroumbas (2006).

3.2 Random forests
A decision tree is a flow chart-like structure where each internal node repre-
sents a test on a variable, each branch represents an outcome of the test and
each leaf or terminal node represents a class label or predicted value. Figure
3.2 shows an illustration of this chart-like structure. A single decision tree can
present some disadvantages in the way that it is not robust to noise in data or
could be dependent on a single strong feature (Hastie et al., 2001b). Random
forests combine the ease of decision trees with increased flexibility, resulting
in improved accuracy.
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Figure 3.2: Schematic illustration of the flow chart-like structure of a decision tree.
The roof node is represented in red, the internal nodes are represented in black, the
branches are represented in blue and the terminal nodes, or leaves, are represented
in green.

To create a random forest, the first step involves generating a bootstrap data-
set. Let’s assume a dataset that we want to classify into 3 different categories
: ”blue”, ”green” and ”red”. For this, we use 4 variables: A, B, and C and D. To
create a bootstrapped data-set, we randomly select samples from the original
data-set. A sample can be selected multiple times, while some samples may
remain unselected. This process allows for the creation of a diverse set of
bootstrapped data-sets that still capture the variability within the original data-
set.

Next, we create decision trees using the bootstrapped data-set, but with a ran-
dom subset of variables at each step. For example, instead of considering all
four variables mentioned earlier, let’s say we only use two of them. To illus-
trate, suppose we randomly select B and D as candidate variables to decide
the root node of the first decision tree. Let’s assume that B separates the sam-
ples themost effectively. In the next node of the tree, since B has already been
used, it won’t be selected again. Instead, we randomly choose two other vari-
ables, such as C andD. This process continues until the tree is complete. In our
study, we define the number of variables randomly selected at each step as
mtry. In the study by Probst et al. (2019), it is suggested thatmtry for classifica-
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tion should have a default value of√p, where p is the total number of features.
By using bootstrapped samples and considering only subsets of variables at
each step, a diverse set of decision trees are generated. It is this diversity that
contributes to the enhanced effectiveness of random forests compared to in-
dividual decision trees.

Now that the random forest has been constructed, let’s consider a scenario
where we encounter new data that the random forest has never encountered
before. In this case, we don’t have any prior knowledge about the categories
the data actually belongs to. We input the first sample into the first decision
tree that we created. Let’s say the first tree classifies the data as belonging
to the ”green” category. Then, we input this same sample into the second
tree, and so on, until we have gone through all the trees in the random forest.
Finally, we examine all the results and gather the votes. We identify the option
that received the most votes, and consider it to be the final decision for the
category associated with our sample. The process is demonstrated in Figure
3.3, where we substituted our target categories or classes with those used
in Paper2. These classes consist of PMSE, background noise, and ionospheric
background. The illustration shows three instances of decision treeswithin the
random forest, along with the class they predicted for a specific sample. For
this sample, the majority of the trees in the forest classified it as belonging to
the PMSE class. We repeat this process for all the samples in the data-set. This
aggregation of results by considering the majority vote is known as ”bagging,”
which involves bootstrapping the data and using the collective decisions of the
individual trees. In short, when presented with new data, the random forest
evaluates it through each decision tree and combines the outcomes to make
a final prediction.

Asmentioned earlier, there is a portion of the data that was not included in the
bootstrapped data-set, known as the out-of-bag (OOB) data. Typically, around
one third of the data-set is not selected into the bootstrapped data-set, or we
can say that about one third of the data-set forms the OOB data-set. This
means that there is a subset of the data for which we already know the out-
come, and this data is not utilized during the creation of the random forest.
Since theOOBdata represents new and unseen samples for the random forest
model, it provides an opportunity to evaluate the model’s accuracy on unseen
data. To do this, we pass all the OOB samples through the forest. The random
forest will classify these samples as either correct or incorrect, providing us
with valuable insights. The proportion of OOB samples that were incorrectly
classified is known as the OOB error. In Paper 2, we used for classification the
out-of-bag error rate defined as follows, (Cutler et al., 2012):

Eoob =
1

N

N∑
i=1

(
I(yi ̸= f̂oob(xi))

)
, (3.4)

It assigns 0 to the OOB error for a correct classification and 1 for an incorrect
classification. When we apply these equations to our data, xi corresponds to a
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Figure 3.3: Illustration showing an example of a simplified random forest. In this ex-
ample it is possible to see three examples of decision trees as well as their class pre-
dictions. Source of original illustration: Venkata (2021)

given sample iof our data-set, f̂oob(xi) is the out-of-bag prediction for bootstrap
sample i, while yi is the actual label of this sample, (Cutler et al., 2012), and N
is the number of samples. Finally, I(yi ̸= f̂oob(xi)) is a measure of how close yi
is to f̂oob(xi). It is a loss function defined to minimize the expected value of the
loss.

For fine tuning a random forests model, we can experiment with adjusting the
value of mtry and observe how it affects the OOB error. Alternatively, we can
also increase the number of trees in the forest, (Probst et al., 2019),(Grömping,
2009)

The findings of the second paper indicate that extracting the PMSE signal from
the surrounding data is indeed feasible. This serves as a basis for the next
chapter, where we apply the classification model to EISCAT VHF radar data.





Chapter 4

Investigation of PMSE multilayers

This chapter provides an overview of the EISCAT radar data utilized across all
research papers. Then, an examination of the application of Linear Discrimi-
nant Analysis to PMSE will follow, as detailed in the first paper. Next, the seg-
mentation of PMSE using random forest algorithms, as explored in the second
paper, is discussed. Finally, the investigation of PMSE multilayers during both
solar maximum and solar minimum, as presented in the third paper, is re-
viewed. Key findings from each study are summarized.

4.1 The radar : EISCAT VHF
For this study, data from the EISCAT VHF radarwas used, operating at 224MHz,
located near Tromsø. This radar is particularly interesting to use in the scope
of PMSE investigation. In fact, EISCAT VHF is a radar designed to measure in-
coherent scatter and not only provides information about the echo power at
PMSE altitudes, but it also provides information about the ionisation levels
above the PMSE, such as electron density information. As a comparison, typ-
ical MST radars observe the PMSE, but not incoherent scatter which allows
to derive electron densities. Relevant features of the EISCAT VHF radar are
listed in Table 4.1. The electron density parameter given by analyzing the scat-
tered radar signal is proportional to the received back-scattered power, and
therefore the strength of the PMSE. The EISCAT VHF radar utilizes many dif-
ferent experimental modes to collect data. The utilized pulse coding for the
PMSE measurements we analyzed is referred to as ‘Manda’. The Manda code
is specifically optimized for high-resolution measurements at altitudes corre-
sponding to the D-region of the atmosphere, making it particularly well-suited
for investigating PMSE layers within this region.

4.2 Application of LDA to PMSE
In this section, the application of LDA to PMSE for classification of PMSE and
non-PMSE image data, which was the focus of the first paper, will be exam-
ined. In this study, a set of images containing PMSE and non-PMSE instances

21
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Table 4.1: Relevant characteristics of the EISCAT VHF radar used in all three papers.
More information about the EISCAT documentation and radar system parameters can
be found on the EISCAT Scientific Association website.

EISCAT VHF parameters
Frequency 223.4 MHz
Wavelength 1.34 m
Bragg scale 0.67 m
Peak power 1.2 MW

Transmitted pulse scheme Manda v 4.0
Interpulse period 1.5 ms
Time resolution 4.8 s
Range resolution 360 m
Spectral resolution 2.6 Hz
Antenna Elevation 90 deg, zenith

were carefully selected. Initially, the data, which represents the back-scattered
power per cubic meter, was normalized in the range [0,255]. In this grayscale
representation, 0 indicated black pixels and 255 representedwhite pixels. Sub-
sequently, the grayscale distributions of several image samples were plotted,
targeting three specific regions of interest. A simplified example of such an im-
age samples can be seen in Figure 4.1, as well as their corresponding grayscale
distributions. The three regions of interest are respectively the PMSE, the iono-
spheric background and the background noise regions.

Based on the differences in the distributions, one can intuitively perceive that
utilizing criteria such as mean or standard deviation could likely lead to suc-
cessful separation of the data. By considering parameters likemean, standard
deviation, skewness, and kurtosis of the samples, the image samples were
classified into three distinct categories. The results indicate an accuracy of ap-
proximately 98 percent in distinguishing PMSE regions from the ionosphere
and noise. A simplified example of this process is depicted in Figure 4.1(c), il-
lustrating a two-dimensional separation of the data using mean and standard
deviation as the criteria for separation. LDA involves drawing a linear sepa-
ration between all three categories to optimize their distinction. The focus of
LDA is to maximize separability among known categories. In the provided ex-
ample (Figure 4.1(c)), one can observe that when employing only mean and
standard deviation as the separating criteria, a majority of the samples are
correctly classified into their respective categories. These misclassifications
are discussed in more detail in Paper 1.

In this study, the main objective was to assess the feasibility of distinguishing
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Figure 4.1: Simplified example of using LDA in the first paper to serapate the data. (a)
shows an image containing the 3 regions of interest where the red, green and blue
windows respectively correspond to the PMSE, Ionospheric background, and back-
ground noise. The corresponding grey scale distributions can be seen in image (b)
Then, LDA is performed on the dataset and one can see the linear separations in pink
color in image (c). Here, the accuracy of the separation is 93.94. This figure is adapted
from the study from Jozwicki et al. (2021).

images containing PMSE from other images using a simple machine learning
method and a basic set of parameters. The results of this paper reveal two
findings. Firstly, it is indeed possible to differentiate images that include PMSE
from the remaining samples. Secondly, we can also determine that the re-
maining images correspond to either ionospheric background or background
noise. These findings emphasize that LDA based approach can be used for
classification of images into the three categories. Based on these results, seg-
menting the PMSE signal at pixel level from the rest of the data using random
forests was focused on.

4.3 Segmenting PMSE using Random Forests
In this section, the segmentation of PMSE using random forests, which is the
objective of the second paper, is discussed. It’s purpose is to extend the work
in Paper 1 by extracting the PMSE from the data through segmentation at pixel
level. To accomplish this, random forests were employed. The process in-
volved manually labeling the image data and assigning it to one of three cat-
egories: PMSE, ionospheric background, and background noise. Eighteen im-
ages out of the 30were partially labeled, which corresponds to a total of 56250
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samples (pixels). Sixty percent of the labeled data was used for training (33750
samples) and 40 percent for quantitative testing (22500 samples). The labels
have been made publicly available on the DataverseNO database for easy ac-
cess. For qualitative testing, all the images were used. In addition, qualitative
analysis was done by visual inspection of the segmented images by a domain
expert.

For random forests, a set of simple features was used. The various features
were calculated for each pixel. These features include the: altitude derivative,
time derivative, mean, standard deviation, median, minimum, and maximum
within neighborhood sizes ranging from 3 by 3 to 11 by 11 pixels, centered
around the respective pixel. The amplitude and altitudewere additionally used
as features. This generates a feature vector with 35 dimensions. It is worth
noting that horizontal gradient operators calculate the time derivatives, and
that vertical gradient operators calculate the altitude derivatives.

In this study, using quantitative testing, the best results in terms of classifica-
tion error and OOB classification error are achieved when using a 7x7 filter
size with an mtry value of 9 and an 11x11 filter size with an mtry value of 6,
while considering weighted-down labels. On the other hand, the worst perfor-
mance was observed when using all filter sizes with anmtry value of 5, as well
as the combination of a 9x9 filter size with an mtry value of 3. For qualitative
analysis, the 7x7 filter size with mtry value of 9 was selected. A total of 30 im-
ages were used for the classification model, with 12 of them being new data.
Figure 4.2(b) displays the predicted labels from the classification model using
the 7x7 filter size and mtry value of 9. The model’s prediction of PMSE labels
appears to be poor, indicating that altitude has a clear dominance over other
features in predicting the labels.

For qualitative testing, the predicted labels were generated for all the 30 test
images and for all the possible combinations of filter sizes and mtry values.
Although in the quantitative testing of the study by Jozwicki et al. (2022), the
different metrics used to evaluate the performance of the random forest are
the worst for the combination of all filter sizes withmtry = 5, this combination
gave the best qualitative results for all the 30 images. Figure 4.2(c) illustrates
the qualitative analysis for the 30 June 2008, showing the predicted labels that
were observed with all filter sizes and mtry = 5.

The findings of the second paper indicate that extracting the PMSE signal
from the surrounding data is indeed feasible. This serves as a basis for the
next study, where we apply the classification model to EISCAT VHF radar data
to investigate PMSE multilayers during solar maximum and solar minimum.
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Figure 4.2: Illustration showing an example of results of segmentation using the ran-
dom forests method. (a) shows a plot of the actual data from the 30 June 2008
where the color scale represents the echo power to the power of 10, per cubic me-
ter. (b) shows the predicted labels using the 7x7 filter size, weighted-down labels, and
mtry = 9. (c) shows the predicted labels using all filter sizes, weighted-down labels,
and mtry = 5. Both images (b) and (c) represents the predicted labels where yellow,
cyan and dark red represents respectively the the region of the image labeled as Iono-
spheric background, Backgroundnoise, and PMSE. The horizontal axis on both images
represents the time which starts at 8:00 UTC and finishes at 12:00 UTC. The vertical
axis represents the altitude which ranges from 75 km to 95 km. Figure adapted from
the study by Jozwicki et al. (2022)

4.4 PMSE multilayers during Solar Maximum and
Solar Minimum

This section focuses on the third and final paper, along with additional sta-
tistical analyses performed to validate its findings. The first subsection will
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cover the statistical tests used for validation, specifically the t-test and ANOVA,
and will include a comparison and discussion of selected cases. The second
subsection will discuss the data preprocessing steps, such as data selection
and preparation. In the third subsection, the main results of Paper 3 will be
presented, together with a discussion comparing its findings to those of other
works, followed by a sub-subsection highlighting the key findings of the paper.

T-test and ANOVA
In the third paper, findings are initially confirmed employing the commonly
used p-values derived from the statistical t-test. The p-value serves as a sta-
tistical measure to assess the significance of results or values. If the p-value
is less than 0.05, it is typically considered statistically significant. However,
for enhanced accuracy, this thesis re-evaluates all results from Paper 3 using
Analysis of Variance (ANOVA). It was found that utilizing t-test p-values with a
threshold of 0.0001 provides at least comparable accuracy to ANOVA p-values
with the conventional threshold of 0.05. In the following paragraphs, several
cases will be presented and compared. Then, later, when discussing the re-
sults of Paper 3, only those meeting the stricter threshold will be considered
(0.0001 for t-test p-values and 0.05 for ANOVA p-values).

Similar trends are observed across all cases, including solar minimum, solar
maximum, separated mono and multilayers, and all layers combined, when
applying ANOVAwith a threshold of 0.05 and t-test p-values with a significance
threshold of 0.0001. Figure 4.3 and Figure 4.4 illustrate the altitude distribution
of the data during solarmaximumand solarminimum respectively, with differ-
ent panels corresponding to varying numbers of layers, and Tables 4.2 and 4.3
show the T-test and ANOVA p-values corresponding to all the layer combina-
tions in these figures. In a similar way, Tables 4.4 and 4.5 show the T-test and
ANOVA p-values corresponding to all the possible combinations of different
sets of multilayers for all the investigated parameters: electron density, echo
power, thickness and altitude. In Table 4.3 and Table 4.5, values highlighted
in red denote instances where the ANOVA p-value exceeds the 0.05 thresh-
old, which consistently corresponds to red-highlighted t-test p-values in Table
4.2 and Table 4.4. Conversely, in Table 4.2 and Table 4.4, values highlighted in
orange represent the few instances where layers are considered statistically
significant by ANOVA (p-value below 0.05) but not by the t-test (p-value above
0.0001). In conclusion, using t-test p-values with a threshold of 0.0001 is at
least as effective as using ANOVA with the conventional threshold of 0.05.

When evaluating the statistical significance, shown in Table 4.3 and Table 4.2,
of the altitude distribution of the mono and multilayers shown in Figure 4.3
and Figure 4.4, it is crucial to recognize that the primary concern is the statis-
tical significance of multilayers within the same group, regardless of whether
we use the t-test or ANOVA. For instance, it is important that layers 1 of 4, 2
of 4, 3 of 4, and 4 of 4 are statistically significant, indicating sufficient differ-
ences within the group. Conversely, the significance of layers such as 1 of 2
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Figure 4.3: Altitude distribution of the data during solarmaximum for (a)mono layers,
(b)multi layers with 2 layers, (c)multi layers with 3 layers, and (d)multi layers with 4
layers. In each figure, the color scheme of the distributions indicates altitude order:
red for the highest layer, green for the second highest, blue for the third highest, and
magenta for the fourth highest. Intermediate colors represent overlapping altitude
distributions. The legend displays the mean value and one standard deviation for
each distribution.

Table 4.2: T-test P-Values for all combinations of layers during solar maximum and
solar minimum of the altitude distribution of all the mono and multilayers shown in
Fig. 4.3 and Fig. 4.4.

T-TEST Solar Minimum
Mono Layers Layers 1 of 2 Layers 2 of 2 Layers 1 of 3 Layers 2 of 3 Layers 3 of 3 Layers 1 of 4 Layers 2 of 4 Layers 3 of 4 Layers 4 of 4

So
la
r
M
ax

im
um

Mono Layers P <0.0001 P <0.0001 P <0.0001 0.3618 P <0.0001 P <0.0001 P <0.0001 0.0027 P <0.0001
Layers 1 of 2 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 0.0268 P <0.0001 P <0.0001
Layers 2 of 2 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001
Layers 1 of 3 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 0.0106 P <0.0001 P <0.0001 P <0.0001
Layers 2 of 3 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001
Layers 3 of 3 P <0.0001 P <0.0001 0.0002 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 0.0001
Layers 1 of 4 P <0.0001 P <0.0001 P <0.0001 0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001
Layers 2 of 4 P <0.0001 0.0448 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001
Layers 3 of 4 0.0411 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001
Layers 4 of 4 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001 P <0.0001

and 2 of 3 is less relevant. Notably, if two layers are not judged statistically sig-
nificant by the ANOVA statistical test, as seen in Table 4.2 in the case of solar
minimum for layers 3 of 3 and 4 of 4 (which are the last and lowermost layers
of each group of multilayers), this lack of significance might suggest similarity
between the layers. Interestingly, these layers coincide with the altitude of the
NLC layers as reported by Fiedler et al. (2003) indicating that valuable informa-
tion can be extracted even from non-significant values. Hence, while ANOVA
and t-test are important, it is essential to carefully investigate the underlying
data beyond mere statistical tests.
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Figure 4.4: Altitude distribution of the data during solar minimum for (a)mono layers,
(b)multi layers with 2 layers, (c)multi layers with 3 layers, and (d)multi layers with 4
layers. In each figure, the color scheme of the distributions indicates altitude order:
red for the highest layer, green for the second highest, blue for the third highest, and
magenta for the fourth highest. Intermediate colors represent overlapping altitude
distributions. The legend displays the mean value and one standard deviation for
each distribution.

Table 4.3: ANOVA P-Values for all combinations of layers during solar maximum and
solar minimum of the altitude distribution of all the mono and multilayers shown in
Fig. 4.3 and Fig. 4.4.

Solar MinimumANOVA
Mono Layers Layers 1 of 2 Layers 2 of 2 Layers 1 of 3 Layers 2 of 3 Layers 3 of 3 Layers 1 of 4 Layers 2 of 4 Layers 3 of 4 Layers 4 of 4

Mono Layers P=0 P=0 P=0 P=0.9875 P=0 P=0 P=5.4033e-06 P=0.0090 P=0
Layers 1 of 2 P=0 P=0 P=0 P=0 P=0 P=1.2553e-11 P=0.4044 P=0 P=0
Layers 2 of 2 P=0 P=0 P=0 P=0 P=2.0751e-08 P=0 P=0 P=0.0012 P=3.1852e-07
Layers 1 of 3 P=0 P=0 P=0 P=0 P=0 P=0.4573 P=4.1542e-10 P=0 P=0
Layers 2 of 3 P=4.6858e-05 P=0 P=0 P=0 P=0 P=0 P=3.7504e-04 P=0.0036 P=0
Layers 3 of 3 P=0 P=0 P=0.0627 P=0 P=0 P=0 P=0 P=1.5944e-10 P=0.2801
Layers 1 of 4 P=0 P=7.7069e-19 P=0 P=0.0675 P=0 P=0 P=1.0594e-10 P=0 P=0
Layers 2 of 4 P=3.6118e-13 P=0.6698 P=0 P=4.7010e-12 P=2.0783e-06 P=0 P=7.4272e-14 P=3.4488e-09 P=0
Layers 3 of 4 P=0.2608 P=0 P=1.8060e-10 P=0 P=9.6477e-04 P=1.3656e-13 P=0 P=8.2703e-12 P=9.0717e-12

So
la
r
M
ax

im
um

Layers 4 of 4 P=0 P=0 P=1.2174e-04 P=0 P=0 P=0.0356 P=0 P=0 P=9.0322e-16

Now that the statistical significance has been addressed, the focus will shift to
discussing the content of Paper 3 including the selection and pre-processing
steps of the data, followed by the results of Paper 3.

Data pre-processing
In the third paper, the classification model that resulted from the previous
study was applied to EISCAT VHF data. To conduct this study, data was ob-
tained by downloading over 230 hours of recorded data from the Magridal
website, resulting in a total of 17,930 data points.
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Table 4.4: T-test p-values for all layer combinations during solar maximum (top panel)
and solar minimum (middle panel). The bottom panel, labeled ”Sol Max.-Min.,” shows
p-values comparing solar maximum and solar minimum for all layers combined. The
four investigated parameters—electron density, echo power, layer thickness, and al-
titude distribution—are displayed across four columns. Altitude distribution data for
solar maximum and minimum is omitted here, as it is detailed in Table 4.2

T-TEST Electron Density Echo Power Thickness
Layers 1-2 P <0.0001 P <0.0001 P <0.0001
Layers 1-3 P = 0.0003 P <0.0001 P <0.0001
Layers 1-4 P = 0.0831 P <0.0001 P <0.0001
Layers 2-3 P = 0.0804 P <0.0001 P <0.0001
Layers 2-4 P = 0.4000 P <0.0001 P <0.0001

So
la
r
M
ax
im

um

Layers 3-4 P = 1.0000 P = 0.0012 P = 0.0002
Layers 1-2 P <0.0001 P = 0.3483 P <0.0001
Layers 1-3 P <0.0001 P = 0.0009 P <0.0001
Layers 1-4 P <0.0001 P = 0.0001 P <0.0001
Layers 2-3 P <0.0001 P <0.0001 P <0.0001
Layers 2-4 P = 0.0091 P <0.0001 P <0.0001

So
la
r
M
in
im

um

Layers 3-4 P = 0.5707 P = 0.0728 P = 0.0002 Altitude
Sol Max. - Min. P <0.0001 P <0.0001 P <0.0001 P <0.0001

Table 4.5: ANOVA p-values for all layer combinations during solar maximum (top
panel) and solar minimum (middle panel). The bottom panel, labeled ”Sol Max.-Min.,”
shows p-values comparing solar maximum and solar minimum for all layers com-
bined. The four investigated parameters—electron density, echo power, layer thick-
ness, and altitude distribution—are displayed across four columns. Altitude distribu-
tion data for solar maximum and minimum is omitted here, as it is detailed in Table
4.3

ANOVA Electron Density Echo Power Thickness
Layers 1-2 P=1.3592e-10 P=1.4774e-14 P=0
Layers 1-3 P=2.1418e-04 P=0 P=0
Layers 1-4 P=0.1633 P=4.8691e-20 P=0
Layers 2-3 P=0.6188 P=1.2049e-09 P=1.8824e-21
Layers 2-4 P=0.9258 P=5.4994e-09 P=3.0912e-11

So
la
r
M
ax
im

um

Layers 3-4 P=1.0000 P=0.0202 P=0.1314
Layers 1-2 P=0 P=0.5867 P=1.4573e-07
Layers 1-3 P=0 P=0.0056 P=1.7687e-20
Layers 1-4 P=8.5420e-24 P=0.0013 P=9.4490e-17
Layers 2-3 P=8.1763e-06 P=2.4717e-05 P=9.7436e-06
Layers 2-4 P=0.0349 P=5.3577e-05 P=1.3591e-07

So
la
r
M
in
im

um

Layers 3-4 P=0.9981 P=0.3922 P=0.0514 Altitude
Sol Max. - Min. P=0 P=0 P=0 P=0
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Typically, researchers employ a threshold on the echo power to pre-select
PMSE data. However, this conventional method has certain drawbacks. While
it is true that PMSE signals often exhibit higher back-scattered powers (re-
ferred to as echo power), there are instances where PMSE signals may have
lower back-scattered powers. By using the traditional approach with a high
echo power threshold, there is a risk of excluding these faint PMSE signals
from the dataset, thereby losing valuable information and limiting the scope
of PMSE analysis. This concern is particularly significant, as we will later dis-
cuss regarding the results of Paper 3, and see that an increase in the num-
ber of multilayers seems to result in decreased backscattered power within
each individual layer. Consequently, monolayers generally exhibit the high-
est backscattered power, while multilayers tend to show lower backscattered
powers. Therefore, retaining as many PMSE events as possible, including the
faint ones, is crucial for a comprehensive understanding of the phenomenon
of PMSE multi-layering.

In this study, the classification model served as a pre-selection tool, allowing
a lower echo power threshold to be applied to the output of the pre-selected
data. An example of raw data from 16 July 2015 is displayed in Figure 4.5(a).
Figure 4.5(b) illustrates the data classified into three categories according to
the output of the classification model, where the dark red color indicates data
classified as PMSE. Subsequently, an echo power threshold is applied to the
data classified as PMSE in Figure 4.5(b), resulting in Figure 4.5(c). This step
effectively removes the non-PMSE data that may still remain after the classi-
fication model. Finally, the start and end of each PMSE layer are detected, as
shown in Figure 4.5(d). The threshold technique without the initial classifica-
tion filtering is also employed in other layer detection studies by Hoffmann
et al. (2005), Rauf et al. (2018), and Shucan et al. (2019). In this approach, a
layer commences whenever the echo power exceeds a predefined threshold,
and it ends when the echo power drops below the specified threshold. Thanks
to the use of a classification model in this thesis, this threshold could be low-
ered to Ne > 3.2 × 1010m−3, which is equivalent to 10.5 in base 10 logarithmic
units of the number of electrons per cubic meter. Consequently, this lower
threshold ensured the inclusion of a larger amount of data, including faint
PMSE signals. In comparison, other studies that do not utilize a classification
model often employ higher thresholds, such asNe > 4.6×1011m−3 in the study
by Rauf et al. (2018), or Ne > 2.6× 1011m−3 in the study by Shucan et al. (2019).

This is particularly crucial for the analysis of PMSE multilayers, as these lay-
ers do not consistently exhibit high echo powers. For example, in Figure 2.5,
the red frame illustrates three layers, but only the lowermost layer demon-
strates a significantly high echo power. The other two layers exhibit relatively
low echo powers, which can be comparable to the back-scattered powers ob-
served in the ionospheric background region. Consequently, employing the
conventional method with a high echo power threshold would likely result in
the exclusion of two out of three layers. Entire PMSE layers could be com-
pletely overlooked.



4.4. PMSE MULTILAYERS DURING SOLAR MAXIMUM AND SOLAR MINIMUM 31

Figure 4.5: Figure illustrating the process of the layer detection. (a) shows the original
data for the 16 July 2015 between 00:00 and 23:58. (b) shows the output from the
classificationmodel used from Jozwicki et al. (2022). Dark red represents areas labeled
as PMSE, cyan represents areas of the data labeled as background noise and yellow
represents areas labeled as ionospheric background. (c) represents the data labeled
as PMSE in dark red from sub Figure 4.5 (b), onto which an echo power threshold
(Ne > 3.2 × 1010m−3) was applied to make sure only PMSE data were left. Finally, (d)
represents the detected beginning and end of layers respectively represented with
white and black points, overlayed on the original data.

Therefore, this study allows for a more detailed analysis of PMSE. The ap-
proach enables the examination of the number of PMSE layers as well as
their thickness, which was more challenging using previous methods. The
echo power in the layers and the electron density at 92 km altitude is also
investigated. Furthermore, the investigation of PMSE monolayers and multi-
layers in relation to the solar cycle was conducted. The selected dataset ex-
clusively comprised data corresponding to either a solar maximum or a solar
minimum. To investigate the influence of the solar cycle on PMSE monolay-
ers and multilayers, dates from the most recent available solar maximum and
minimum were selected, carefully avoiding times when the Heating experi-
ment was running. The solar maximum phase of a solar cycle is character-
ized by an increased sunspot number and higher levels of ultraviolet radiation.
The F10.7 cm flux is commonly used as a proxy for the amount of ultraviolet
radiation, and therefore as a proxy for the level of solar activity. Figure 4.6
shows the monthly evolution of the smoothed sunspot number in blue, and
the smoothed F10.7 cm flux in orange over the years 2005 to 2022. The time
frames for data selection in Paper 3 are highlighted by the black frames. Fur-
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ther details of the data can be found in Table 1 of Paper 3. The utilization
of EISCAT VHF data facilitated a direct comparison between the echo powers
observed during PMSE events and the electron densities at ionospheric alti-
tudes above the PMSE. In the following section, the results of Paper 3 will be
presented, followed by a summary highlighting the key findings.

Results and Comparative Discussion
The results of the study conducted in Paper 3 suggest that on average, during
solar maximum, PMSE layers exhibit higher altitude, echo power, and thick-
ness compared to solar minimum. The electron density at 92 km, which is
typically higher during solar maximum, also reflects this trend.

An analysis of individual layers within multilayer sets shows a consistent pat-
tern: both during solar maximum and minimum, the altitude of the top layer
increases with the number of multilayers. This trend can be seen in Figure 4.3
and Figure 4.4. This trend is also observed in the second and third highest
layers.

The results of Paper 3 also support the conclusions drawn by Hoffmann et al.
(2005) regarding the altitude and occurrence rate of both PMSE monolayers
and multilayers. Additionally, the lowest layer in various multilayer sets gen-
erally correspondswith the NLC altitude of 83.3 km as reported by Fiedler et al.
(2003) (cf. Figure 4.3 and Figure 4.4).

The study conducted by Vellalassery et al. (2024) investigates the variation of
NLC across the solar cycle. By employing the Leibniz Institute Middle Atmo-
sphere (LIMA)model and theMesospheric IceMicrophysics and Transport (MI-
MAS) model, the study examines data from 1849 to 2019, encompassing 15
solar cycles. Their research reveals that NLC altitudes rise during solar maxi-
mum phases and fall during solar minimum phases. Additionally, a long-term
decrease in NLC altitude was noted, attributed to the overall shrinking of the
atmosphere. The results of Paper 3 corroborate these findings, as lower alti-
tudes of the PMSE were observed during the solar minimum period (2019 and
2020) compared to the solar maximum period (2013 to 2015).

Another finding presented in Paper 3 is the observation that the thickness of
PMSE layers decreases as the number of multilayers increases. This means
that a single mono-layer tends to be thicker than layers in a two-layer set,
which in turn are thicker than those in a three-layer set, and so on. This pattern
is particularly evident for the first three layers during both solarmaximumand
minimum. Additionally, echo power decreases with more multilayers, but this
trend is noticeable only during solar maximum, mainly affecting the first three
layers. This suggests a possible relationship between the number of layers,
echo power, and thickness.

These results align with those of Li et al. (2016), who found that the thickness
of multilayers decreases as the number of layers increases. In fact, Li et al.
(2016) observed that an increase in vertical wavelength of gravity waves cor-
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responded to a decrease in the number of layers, while the thickness of the
remaining layers increased. However, in their 2D model, Li et al. (2016) only
considered one vertical wavelength of gravity waves and kept the particle size
constant when varying the vertical wavelength. In reality, there can be differ-
ent particle sizes at a given altitude, and gravity waves may also have varying
wavelengths. Hence, the relationship between gravity waves and PMSE multi-
layer thickness and number is not as simple or direct. The findings of Li et al.
(2016) also indicated that the formation of multilayer structures in their model
exhibited preferred altitudes, which were influenced by the size of the ice par-
ticles. Additionally, they found that larger particles contributed to amore rapid
decline in layer altitude and a slower formation process. Determining whether
the thinner appearance of layers is solely due to reduced echo power is chal-
lenging. Even when looking at the raw data without applying any thresholds,
mono layers consistently appear thicker and exhibit stronger echo power. Our
segmentationmethod, combinedwith the thresholding process, accurately re-
flects this observation. Figure 2.4, for instance, illustrates this phenomenon:
when several multilayers merge into a single monolayer between 06:00 UTC
and 12:00 UTC, both the thickness and echo power increase. By comparing
the results from Paper 3 with Li et al. (2016), a hypothesis was formulated
that suggests a potential relationship between layer thickness and the vertical
wavelength of gravity waves. It might be interesting to consider that longer
wavelengths of gravity waves potentially result in thicker layers. Further in-
vestigations could explore this hypothesis and potentially utilize PMSE obser-
vations at these altitudes to infer the wavelength of gravity waves.

Results indicates a positive correlation between electron density at 92 km and
layer thickness across all layers and solar conditions, except in the case of four
multilayers during solarminimum. A similar correlation was also observed be-
tween electron density and echo power, especially for mono layers and during
solar maximum, as noted by Rauf et al. (2018). This suggests that under these
conditions, higher ionization levels at 92 km altitude could result in stronger
PMSE, reflected in higher echo power. The correlation between electron den-
sity and layer thickness is high, except for sets of 4 multilayers during solar
minimum. This correlation was highest for solar maximum and mono lay-
ers, indicating that thicker mono layers are common at higher ionization lev-
els. Comparing the results with Li et al. (2016) suggests a hypothetical link
between layer thickness and the vertical wavelength of gravity waves, where
larger wavelengths could lead to thicker layers. Future research could explore
this hypothesis further, possibly enabling the inference of gravity wave wave-
lengths from PMSE observations.

It remains challenging to determine whether the results presented here align
with the hypothesis by Li et al. (2016) that gravity waves are the causal agent
for PMSE, or if they support the counterargument proposed by Wilms et al.
(2013). It is well established that both NLC and PMSE require the presence
of ice particles to exist. Li et al. (2016) demonstrated a relationship between
the vertical wavelength of gravity waves and the number and width of PMSE
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multilayers. Conversely, Wilms et al. (2013) argued that NLC do not depend
on gravity waves for their formation. It is essential to remember that, despite
their similarities, PMSE and NLC are distinct phenomena. NLC are visible to
the naked eye and do not require radar for observation, whereas PMSE are de-
tected only by radar. For PMSE detection, ice particles must be charged, and
free electrons must be present at these altitudes, as the incoherent scatter
radar detects the electrons. Additionally, the ice particles must be structured
at the Bragg wavelengths of the radar. Gravity wave breaking can induce tur-
bulence at mesopause altitudes, which can organize the ice particles in a way
that allows PMSE to be observed by the radar. However, NLCs are composed of
larger ice particles, providing a sufficiently large surface to reflect enough light
to be visible to the naked eye. They can also be detected by LIDAR, (Schäfer
et al., 2020). Not all conditions required for observing PMSE are necessary for
NLC.

Both during solar maximum and minimum, mono layers showed the low-
est average electron density for their respective periods, although this trend
was weak. This might imply that higher ionospheric electron densities could
be necessary for multi-layered PMSE formation, although this hypothesis re-
quires further investigation.

A parallel can be made between the findings of Paper 3 and the study form
Schäfer et al. (2020), where a similar occurrence rates were found for thick
layer formation of more than 1 km thickness. The similarities between PMSE
and NLC multi-layer formation suggest that insights from NLC research could
inform PMSE studies.

While the formationmechanisms of PMSE are somewhat understood, the pre-
cise conditions leading to multi-layered PMSE formation remain unclear and
would benefit from further research. Hoffmann et al. (2005) suggested that
PMSE layering could be explained by the stratification of ice particles due to
successive nucleation cycles near themesopause, followed by growth and sed-
imentation. Other studies hypothesized links between PMSE multi-layers and
gravity waves (Li et al., 2016), (Hoffmann et al., 2005). The formation of multi-
layered PMSE is hypothesized to be influenced by gravity waves that trans-
port particles into regions characterized by low temperatures and variable al-
titudes. Under these conditions, ice particles can form and grow. This process
may affect the size of the ice particles, which in turn could impact their spatial
distribution through sedimentation and potentially influence the formation of
multiple layers. Consequently, future research could focus on exploring the re-
lationships between multi-layered PMSE formation, winds, and gravity waves.
For instance, gravity waves could be measured using the EISCAT radar, as sug-
gested by Günzkofer et al. (2023).

The Manda code, specially designed by EISCAT to study PMSE, has an altitude
resolution limit of 0.36 km. Considering the narrow altitude range of interest,
which spans only 10 km from 80 km to 90 km, and the investigation of up
to 4 multilayers within this interval, the resolution might have contributed to



4.4. PMSE MULTILAYERS DURING SOLAR MAXIMUM AND SOLAR MINIMUM 35

Figure 4.6: Representation of the monthly smoothed sunspot number in blue, and
the F10.7 cm flux in orange over the years 2005 to 2022. The F10.7 flux is expressed
in sfu, where 1sfu = 10−22W.m−2.Hz−1. The black frames represent the time periods
from which the data for Paper 3 was selected. The data in the smoothed sunspot
number graph are obtained from observed monthly mean sunspot numbers, both
of which can be found on the Royal Observatory of Belgium website. The values in
the smoothed F10.7 cm solar flux graph are derived from daily 10.7 cm solar flux val-
ues adjusted to 1 Astronomical Unit (A.U.) and can be found on the Australian Space
Weather Forecasting Centre website. The observed monthly mean values in both
graphs were obtained using a 13-month running filter for smoothing.

some p-values being above the relative threshold for statistical significance.
For future research, utilizing a radar with better resolution at PMSE altitudes
could provide more precise mean altitudes for each mono- and multilayer,
enabling a more accurate comparison between them.

Gaining insights into the thermodynamic and fluid dynamic processes at alti-
tudes of 80 to 90 km requires a thorough understanding of the complex in-
teractions involved in PMSE formation. Although statistically significant differ-
ences are observed in data collected during solar maximum and solar mini-
mum when considering all layers, further research is necessary to determine
the underlying causes of these variations.

Key Findings of the Study

In summary, Paper 3 investigated PMSE, with a specific focus on the character-
istics of multi-layered PMSE structures and their response to variations in the
solar cycle, encompassing both solar maximum and minimum phases. Dif-
ferences were identified between solar maximum and minimum conditions,
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alongside other significant findings discussed above. The key results are high-
lighted below.

• Differences between Solar Maximum and Solar Minimum: On average,
PMSE layers exhibit higher altitude, echo power, and thickness during solar
maximum compared to solar minimum. Additionally, lower altitudes of PMSE
were observed during the solar minimum period (2019 and 2020) compared
to the solar maximum period (2013 to 2015).

• Altitude Patterns in Multilayer Sets: An analysis of individual layers within
multilayer sets shows a consistent pattern: both during solar maximum and
minimum, the altitude of the top layer increases with the number of multi-
layers. On the other side, the lowest layer almost always aligns with the NLC
altitude as reported by Fiedler et al. (2003) of 83.3 km.

• Layer Thickness and Echo Power: The analysis indicates that the thickness
of PMSE layers decreases as the number of multilayers increases, accompa-
nied by a reduction in echo power with more multilayers. This observation
suggests a potential relationship between the number of layers, echo power,
and thickness.

• Correlation Between Electron Density and Layer Properties: A positive
correlation was observed between electron density at an altitude of 92 km and
layer thickness. Similarly, a correlation was found between electron density
and echo power. These findings suggest that higher ionization levels at this
altitude may lead to stronger PMSE, as reflected in increased echo power.

• Electron Density Variations: During both solar maximum and minimum,
mono layers exhibited the lowest average electron density for their respective
periods, although this trend was relatively weak. This observation might im-
ply that higher ionospheric electron densities are required for the formation
of multi-layered PMSE, although further research is needed to confirm this hy-
pothesis.



Chapter 5

Summary and future work

Exploring PMSE can help in climate change research as it offers insights into
the water vapor and temperature within the mesosphere. PMSE have been
largely investigated for decades, however the study of PMSE multilayers has
received limited attention. A few studies such as those from Hoffmann et al.
(2005) and Rauf et al. (2018) have investigated PMSEmultilayers but themeth-
ods they used to identify PMSE data can be improved upon.

In this thesis project, a statistical analysis for identifying and segmenting PMSE
from the EISCAT VHF data was implemented. In the past, PMSE detection
methods employed threshold on back-scattered power in an altitude range of
80-90 km. The threshold-based approach has limitations; using a high thresh-
old value for back-scattered power ensures that only PMSE data with high sig-
nal strength is considered, however, it also results in PMSE data with lower
back-scattered power being ignored from the analysis. On the other hand, ap-
plying a lower threshold can potentially include non-PMSE data in the analysis.

To address these challenges, a classification model based on random forests
with a set of parameters that enables the selection of PMSE data was em-
ployed. By using this model on EISCAT VHF data, PMSE data was obtained as
the output. This output did not require a high back-scattered power thresh-
old for filtering and allowed a larger number of data points for consideration
in the analysis. Compared to threshold-based approaches, a larger number
of PMSE radar echoes were classified by the proposed random forests based
method. This enabled the finer details of PMSE to be explored by examining
both monolayer and multilayer structures.

The random forest based classificationmodel does suffer fromoccasionalmis-
classifications. This happens when the back-scattered power of PMSE is low,
or is of the same order of magnitude as the back scattered power of the iono-
spheric background. In this case, PMSE data can be misclassified as one of
the backgrounds, or else the ionospheric background can be misclassified as
PMSE. A possible way to address this in the future is to label more data with
different ionospheric conditions, which could lead to a better classification.

The main focus of this thesis was the investigation of PMSE, with the central

37
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question being: how do the characteristics of PMSE multi-layered structures
change between solar minimum and solar maximum. After applying the clas-
sificationmodel to 230 hours of EISCAT VHF observations, encompassing both
the solar maximum phase of the solar cycle (years 2013, 2014, and 2015), and
the solar minimum phase (years 2019 and 2020), the findings indicated that
on average, during solar maximum, PMSE exhibited higher values in altitude,
echo power, and layer thickness as compared to solar minimum. As expected,
the electron density at 92 km altitude is higher on average during solar maxi-
mum.

The results of this thesis project are consistent with the conclusions of Hoff-
mann et al. (2005), who examined the altitude and occurrence rates of both
single and multiple layers. Furthermore, when focusing on the lowest layer
within these multilayer sets, it generally matches the NLC altitude of 83.3 km,
as reported by Fiedler et al. (2003). Additionally, recent work by Vellalassery
et al. (2024) explores NLC variability throughout the solar cycle, and the results
from Paper 3 are consistent with those findings.

The obtained results in the thesis project are also consistent with the findings
of Li et al. (2016) where they found that the thickness of multi layers decreases
with increasing number of multilayers.

Themechanism of the formation of PMSEmight be presently well understood,
however the exact conditions leading to multi-layered PMSE formation re-
mains unclear, and further investigation is required. As discussed in Paper
3, other factors besides the sole influence of the solar cycle might play an im-
portant role inmultilayer PMSE formation. As a suggestion for future research,
it would be worth investigating the connections between multi-layered PMSE
formation and winds and gravity waves rather than solely focusing on the so-
lar cycle. A potential method for measuring gravity waves involves the use
of the EISCAT radar, as discussed by (Günzkofer et al., 2023). This could offer
a path for future measurements of gravity waves during PMSE events. While
differences between the results fromobservations during solarmaximumand
during solarminimumconsidering all the layers together are statistically signif-
icant, the cause for the differences needs to be further investigated by future
studies.

In order to gainmore insight into the distinction ofmean altitudes formultilay-
ers during various solar cycle phases, alternative radars or operating modes
offering a better resolution in the 80-90 km altitude range could be employed
for investigation. Future studies could also explore the use of the classification
model implemented in this thesis project on more data, potentially using the
EISCAT 3D radar (McCrea et al., 2015) that is currently under construction to
cover more than one solar cycle for a more comprehensive understanding of
PMSE.

In summary, gaining insights into the processes occurring at altitudes rang-
ing from 80 to 90 km requires a comprehensive understanding of the intri-
cate interplay among various factors involved in PMSE formation. The find-
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ings presented in this thesis offer evidence suggesting potential relationships
between PMSE properties and gravity wave vertical wavelength, ice particle
size, and electron density. The utilized method can help in investigating PMSE
phenomena in the future at a broader scale.
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Abstract: Polar Mesospheric Summer Echoes (PMSE) are distinct radar echoes from the Earth’s upper
atmosphere between 80 to 90 km altitude that form in layers typically extending only a few km in
altitude and often with a wavy structure. The structure is linked to the formation process, which at
present is not yet fully understood. Image analysis of PMSE data can help carry out systematic
studies to characterize PMSE during different ionospheric and atmospheric conditions. In this
paper, we analyze PMSE observations recorded using the European Incoherent SCATter (EISCAT)
Very High Frequency (VHF) radar. The collected data comprises of 18 observations from different
days. In our analysis, the image data is divided into regions of a fixed size and grouped into three
categories: PMSE, ionosphere, and noise. We use statistical features from the image regions and
employ Linear Discriminant Analysis (LDA) for classification. Our results suggest that PMSE regions
can be distinguished from ionosphere and noise with around 98 percent accuracy.

Keywords: polar mesospheric summer echoes (PMSE); linear discriminant analysis (LDA)

1. Introduction

Radar observations at mid and high latitudes detect during the Arctic summer months
echoes that originate from 80 to 90 km altitude, i.e., in the mesosphere [1]. These Polar
Mesospheric Summer Echoes (PMSE) are radio waves scattered at spatial structures in the
distribution of the free electrons which form in the presence of ice particles and neutral
air turbulence [2,3]. The charging of ice particles influences the electron distribution and
the radar echoes can in this way detect ice particles with small dimensions that are not
or only partly observed with optical methods [3]. The larger among the ice particles are
visible to the human eye in Noctilucent Clouds (NLC). NLC originate from larger particles
than PMSE. Both PMSE and NLC form when the mesosphere is the coldest. We refer the
reader to a detailed review of the early observations of PMSE [2] and to an overview of the
understanding of this phenomenon [3].

Both PMSE and NLC occur at altitudes that are difficult to study due to poor ac-
cessibility. In situ measurements in the mesosphere can be made from rockets, but only
during short time intervals. Radar measurements from the ground remain a good option for
observational studied and can be made independently from weather conditions. Therefore,
PMSE provide an interesting tool for local long-term studies of ice particles and their
interactions in the mesosphere. For example, the 53.5 MHz Middle Atmosphere Alomar
Radar System (MAARSY) on Andøya provides information on the occurrence rate of PMSE
on a yearly and diurnal scale and their altitude [4].

The European Incoherent SCATter (EISCAT) radars are high-power, large-aperture
radars and they also detect PMSE. They are, however primarily designed to study in-
coherent scatter, a process that depends on electron density and hence ionization in the
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upper atmosphere [5]. The ionization is influenced by sunlight, energetic particle precipita-
tion, and other phenomena of the Arctic ionosphere that also influence the PMSE process.
While it is interesting to study both phenomena at the same time, this complicates the
analysis since the PMSE signal, and the incoherent scatter signal need to be separated.
Figure 1 illustrates a typical EISCAT observation. The image displays PMSE in horizontal
wavy layers between 80 and 90 km and incoherent scatter from the ionospheric electrons
above. Figure 1 also shows that, for part of the observation a strong ionospheric signal
extends down almost to 70 km. This illustrates that altitude is not a sufficient criterion
to distinguish both components. While both signals can be distinguished by means of
their different frequency distributions [3,5], those can only be studied involving additional
data. We here attempt to make a separation based on data sets like the one shown in
Figure 1. The separation of image regions is also of interest for future studies to compare
the occurrence of PMSE and NLC [6]. We follow this recent work [6] to analyze NLC
images and start by considering Linear Discriminant Analysis (LDA).
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Figure 1. An example of a raw image with typical PMSE event analyzed with LDA in the latter part
of this paper. The data used to plot this image is from the 10th of August 2015 over an altitude from
50 to 210 km altitude.

Our study investigates the separability of PMSE from noise background and iono-
spheric background regions in EISCAT observations. This study is further motivated
because a new radar, EISCAT_3D [7] is at present under construction. It will allow us
to observe PMSE in the same volume from three different sites and hence provide more
information on the motion of the structures that form the PMSE [8]. Analysis tools need to
be developed in order to compare the observations from the different sites. The EISCAT_3D
can also be used for monitoring observations with the perspective to provide a large data
set for statistical analysis.

We introduce the statistical methods applied in Section 2, describe the analysis process
in Section 3, and present and discuss the results in Section 4. We draw a short conclusion
(Section 5) and give additional information in the Appendix A.
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2. Methods
2.1. Linear Discriminant Analysis (LDA)

LDA, also known as Fischer′s discriminant analysis [9] considers two classes of
distributions, µ1 and µ2 and covariances Σ1 and Σ2, where the separation criterion J(

Remote Sens. 2021, 13, x FOR PEER REVIEW 3 of 11 
 

 

2. Methods 
2.1. Linear Discriminant Analysis (LDA) 

LDA, also known as Fischer′s discriminant analysis [9] considers two classes of dis-
tributions, μ1 and μ2 and covariances Σ1 and Σ2, where the separation criterion ܬሺइሻ	be-
tween the two is defined by the ratio of variance between classes and within classes as: ܬሺइሻ ൌ 	 इ்ܵ஻	इइ்ܵௐ	इᇱ	 (1)

In this expression, इ is a vector that is normal to the discriminant hyperplane, T 
denotes the transpose and ܵ஻ and ܵௐ describe between and within-class scatter respec-
tively. They are: ܵ஻ ൌ ሺߤଵ െ ଵߤଶሻሺߤ െ 	,ଶሻ்ߤ (2)ܵௐ ൌ 	 ሺΣଵ ൅ Σଶሻ	 (3)

The results obtained from the two-class case can be extended to three and more clas-
ses. For more details, please see [10]. 

In order to analyze the separability of the three distinct classes corresponding to the 
PMSE, background noise, and ionospheric background, we selected smaller image regions 
or window sizes from the complete images as shown in Figure 2. We apply the LDA al-
gorithm on these image windows; the features used for LDA are a combination of low-
order statistics: mean and standard deviation and higher-order statistics: skewness and 
kurtosis.  

 
Figure 2. Figure showing the way windows are collected. The whole image is plotted in black and 
white. Targeted day (dd.mm.yyyy): 10.08.2015. Smaller image regions or window sizes are col-
lected from the complete image, and correspond to the 3 different classes, respectively: Red win-
dow for the PMSE group; Blue window for the background noise group; Green window for the 
ionospheric background group. 

2.2. Skewness and Kurtosis 
Skewness is a measure of asymmetry or the extent to which a given distribution dif-

fers from a normal distribution [10]. For a random variable ܺ, the skewness ܵሾܺሿ is cal-
culated by its standardized third central moment as [11], 

)
between the two is defined by the ratio of variance between classes and within classes as:

J(

Remote Sens. 2021, 13, x FOR PEER REVIEW 3 of 11 
 

 

2. Methods 
2.1. Linear Discriminant Analysis (LDA) 

LDA, also known as Fischer′s discriminant analysis [9] considers two classes of dis-
tributions, μ1 and μ2 and covariances Σ1 and Σ2, where the separation criterion ܬሺइሻ	be-
tween the two is defined by the ratio of variance between classes and within classes as: ܬሺइሻ ൌ 	 इ்ܵ஻	इइ்ܵௐ	इᇱ	 (1)

In this expression, इ is a vector that is normal to the discriminant hyperplane, T 
denotes the transpose and ܵ஻ and ܵௐ describe between and within-class scatter respec-
tively. They are: ܵ஻ ൌ ሺߤଵ െ ଵߤଶሻሺߤ െ 	,ଶሻ்ߤ (2)ܵௐ ൌ 	 ሺΣଵ ൅ Σଶሻ	 (3)

The results obtained from the two-class case can be extended to three and more clas-
ses. For more details, please see [10]. 

In order to analyze the separability of the three distinct classes corresponding to the 
PMSE, background noise, and ionospheric background, we selected smaller image regions 
or window sizes from the complete images as shown in Figure 2. We apply the LDA al-
gorithm on these image windows; the features used for LDA are a combination of low-
order statistics: mean and standard deviation and higher-order statistics: skewness and 
kurtosis.  

 
Figure 2. Figure showing the way windows are collected. The whole image is plotted in black and 
white. Targeted day (dd.mm.yyyy): 10.08.2015. Smaller image regions or window sizes are col-
lected from the complete image, and correspond to the 3 different classes, respectively: Red win-
dow for the PMSE group; Blue window for the background noise group; Green window for the 
ionospheric background group. 

2.2. Skewness and Kurtosis 
Skewness is a measure of asymmetry or the extent to which a given distribution dif-

fers from a normal distribution [10]. For a random variable ܺ, the skewness ܵሾܺሿ is cal-
culated by its standardized third central moment as [11], 

) =

Remote Sens. 2021, 13, x FOR PEER REVIEW 3 of 11 
 

 

2. Methods 
2.1. Linear Discriminant Analysis (LDA) 

LDA, also known as Fischer′s discriminant analysis [9] considers two classes of dis-
tributions, μ1 and μ2 and covariances Σ1 and Σ2, where the separation criterion ܬሺइሻ	be-
tween the two is defined by the ratio of variance between classes and within classes as: ܬሺइሻ ൌ 	 इ்ܵ஻	इइ்ܵௐ	इᇱ	 (1)

In this expression, इ is a vector that is normal to the discriminant hyperplane, T 
denotes the transpose and ܵ஻ and ܵௐ describe between and within-class scatter respec-
tively. They are: ܵ஻ ൌ ሺߤଵ െ ଵߤଶሻሺߤ െ 	,ଶሻ்ߤ (2)ܵௐ ൌ 	 ሺΣଵ ൅ Σଶሻ	 (3)

The results obtained from the two-class case can be extended to three and more clas-
ses. For more details, please see [10]. 

In order to analyze the separability of the three distinct classes corresponding to the 
PMSE, background noise, and ionospheric background, we selected smaller image regions 
or window sizes from the complete images as shown in Figure 2. We apply the LDA al-
gorithm on these image windows; the features used for LDA are a combination of low-
order statistics: mean and standard deviation and higher-order statistics: skewness and 
kurtosis.  

 
Figure 2. Figure showing the way windows are collected. The whole image is plotted in black and 
white. Targeted day (dd.mm.yyyy): 10.08.2015. Smaller image regions or window sizes are col-
lected from the complete image, and correspond to the 3 different classes, respectively: Red win-
dow for the PMSE group; Blue window for the background noise group; Green window for the 
ionospheric background group. 

2.2. Skewness and Kurtosis 
Skewness is a measure of asymmetry or the extent to which a given distribution dif-

fers from a normal distribution [10]. For a random variable ܺ, the skewness ܵሾܺሿ is cal-
culated by its standardized third central moment as [11], 

TSB

Remote Sens. 2021, 13, x FOR PEER REVIEW 3 of 11 
 

 

2. Methods 
2.1. Linear Discriminant Analysis (LDA) 

LDA, also known as Fischer′s discriminant analysis [9] considers two classes of dis-
tributions, μ1 and μ2 and covariances Σ1 and Σ2, where the separation criterion ܬሺइሻ	be-
tween the two is defined by the ratio of variance between classes and within classes as: ܬሺइሻ ൌ 	 इ்ܵ஻	इइ்ܵௐ	इᇱ	 (1)

In this expression, इ is a vector that is normal to the discriminant hyperplane, T 
denotes the transpose and ܵ஻ and ܵௐ describe between and within-class scatter respec-
tively. They are: ܵ஻ ൌ ሺߤଵ െ ଵߤଶሻሺߤ െ 	,ଶሻ்ߤ (2)ܵௐ ൌ 	 ሺΣଵ ൅ Σଶሻ	 (3)

The results obtained from the two-class case can be extended to three and more clas-
ses. For more details, please see [10]. 

In order to analyze the separability of the three distinct classes corresponding to the 
PMSE, background noise, and ionospheric background, we selected smaller image regions 
or window sizes from the complete images as shown in Figure 2. We apply the LDA al-
gorithm on these image windows; the features used for LDA are a combination of low-
order statistics: mean and standard deviation and higher-order statistics: skewness and 
kurtosis.  

 
Figure 2. Figure showing the way windows are collected. The whole image is plotted in black and 
white. Targeted day (dd.mm.yyyy): 10.08.2015. Smaller image regions or window sizes are col-
lected from the complete image, and correspond to the 3 different classes, respectively: Red win-
dow for the PMSE group; Blue window for the background noise group; Green window for the 
ionospheric background group. 

2.2. Skewness and Kurtosis 
Skewness is a measure of asymmetry or the extent to which a given distribution dif-

fers from a normal distribution [10]. For a random variable ܺ, the skewness ܵሾܺሿ is cal-
culated by its standardized third central moment as [11], 

Remote Sens. 2021, 13, x FOR PEER REVIEW 3 of 11 
 

 

2. Methods 
2.1. Linear Discriminant Analysis (LDA) 

LDA, also known as Fischer′s discriminant analysis [9] considers two classes of dis-
tributions, μ1 and μ2 and covariances Σ1 and Σ2, where the separation criterion ܬሺइሻ	be-
tween the two is defined by the ratio of variance between classes and within classes as: ܬሺइሻ ൌ 	 इ்ܵ஻	इइ்ܵௐ	इᇱ	 (1)

In this expression, इ is a vector that is normal to the discriminant hyperplane, T 
denotes the transpose and ܵ஻ and ܵௐ describe between and within-class scatter respec-
tively. They are: ܵ஻ ൌ ሺߤଵ െ ଵߤଶሻሺߤ െ 	,ଶሻ்ߤ (2)ܵௐ ൌ 	 ሺΣଵ ൅ Σଶሻ	 (3)

The results obtained from the two-class case can be extended to three and more clas-
ses. For more details, please see [10]. 

In order to analyze the separability of the three distinct classes corresponding to the 
PMSE, background noise, and ionospheric background, we selected smaller image regions 
or window sizes from the complete images as shown in Figure 2. We apply the LDA al-
gorithm on these image windows; the features used for LDA are a combination of low-
order statistics: mean and standard deviation and higher-order statistics: skewness and 
kurtosis.  

 
Figure 2. Figure showing the way windows are collected. The whole image is plotted in black and 
white. Targeted day (dd.mm.yyyy): 10.08.2015. Smaller image regions or window sizes are col-
lected from the complete image, and correspond to the 3 different classes, respectively: Red win-
dow for the PMSE group; Blue window for the background noise group; Green window for the 
ionospheric background group. 

2.2. Skewness and Kurtosis 
Skewness is a measure of asymmetry or the extent to which a given distribution dif-

fers from a normal distribution [10]. For a random variable ܺ, the skewness ܵሾܺሿ is cal-
culated by its standardized third central moment as [11], 

TSW

Remote Sens. 2021, 13, x FOR PEER REVIEW 3 of 11 
 

 

2. Methods 
2.1. Linear Discriminant Analysis (LDA) 

LDA, also known as Fischer′s discriminant analysis [9] considers two classes of dis-
tributions, μ1 and μ2 and covariances Σ1 and Σ2, where the separation criterion ܬሺइሻ	be-
tween the two is defined by the ratio of variance between classes and within classes as: ܬሺइሻ ൌ 	 इ்ܵ஻	इइ்ܵௐ	इᇱ	 (1)

In this expression, इ is a vector that is normal to the discriminant hyperplane, T 
denotes the transpose and ܵ஻ and ܵௐ describe between and within-class scatter respec-
tively. They are: ܵ஻ ൌ ሺߤଵ െ ଵߤଶሻሺߤ െ 	,ଶሻ்ߤ (2)ܵௐ ൌ 	 ሺΣଵ ൅ Σଶሻ	 (3)

The results obtained from the two-class case can be extended to three and more clas-
ses. For more details, please see [10]. 

In order to analyze the separability of the three distinct classes corresponding to the 
PMSE, background noise, and ionospheric background, we selected smaller image regions 
or window sizes from the complete images as shown in Figure 2. We apply the LDA al-
gorithm on these image windows; the features used for LDA are a combination of low-
order statistics: mean and standard deviation and higher-order statistics: skewness and 
kurtosis.  

 
Figure 2. Figure showing the way windows are collected. The whole image is plotted in black and 
white. Targeted day (dd.mm.yyyy): 10.08.2015. Smaller image regions or window sizes are col-
lected from the complete image, and correspond to the 3 different classes, respectively: Red win-
dow for the PMSE group; Blue window for the background noise group; Green window for the 
ionospheric background group. 

2.2. Skewness and Kurtosis 
Skewness is a measure of asymmetry or the extent to which a given distribution dif-

fers from a normal distribution [10]. For a random variable ܺ, the skewness ܵሾܺሿ is cal-
culated by its standardized third central moment as [11], 

′ (1)

In this expression,

Remote Sens. 2021, 13, x FOR PEER REVIEW 3 of 11 
 

 

2. Methods 
2.1. Linear Discriminant Analysis (LDA) 

LDA, also known as Fischer′s discriminant analysis [9] considers two classes of dis-
tributions, μ1 and μ2 and covariances Σ1 and Σ2, where the separation criterion ܬሺइሻ	be-
tween the two is defined by the ratio of variance between classes and within classes as: ܬሺइሻ ൌ 	 इ்ܵ஻	इइ்ܵௐ	इᇱ	 (1)

In this expression, इ is a vector that is normal to the discriminant hyperplane, T 
denotes the transpose and ܵ஻ and ܵௐ describe between and within-class scatter respec-
tively. They are: ܵ஻ ൌ ሺߤଵ െ ଵߤଶሻሺߤ െ 	,ଶሻ்ߤ (2)ܵௐ ൌ 	 ሺΣଵ ൅ Σଶሻ	 (3)

The results obtained from the two-class case can be extended to three and more clas-
ses. For more details, please see [10]. 

In order to analyze the separability of the three distinct classes corresponding to the 
PMSE, background noise, and ionospheric background, we selected smaller image regions 
or window sizes from the complete images as shown in Figure 2. We apply the LDA al-
gorithm on these image windows; the features used for LDA are a combination of low-
order statistics: mean and standard deviation and higher-order statistics: skewness and 
kurtosis.  

 
Figure 2. Figure showing the way windows are collected. The whole image is plotted in black and 
white. Targeted day (dd.mm.yyyy): 10.08.2015. Smaller image regions or window sizes are col-
lected from the complete image, and correspond to the 3 different classes, respectively: Red win-
dow for the PMSE group; Blue window for the background noise group; Green window for the 
ionospheric background group. 
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is a vector that is normal to the discriminant hyperplane, T de-
notes the transpose and SB and SW describe between and within-class scatter respectively.
They are:

SB = (µ1 − µ2)(µ1 − µ2)
T , (2)

SW = (Σ1 + Σ2) (3)

The results obtained from the two-class case can be extended to three and more classes.
For more details, please see [10].

In order to analyze the separability of the three distinct classes corresponding to
the PMSE, background noise, and ionospheric background, we selected smaller image
regions or window sizes from the complete images as shown in Figure 2. We apply the
LDA algorithm on these image windows; the features used for LDA are a combination of
low-order statistics: mean and standard deviation and higher-order statistics: skewness
and kurtosis.
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Figure 2. Figure showing the way windows are collected. The whole image is plotted in black and
white. Targeted day (dd.mm.yyyy): 10.08.2015. Smaller image regions or window sizes are collected
from the complete image, and correspond to the 3 different classes, respectively: Red window for
the PMSE group; Blue window for the background noise group; Green window for the ionospheric
background group.

2.2. Skewness and Kurtosis

Skewness is a measure of asymmetry or the extent to which a given distribution differs
from a normal distribution [10]. For a random variable X, the skewness S[X] is calculated
by its standardized third central moment as [11],

S[X] = E

[(
X− µ

σ

)3
]

(4)
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where µ is the mean, σ is the standard deviation, and E is the average or expected value.
The values of S[X] can be positive, negative, zero, or undefined.

Kurtosis is a measure of outliers in a distribution. For a random variable X, the kurtosis
K[X] is defined by its fourth standardized moment as [12],

K[X] = E

[(
X− µ

σ

)4
]

(5)

2.3. Input Data

In this study, we use 18 images taken during four different years with the EISCAT
Very High Frequency (VHF, 224 MHz) radar located near Tromsø (69.58◦N, 19.2272◦E).
The data which is given in ASCII format, denotes the electron density (NEL) in regions
of incoherent scatter [13] and a signal proportional to the backscattered power in the
PMSE [13]. The incoherent scatter can be described as the scattering of the electromagnetic
waves at free electrons. As described in a theoretical work [14], it is possible to deduce the
total amount of electrons in the targeted area based on the total energy received.

3. Procedure

The dataset consists of 18 images with PMSE observations in different time intervals.
The details of the 18 selected observations for the study are listed in Table A1 in the
appendix. For each group, eight image regions or windows are collected. This means that
there are 8× 3 = 24 windows for every image. Figure 2 shows the three different classes of
an image: PMSE, background noise, and ionospheric background. We use default window
size of 100 by 100 pixels (see Section 4).

As shown in Figure 3, the histograms′ grayscale distributions look different for the
three classes. The one for the PMSE (Figure 3a) has the largest standard deviation. The one
for the ionospheric background class (Figure 3b) has the lowest standard deviation and
the highest mean. For the background noise, the mean value is the lowest of all, and the
standard deviation is low as well. These differences in the three classes imply that they
can be separated using mean and standard deviation. One can also notice that Figure 3a
looks like a combination of the distributions seen in Figure 3b,c, and some high intensity
grayscale values. PMSE occur at an altitude where background noise and ionospheric
background are partially present, this means that the grayscale histogram distribution of
PMSE (shown in Figure 3a) can vary depending on the window size and the proportional
presence of background noise and ionospheric background. In Figure 3, the grayscale
values are in the range [0–255], 0 being black and 255 being white.
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Figure 3. Selected histograms showing the differences in the grayscale distribution for the 3 different classes being: (a) PMSE;
(b) ionospheric background; (c) background noise. Targeted day (dd.mm.yyyy): 10.08.2015. The grayscale values are in the
range [0,255]. The vertical scale shows the number of pixels.
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4. Results

The accuracy of classification is defined as the ratio of number of correctly predicted
image regions to that of all the image regions used for testing. Table 1 shows the accuracies
obtained by using a window size of 100 by 100 pixels and four different combinations of
parameters: mean standard deviation, skewness, and kurtosis.

Table 1. This table shows the accuracies in percent of different LDA for a window size of 100 × 100
pixels and 4 different sets of parameters. Values written in bold font are the highest.

Window Size M M, Std 1 M, Std, Sk 2 M, Std, Sk, K 3

100 93.26 ± 1.87 97.05 ± 0.91 96.21 ± 0.87 97.05 ± 1.40
1 Std: Standard deviation. 2 Sk: Skewness. 3 K: Kurtosis.

From the complete dataset, 70 percent is used for training, i.e., 302 out of 432 samples,
and 30 percent is used for testing i.e., 130 samples. The training and testing samples are
randomly selected.

In Figure 4, we visualize the separation of the whole data into the three classes
i.e., PMSE, background noise, and ionospheric background by using a window size of 100
by 100 pixels and mean and standard deviation as two dimensions for LDA. Furthermore,
the results in the figure show that there are only 6 misclassifications out of 130 samples
used for testing.
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Figure 4. Plot representing the LDA using 30 percent of the whole dataset, used for predicting.
Two dimensions are used here: mean and standard deviation. The different colored dots and corre-
spondingly colored shaded areas represent the different classes. Blue symbols represent the back-
ground noise class, green symbols represent the ionospheric background class, and red symbols
represent the PMSE class. The pink lines represent the linear separation between the 3 groups. Here,
the accuracy of the separation is 93.94.

We also use LDA for different window sizes ranging from 60 to 200 pixels, the resulting
variation of the accuracy is shown in Figure 5 (see also Table A2 in the Appendix A).
We reach best accuracies within 90 percent for window sizes ranging from 100 to 180 pixels
with the best value of 98.18 percent for window size of 160 by160 pixels and including all
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four parameters. We chose the window size of 100 by100 pixels as a compromise between
size and accuracy.
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The results for accuracies pertaining to training and test data are shown in Table A3,
we can observe that they show comparable accuracies. The classification accuracies shown
in Figure 5 are obtained by taking an average over 10 iterations of randomly selecting
the training and testing data from the dataset. We also test 10, 100 and 1000 iterations,
the results are shown in Tables A4–A6, indicate that there are no significant differences in
the accuracy values obtained from the different iterations.

5. Discussion

The best accuracies are obtained with two different sets of parameters as shown in
Table 1. The first one is mean and standard deviation, and the second one is using all the
four parameters: mean, standard deviation, skewness, and kurtosis.

In Figure 5, we can see that almost all the different sets of parameters are following a
similar trend, i.e., the accuracy is improving with a larger window size up to 180 pixels,
after which the accuracy starts to decrease. In this study, the time scale and the altitude
scale of the images are not consistent, they are varying from one image to another without
influencing the accuracy of the classification. In other words, a larger or smaller amount of
background data does not change much the accuracy of classification, especially for two
and more parameters.

We can notice in Figure 4, that a few PMSE got misclassified into either the ionospheric
background class or the background noise class. This can be possibly attributed to the fact
that the PMSE occurs at the boundary altitude between the ionospheric signal region and
the background noise region. Therefore, if the PMSE is not strong, or if its intensity is close
to the background noise intensity, it can get misclassified. Figures 6 and 7 show examples
of PMSE events when misclassifications happened. In Figure 6, a few examples of samples
belonging to the PMSE class were misclassified as belonging to the background noise class.
Figure 7 shows a case where PMSE samples got misclassified as ionospheric background.
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Figure 7. Case of a PMSE from the 30 of June 2008 during which a misclassification of a PMSE window
as ionospheric background happened. The white squares represent PMSE windows classified in the
right group during the LDA, while the orange windows represent examples of misclassifications
where the PMSE signal looks almost as intense as the ionospheric background.

The ionospheric background class can also be misclassified as PMSE, but the back-
ground noise is never misclassified. One possible explanation for this is that the ionospheric
background can vary from one image to another. Figure 8 presents two images (7 July 2010
and 10 August 2015) with very different ionospheric backgrounds. It is homogeneous in
the 2010 image while in the 2015 image it displays vertical stripes, a curtain-like structure.
This pattern extends lower down in altitude and overlaps with the PMSE altitude, possibly
explaining the misclassification.
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Table A1. This table lists the dates given in (day. month. year) that are used for the LDA and universal
time (UTC) of observation given in (hour: minutes: seconds).

Dates
(dd.mm.yyyy)

Start Time in UTC 1

(hh:mm:ss)
End Time in UTC

(hh:mm:ss)

28.06.2008 07:58:33 08:36:18

30.06.2008 07:59:38 12:07:30

02.07.2008 10:24:30 11:59:02

10.06.2009 09:03:42 11:56:09

11.06.2009 09:03:42 11:59:12

14.07.2009 08:19:33 11:33:15

16.07.2009 08:47:30 10:06:26

17.07.2009 07:49:44 11:59:30

26.07.2009 08:00:29 11:59:22

30.07.2009 12:15:29 15:59:08

07.07.2010 00:00:30 21:59:27

08.07.2010 09:00:42 12:59:03

09.08.2015 00:00:26 01:59:26

10.08.2015 09:14:40 16:12:28

12.08.2015 20:04:40 23:59:28

13.08.2015 00:00:28 01:59:26

19.08.2015 00:00:28 01:59:26

20.08.2015 00:00:28 01:59:26
1 Start time in UTC does not mean the start of a PMSE event. In fact, the observation time does not necessarily
mean that a PMSE is happening during the whole time frame, nor that the PMSE is centered around the middle
of the time frame. Nevertheless, there is a PMSE event in every image.

The detail of the testing accuracies used to plot Figure 5 is listed in the following Table A2.

Table A2. This table shows the testing accuracies in percent of different LDA that are conducted over
the same dataset.

Window Size M 1 M, Std 2 M, Std, Sk 3 M, Std, Sk, K 4

60 84.39 ± 1.96 92.58 ± 1.00 93.41 ± 2.05 93.71 ± 1.82

80 89.24 ± 1.88 97.50 ± 1.43 95.91 ± 1.20 95.23 ± 1.19

100 93.26 ± 1.87 97.05 ± 0.91 96.21 ± 0.87 97.05 ± 1.40

120 94.24 ± 2.82 96.14 ± 1.26 96.52 ± 1.25 97.50 ± 1.07

140 94.92 ± 1.68 95.83 ± 1.09 96.97 ± 1.29 97.80 ± 1.10

160 95.76 ± 1.20 94.85 ± 1.46 96.36 ± 1.55 98.18 ± 0.81

180 96.14 ± 1.61 94.62 ± 1.45 97.05 ± 1.69 96.67 ± 1.39

200 95.15 ± 1.14 92.65 ± 1.07 96.82 ± 1.63 95.76 ± 1.56
1 M: Mean. 2 Std: Standard deviation. 3 Sk: Skewness. 4 K: Kurtosis.

The detail of the training accuracies used to plot Figure 5 is listed in the following
Table A3.
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Table A3. This table shows the training accuracies in percent of different LDA that are conducted
over the same dataset.

Window Size M 1 M, Std 2 M, Std, Sk 3 M, Std, Sk, K 4

60 84.53 ± 0.88 93.00 ± 0.68 93.63 ± 0.71 94.23 ± 0.79

80 88.50 ± 0.79 96.47 ± 0.53 95.93 ± 0.52 95.57 ± 0.59

100 92.57 ± 0.82 96.93 ± 0.49 97.00 ± 0.75 97.20 ± 0.63

120 94.67 ± 0.63 96.63 ± 0.33 96.60 ± 0.56 97.87 ± 0.45

140 94.80 ± 1.21 96.33 ± 0.59 96,67 ± 0.72 98.13 ± 0.42

160 95.57 ± 0.55 96.00 ± 0.44 96.87 ± 0.83 98.07 ± 0.52

180 95.73 ± 0.54 95.50 ± 0.95 97.10 ± 0.72 97.53 ± 0.59

200 95.40 ± 0.86 93.33 ± 0.80 96.57 ± 0.55 97.33 ± 0.52
1 M: Mean. 2 Std: Standard deviation. 3 Sk: Skewness. 4 K: Kurtosis.

It is important to note that the steps in altitude are not equal between lower and
higher altitudes. Figure A1 shows that the altitude scale is constant from altitudes 50 km to
100 km. From a 100 km altitude, the scale starts to be exponential. This graph describes the
data taken 10 of August 2015, but all data sets used in this study show a similar feature.

Table A4 shows the averaged accuracies after 10 runs of the LDA, Table A5 shows
the accuracies averaged after 100 runs and finally Table A6 shows the accuracies averaged
over 1000 runs.

Table A4. This table shows the testing accuracies in percent, averaged over 10 runs of LDA.

Window Size M 1 M, Std 2 M, Std, Sk 3 M, Std, Sk, K 4

60 85.53 92.58 93.64 94.70

80 89.39 96.67 95.91 95.08

100 92.88 96.29 97.05 97.20

120 94.55 96.67 96.52 97.50

140 95.00 95.83 96.44 97.50

160 95.53 95.91 96.59 97.58

180 95.91 95.15 97.12 96.59

200 94.70 92.50 97.42 96.89
1 M: Mean. 2 Std: Standard deviation. 3 Sk: Skewness. 4 K: Kurtosis.

Table A5. This table shows the testing accuracies in percent, averaged over 100 runs of LDA.

Window Size M 1 M, Std 2 M, Std, Sk 3 M, Std, Sk, K 4

60 84.71 92.62 92.89 93.98

80 88.17 96.72 95.86 95.37

100 91.88 96.83 96.54 96.90

120 94.25 96.72 96.43 97.53

140 95.05 96.14 96.39 97.55

160 95.45 95.50 96.80 97.73

180 95.88 94.90 96.82 96.91

200 95.23 92.88 96.37 96.63
1 M: Mean. 2 Std: Standard deviation. 3 Sk: Skewness. 4 K: Kurtosis.
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Table A6. This table shows the testing accuracies in percent, averaged over 1000 runs of LDA.

Window Size M 1 M, Std 2 M, Std, Sk 3 M, Std, Sk, K 4

60 84.56 92.73 93.11 93.73

80 88.44 96.66 95.79 95.45

100 92.45 96.75 96.54 97.02

120 94.42 96.51 96.61 97.55

140 95.13 96.03 96.57 97.67

160 95.53 95.63 96.66 97.68

180 95.70 95.11 96.98 96.78

200 95.02 93.02 96.65 96.55
1 M: Mean. 2 Std: Standard deviation. 3 Sk: Skewness. 4 K: Kurtosis.
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Abstract: EISCAT VHF radar data are used for observing, monitoring, and understanding Earth’s
upper atmosphere. This paper presents an approach to segment Polar Mesospheric Summer Echoes
(PMSE) from datasets obtained from EISCAT VHF radar data. The data consist of 30 observations
days, corresponding to 56,250 data samples. We manually labeled the data into three different
categories: PMSE, Ionospheric background, and Background noise. For segmentation, we employed
random forests on a set of simple features. These features include: altitude derivative, time derivative,
mean, median, standard deviation, minimum, and maximum values corresponding to neighborhood
sizes ranging from 3 by 3 to 11 by 11 pixels. Next, in order to reduce the model bias and variance,
we employed a method that decreases the weight applied to pixel labels with large uncertainty. Our
results indicate that, first, it is possible to segment PMSE from the data using random forests. Second,
the weighted-down labels technique improves the performance of the random forests method.

Keywords: space physics; upper atmosphere; random forests; segmentation

1. Introduction

Polar Mesospheric Summer Echoes (PMSE) are radar echoes that form at about 75 to
95 km altitude at polar latitudes during the summer months. A recent long-term study of
observations at 53.5 MHz made over two decades at 69 N (and many others) showed that
they appear between mid-May and the end of August and are most likely to appear in June
and July with an average occurrence of 95 percent [1].

Formation of PMSE requires the presence of turbulence, free electrons and charged
aerosols. The charged aerosols themselves contain water ice and require the presence of
very low temperature, the adequate water vapor [1–3], and nucleation centers to facilitate
heterogeneous condensation. Meteor Smoke Particles (MSP) have been identified as the
likely condensation nuclei. They result from meteor ablation and recondensation. In
addition to them, the water vapor and the cold temperature at mid and high latitudes
at the mesopause during the summer months allow the ice particles to form [4]. The
combination of neutral air turbulence and the effect of negatively charged ice particles
result in irregularities in the electron density distribution which generates the observed
radar echoes, see, e.g., [1].

PMSE and Noctilucent Clouds (NLC) are observed during a similar time of the year
and at similar heights and observations showed that the NLC tended to appear at the
bottom of PMSE [2]. PMSE and NLC have the potential to reveal details about the atmo-
sphere, including many changes during recent decades. An increase of NLC occurence
over the years has already been noticed in observations from 1964 to 1988 [5] and one could
argue that climate change may have reached the edge of space. To better understand this,
systematic studies of PMSE over time can be helpful because they reveal the existence of
water ice particles at the height where they are observed.

We aim to develop a method to investigate the thickness of PMSE, their shape, and
the variation of PMSE height with time over the years. This requires the classification
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and segmentation of the radar images that contain PMSE. For our analysis, we employ
random forests as a segmentation method. Next, we use a technique already developed
by others [6] to select labeled data points. In this paper, we focus on segmenting PMSE
signal in images of VHF (Very High Frequency) radar data from EISCAT (where EISCAT is
the name of the research organization that operates the radar). The EISCAT VHF radar is
located in Tromsø, Northern Norway and operates in the 224 MHz band. These images
are time-height color plots of the radar data. For simplicity, we will employ the term
“image” throughout this paper when referring to those plots. The parameter shown in all
these images is the equivalent electron density, i.e., the number density of free electrons
which would create an equivalent radar signal if it were due to incoherent scatter [7].
The equivalent electron density is very nearly proportional to the signal-to-noise ratio
employed by many publications with PMSE observations [e.g., [8,9]]. For the purpose of
this study, we have no use for any absolute value of PMSE strength. Therefore, we do not
calibrate the data with all the steps which would be necessary to obtain an absolute radar
reflectivity [10].

The paper is structured as follows: In Section 2, we outline the theory associated with
the method used for segmentation of the PMSE signal and the metrics we used to evaluate
its performance. In Section 3, we describe the procedure used for the segmentation of the
PMSE signal. Section 4 highlights the results obtained from our analysis. In Section 5, we
describe the results in detail and discuss key challenges. Finally, in Section 6, we outline
the conclusions based on this study.

2. Theory
2.1. Random Forests

A way to characterize and segment data is to use a decision tree. A decision tree is
represented as a directed graph G = (V, E), E ⊂ V2, where V is a finite set of nodes split
into three disjoint sets V = D ∪ C ∪ T, where D is decision node, C is chance node, and T
is terminal or end node [11]. The different nodes represent different phases of a decision
problem sequence [11]. In a decision node, based on observations about an item, we select
an action. In Figure 1, there are two edges (d1, c1) and (d1, d2) originating from decision d1
and one of edges lead to another decision node d2. In a chance node which represents the
probability of an outcome, we again select an edge randomly. In Figure 1, there are two
edges (c1, t1) and (c1, t2) originating from chance node c1 and two edges (c2, t3) and (c2, t4)
originating from chance node c2. Terminal or end nodes (t1, t2, t3, and t4) represent the
outcome of a sequence of actions. For instance, it could be an items target value (regression)
or its category (classification).

Several decision tree algorithms exist in the literature. Algorithms such as: ID3 [12],
C4.5 [13] and C5.0 [14] employ information gain (which uses the concept of entropy) for
deciding on the features to use for split at each step in building the tree, whereas another
decision tree algorithm, e.g., CART [15] uses Gini impurity for the splitting criterion.

Decision tree-based methods are easy to understand and interpret; however, they are
not robust. For instance, a small change in data or noise in the features can lead to large
change in the tree and their associated outputs [16]. This implies that decision tree might
not generalize well for unseen data.

Random forests is a decision tree-based ensemble learning method that has several
advantages, such as having a built-in estimate of generalization error, depending only on
one or two tuning parameters, and providing a measure of importance of different features
of data [17].
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Figure 1. Example of a decision tree with decision, chance, and terminal or end nodes.

Random forests use Breiman’s bootstrap aggregation or bagging technique in which
several individual decision trees are trained on different subsets of the training dataset,
also known as random sampling with replacement [17]. Furthermore, random forests
use random subsets of available features for building the individual trees, also known as
feature bagging. In the study by Probst et al. [18], it is suggested that the number of features
to be randomly selected (mtry) for classification tasks usually have a default value of

√
p,

where p is the total number of features. However, mtry can be increased from its default
value to improve the probability that at least one of randomly selected features is a strong
predictor [18,19].

For regression, generalization error is measured using out-of-bag mean square error as:

MSEoob =
1
N

N

∑
i=1

(
yi − f̂oob(xi)

)2
, (1)

where f̂oob(xi) is out-of-bag prediction for bootstrap sample i, yi is its actual outcome [17],
and N is the number of samples. For classification, generalization error is measured using
the out-of-bag error rate as:

Eoob =
1
N

N

∑
i=1

(
I(yi 6= f̂oob(xi))

)
, (2)

i.e., it assigns 0 to error for a correct classification and 1 for an incorrect classification [17].
For example, if a PMSE sample is misclassified as a Noise sample, 1 is added to the sum in
the out-of-bag error rate. If the PMSE sample is correctly classified as PMSE, 0 is added
to the sum in the out-of-bag error rate. When we apply these equations to our data, xi
corresponds to a given sample i of our dataset. Then, f (xi) is the predicted label by the
model for this given sample i, while yi is the actual label of this sample. f̂oob(xi) means
that we consider the predicted label by the model for the sample xi in the out-of-bag
dataset. Finally, I(yi 6= f̂oob(xi)) is a measure of how close yi is to f̂oob(xi). It is a loss
function defined to minimize the expected value of the loss. Bootstrapping ensures that
individual decision trees are unique, which reduces the overall variance of the random
forests method [20]. Finally, the prediction is obtained by aggregating the decisions of
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individual trees in the case of regression, or by taking the majority vote in the case of
classification.

The importance of features is calculated based on the permutation importance method
proposed by Breiman [21]. It is calculated as follows: first, we use out-of-bag samples for
estimating the predictions from each tree with a selected feature f [17]. Second, the feature
f is randomly permuted in out-of-bag samples and their predictions are calculated. Third,
we calculate the difference between the prediction scores for the permuted and the original.
Four, the average of differences over all trees within the random forest is an estimate of
importance of the feature f .

Random forests methods are fast, simple, and easy to interpret via permutation impor-
tance [22]. They have been used in several applications such as: pattern recognition [23],
object detection [24], remote sensing [25], and image segmentation [26].

2.2. Weighted-Down Technique

In their paper [6], Almeida et al. propose a novel method that can reduce both
model bias and model variance. In their method, first, estimation of the pixel-wise label
uncertainty of training data is performed. For instance, given a sample xi with label yi, its
neighborhood uncertainty score is calculated as:

bxi =
−C ∗ ( kyi

k ln (
kyi
k ∗

kyi
∑ dxi

))

−∑C
j=1(

kj
k ln (

kj
k ∗

kj
∑ dj

))
, (3)

where C is the number of classes, k is the number of neighbors we consider for each sample
(we employed k = 11 for our experiments), kyi is the number of neighbors with same label
as xi, k j is the number of neighbors with class label yj, and dxi represents a vector with
normalized distances to the kyi neighbors with the same class label as xi. For more details
on the significance of the terms in the numerator and denominator of Equation (3), we refer
the reader to the original paper [6]. Next, the training sample weights are adjusted such
that the samples with high uncertainty are weighted-down and those with low uncertainty
are weighted-up.

2.3. Metrics for Evaluation of Performance

In this section, we briefly discuss the different metrics used for evaluating the perfor-
mance of methods used for data segmentation.

2.3.1. Classification Error

The classification error E is defined as the ratio of the number of misclassified samples,
i.e., sum of the False Positives and False Negatives to that of the total number of samples.
The values of classification error are in the range [0,1], where values closer to zero indicate
fewer misclassifcations, hence better performance.

2.3.2. Logarithmic Loss

Logarithmic loss L is based on the predicted class probabilities and is considered to be
a more refined metric than classification error [18,27]. Logarithmic loss is defined as:

L =
n

∑
j=1

wjlog(1 + e−mj), (4)

where n is number of samples, the weight for observation j is wj and the weights are
normalized to sum to 1, and mj is scalar classification score [28].

2.3.3. Area Under ROC Curve (AUC)

A receiver operating characteristic (ROC) curve is a simple and visual way to summa-
rize the performance of a classifier [29]. Assuming a two class prediction problem where



Remote Sens. 2022, 14, 2976 5 of 20

the output is either positive or negative, an ROC curve is created by plotting true positive
rate against false positive rate.

For the test samples, true positive rate is defined as the ratio of number of correct
positive outcomes to that of all the positive samples [29]. The false positive rate is defined
as the ratio of number of incorrect positive outcomes to that of all negative samples [29].
Finally, the area under the ROC Curve (AUC) gives us a scalar value in the range [0,1],
which is used to measure the performance of a classifier. A random guessing classifier can
give an AUC of 0.5; hence, any realistic classifier should have an AUC value more than
0.5 [29].

3. Method

In this section, we discuss the dataset used for our experiments. Next, we briefly
explain the labeling procedure and the weighted-down technique employed in this study.
After that, we explain the options used for random forests and finally the feature extracted
from the data.

3.1. Dataset

The data we used for the analysis comes from EISCAT VHF radar located near Tromsø,
Norway. The images contain measured backscattered power as a function of altitude and
time. We use a height range of 75 to 95 km for our analysis, and observations typically
last several hours. The height resolution is 0.30 to 0.45 km and the time resolution is of
approximately one minute. We downloaded the data written in ASCII format from the
Madrigal website. For further information about the 30 observation days used in this study,
their dates and times are listed in Table 1.

Table 1. This table lists the observation dates, given in (day. month. year), that are used for this study.
The observation time is given in Universal time (UTC) in the format (hour: minutes: seconds).

Dates Start Time in UTC End Time in UTC

(dd:mm:yyyy) (hh:mm:ss) (hh:mm:ss)

28 June 2008 07:58:33 08:36:18
30 June 2008 07:59:38 12:07:30
02 July 2008 10:24:30 11:59:02
10 June 2009 09:03:42 11:56:09
14 July 2009 08:19:33 11:33:15
16 July 2009 08:47:30 10:06:26
17 July 2009 07:49:44 11:59:30
30 July 2009 12:15:29 15:59:08
06 July 2010 07:00:30 23:59:30
07 July 2010 00:00:30 21:59:27
08 July 2010 09:00:42 12:59:03
09 July 2010 09:00:24 12:59:09
01 June 2011 08:34:31 10:02:07
08 June 2011 07:23:50 13:01:07
09 June 2011 08:01:45 12:59:26
12 June 2012 07:13:31 23:59:28
29 June 2012 10:21:57 10:30:04
11 July 2012 07:54:57 13:09:40
13 June 2013 07:12:33 08:59:26
28 June 2013 07:02:43 12:58:28
12 July 2013 00:00:28 21:58:28
27 July 2013 08:56:36 13:05:14
27 June 2014 09:03:48 12:59:38
01 July 2014 09:00:36 13:00:24
22 July 2014 22:26:33 23:59:28
23 July 2014 00:00:28 09:26:28

10 August 2015 09:14:40 16:12:28
12 August 2015 20:04:40 23:59:28
13 August 2015 00:00:28 01:59:26
20 August 2015 00:00:28 01:59:26
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3.2. Labeling

We labeled the data manually and pixel by pixel, using the built-in Matlab Image
Labeler App. In this way, a given labeled pixel belongs to one of three classes of interest,
namely, PMSE, Ionospheric background, and Background noise. The regions of interest
that are considered in this paper are discussed in more detail in our previous work [30].
The PMSE is characterized by a region where coherent scattering occurs, whereas the
Ionosphere is a region where incoherent scattering occurs. The Noise region also displays
incoherent scatter but because the signal is low the region has a lot of missing values
(NaNs). As a result, it makes this region look different compared to the Ionosphere. The
labeling was performed by visually recognizing a PMSE pattern. We based this on the fact
that the amplitude of the PMSE looks greater than its surroundings, and it has a particular
wavy structure that makes it different from the background. Figure 2 shows an example
of the manual labeling process for a given image. We represented the original image as a
heatmap, where the blue pixels represent the minimum values, the red pixels represent the
maximum values, and the other colored pixels represent the values in between minimum
and maximum. We use this same color code also later in this paper. This refers to the
equivalent electron density from the standard GUISDAP analysis [31]. As for the labels
part of Figure 2, the cyan colored pixels represent the Background noise, the yellow colored
pixels belong to the Ionospheric background, and the dark red colored pixels represent the
PMSE. Finally, the dark blue colored pixels represent unlabeled data. We partially labeled
18 images out of the 30, that contain a total of 56,250 samples (pixels). We used 60 percent
of the labeled data for training (33,750 samples) and 40 percent for quantitative testing
(22,500 samples). For qualitative testing, we used all the images. In addition, qualitative
analysis was made by visual inspection of the segmented images by a domain expert.

Figure 2. An example for manual labeling of the observations from 30 June 2008. The altitude range
varies from 75 km to 95 km. The observation starts at 08:00 UTC and finishes at 12:00 UTC. The color
scale in the original image represents the equivalent electron density to the power of 10, per cubic
meter. In the labels part, the cyan, yellow and dark red color represent, respectively, the Background
noise, Ionospheric background, and PMSE classes. The dark blue color represents unlabeled data.
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3.3. Labels with Reduced Weighting

Next, we use the weighted-down technique described in Section 2.2 that aims to
reduce both model bias and variance by reducing the weighting for pixel labels with large
uncertainty and increasing it for labels with small uncertainty. For this, as a first step on
the manually labeled data, for instance as shown in Figure 3a, we apply edge erosion
to obtain a set of pixel labels that should be given lesser weight. As the labels we used
in our experiment do not overlap, the edge erosion step generates a set of pixel labels
along the label boundaries, as shown in Figure 3b. Finally, we calculate uncertainty scores
based on Equation (3) in Section 2.2 for these pixel labels, and any pixel labels with non
zero uncertainty scores are not kept for further analysis. Figure 3c shows the pixel labels
after removing pixel labels with uncertainty, and Figure 3d shows the pixel labels that are
removed from further analysis.

Figure 3. Prepossessing step with the labels: (a) shows the original labels, (b) shows the contours
of the labels, (c) shows the image after removing the labeled pixels using weighted-down labels
technique, and (d) shows the removed labeled pixels. For all four images, the red colored pixels
belong to the PMSE class, the yellow pixels represent the Ionospheric background, and the cyan
pixels belong to the Background noise class. Finally, the dark blue pixels represent unlabeled data.
All of the plots have the same axes: the horizontal axis represents the time which starts at 8:00 UTC
and finishes at 12:00 UTC. The vertical axis represents the altitude which ranges from 75 km to 95 km.
The chosen observation day is 30 June 2008.

3.4. Random Forests Application

For our experiments, we employ random forests for training and evaluating the
performance of data segmentation. For this we use MATLAB. The training is performed
on an ensemble of bagged classification trees where number of trees in the forest is 500. In
line with the study by Probst et al. [18] the number of trees is kept high, i.e., 500, samples
are drawn with replacement, and p-value is used as the splitting rule. In addition, we
enable surrogate decision split in order to allow the random forests to make a decision in
case of missing data. This is done to accommodate for instances where we obtain missing
amplitude values, i.e., NaNs in the data.
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3.5. Feature Extraction

For each pixel, we extracted a dataset of features which is used as input together with
its label. For each pixel we calculate features such as: mean, standard deviation, median,
minimum and maximum values associated with neighborhoods ranging in sizes 3 × 3,
5 × 5, 7 × 7, 9 × 9, and 11 × 11 pixels where the pixel is at the center. In addition, we
compute vertical and horizontal Gradient magnitudes using Sobel kernels for filter sizes
3 × 3, 5 × 5, 7 × 7, and 9 × 9, see [32]. Horizontal gradient operators calculate the time
derivatives, and vertical gradient operators calculate the altitude derivatives. Furthermore,
for each pixel its altitude and amplitude are included as features. This generates a feature
vector with 35 dimensions. We plotted the different features extracted from the data in
Figure 4 for the given observation day, 30 June 2008, except for altitude which is not
illustrated in this figure. In the figure, the image in the first row and column represents
the normalized amplitude. Then, from left to right and from top to bottom, the four next
images represent the vertical gradient magnitudes for filter sizes of 3 × 3, 5 × 5, 7 × 7, and
9 × 9 pixels. The following four images represent the horizontal gradient magnitudes for
the same filter sizes. The next five images represent the mean values for filters filter sizes of
3 × 3, 5 × 5, 7 × 7, 9 × 9, and 11 × 11 pixels. In a similar way, we represent the median
values, the standard deviation, the minimum values, and finally the maximum values for
the same filter sizes ranging from 3 × 3 to 11 × 11 pixels.

Figure 4. Visualization of the different features extracted from the data (with the exception of altitude)
in the form of heat maps where red pixels correspond to highest values, blue pixels correspond to
lowest values, and yellow pixels represent the values in between. The rows in the figure represent
the different features, and the columns represent the different filter sizes that were used. All 34 plots
have the same axes: the horizontal axis represents the time which starts at 8:00 UTC and finishes
at 12:00 UTC. The vertical axis represents the altitude which ranges from 75 km to 95 km. The
observation day chosen in this figure is 30 June 2008.
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4. Results

The performance of random forests based on segmentation methods using different
combinations of features, i.e., filter sizes, number of randomly selected features mtry, can
be seen in Tables 2 and 3. While the results from using original labels are outlined in Table 2,
the results we obtained using weighted-down labels (discussed in Section 3.3) are shown
in Table 3. We evaluate the performance in terms of classification error for the test data,
classification error for the out-of-bag (OOB) data samples, logarithmic error for the test
data, logarithmic error for the out-of-bag (OOB) samples, Area under the ROC Curves
(AUCs) for PMSE, Ionospheric background, and Noise. Note that for each filter size in the
table, we use the following features: altitude derivative, time derivative, mean, median,
standard deviation, minimum, and maximum. Additionally, we also use other features
such as altitude and amplitude. This means that for each filter size, the feature vector has
nine dimensions. At the filter size 11 × 11, the gradient filter is 9 × 9. For one filter size,
e.g., 3 × 3 we use mtry = 3, 6, 9. After that, we use all filter sizes and select mtry = 5, 10, 15,
20, 25, 30 and 35, where 35 is the total length of the feature vector obtained from using all
filter sizes.

The results for original labels can be seen in in Table 2 and the results for weighted-
down labels can be found in Table 3. In both cases, the logarithmic error and logarithmic
error OOB have the best performance for a filter size of 7 × 7 pixels with mtry = 9, and the
worst one for all filter sizes and an mtry = 5. The classification error and the classification
error OOB have the best results for the filter size 3 × 3 associated with mtry = 3 for
original labels, or the filter size 7 × 7 associated with mtry = 9 and the filter size 11 × 11
with mtry = 6 for the weighted-down labels. The worst performance on the other hand
was obtained in the case using all filter sizes and mtry = 5, and the filter size 9 × 9 in
combination with mtry = 3. Almost all the AUC curves had the best performance for
the combination of the filter size 6 × 6 with an mtry = 6. The only exception is the AUC
Ion. Back. metric with original labels, for which the best performance was obtained for a
filter size of 5 × 5 pixels with mtry = 6. We see that for all filter sizes, i.e., 35-dimensional
feature vector and mtry = 5, 10, 15, 20, there are slight improvements in the performance
for the scores associated with different evaluation metrics. This can possibly indicate that
the performance of the random forests algorithm benefits from multi-resolution features
extracted using the different filter sizes. However, the performance decreases when all the
filter sizes are used and an mtry equal to 35.

Based on the results obtained in Tables 2 and 3, we choose the filter size 7 × 7 and
mtry = 9 for qualitative analysis. We used this classification model on 30 images, out
of which 12 were new data for the model. Figures 5–8 show the predicted labels for the
classification model (with a filter size 7 × 7 and mtry = 9). In all four cases, the prediction
of PMSE labels by the model looks poor. Figure 9 shows the predictor importance for both
original (a) and weighted-down (b) labels. We can see that in both cases, the altitude is
clearly dominating over the other features. The importance value in the vertical axis is
using an arbitrary scale, and the results were averaged over 10 iterations. The error bars
represent one standard deviation from the average.

For qualitative testing, the predicted labels were generated for all the 30 test images
and for all the cases (all filter sizes and all mtry values) shown in both Tables 2 and 3.
Although in Tables 2 and 3, the values of classification error, classification error OOB,
logarithmic error and logarithmic error OOB are worse for all filter sizes and mtry = 5,
these parameters gave us the best predicted labels. To illustrate our qualitative analysis,
we use four examples. The predicted labels that we observed were the best (all filter sizes
and mtry = 5) are shown in Figures 10–13. These figures show the predicted labels for the
same time and dates as Figures 5–8. Figures 14 and 15 show the corresponding predictors
importance for, respectively, original labels and weighted-down labels in the case of using
all filter sizes together with mtry = 5. The results were averaged over 10 iterations, and the
error bars represent one standard deviation from the average.
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Table 2. Results of the classification using original labels. These values are obtained after five iterations of each experiment. Each field contains the mean over these
five iterations, followed by one standard deviation.

Logarithmic Error Logarithmic Error OOB Classification Error Classification Error OOB AUC Ion. Back. AUC Noise AUC PMSE

Filter Size mtry Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std

3 × 3 3 0.39468 0.00115 0.39455 0.00112 0.10498 0.00018 0.10926 0.00058 0.98396 0.00041 0.98103 0.00039 0.97001 0.00035

3 × 3 6 0.37179 0.00093 0.37093 0.00095 0.11519 0.00096 0.11285 0.00223 0.98883 0.00020 0.98663 0.00013 0.97768 0.00017

3 × 3 9 0.37161 0.00004 0.37035 0.00003 0.13725 0.00035 0.13305 0.00016 0.98667 0.00005 0.96972 0.00005 0.96404 0.00009

5 × 5 3 0.41333 0.00176 0.41349 0.00171 0.12525 0.00424 0.12593 0.00332 0.98593 0.00033 0.97600 0.00035 0.96480 0.00079

5 × 5 6 0.38747 0.00062 0.38795 0.00059 0.11493 0.00062 0.11739 0.00042 0.98933 0.00009 0.98159 0.00057 0.97461 0.00010

5 × 5 9 0.36193 0.00011 0.36262 0.00013 0.11379 0.00026 0.11519 0.00011 0.98901 0.00012 0.98134 0.00018 0.97612 0.00033

7 × 7 3 0.42243 0.00114 0.42247 0.00114 0.12452 0.00366 0.12899 0.00226 0.98280 0.00025 0.97158 0.00029 0.96459 0.00121

7 × 7 6 0.39271 0.00126 0.39313 0.00128 0.11445 0.00099 0.11632 0.00052 0.98836 0.00014 0.98084 0.00022 0.97499 0.00013

7 × 7 9 0.36027 0.00005 0.36120 0.00006 0.10833 0.00076 0.11041 0.00042 0.98652 0.00008 0.98213 0.00005 0.97406 0.00008

9 × 9 3 0.42842 0.00069 0.42829 0.00070 0.14273 0.00432 0.13902 0.00356 0.98083 0.00033 0.96983 0.00027 0.95969 0.00123

9 × 9 6 0.38914 0.00147 0.38861 0.00150 0.12105 0.00097 0.11740 0.00070 0.98594 0.00020 0.98062 0.00057 0.97007 0.00010

9 × 9 9 0.36235 0.00004 0.36162 0.00005 0.11938 0.00031 0.11632 0.00026 0.98276 0.00022 0.97944 0.00012 0.96780 0.00010

11 × 11 3 0.42290 0.00061 0.42310 0.00064 0.12776 0.00066 0.12760 0.00057 0.98121 0.00029 0.97027 0.00042 0.96548 0.00061

11 × 11 6 0.37492 0.00113 0.37509 0.00118 0.11085 0.00025 0.10928 0.00042 0.98337 0.00053 0.98262 0.00028 0.97105 0.00051

11 × 11 9 0.36253 0.00003 0.36265 0.00005 0.11887 0.00065 0.11831 0.00046 0.98089 0.00016 0.97877 0.00008 0.96882 0.00009

All Sizes 5 0.43433 0.00164 0.43477 0.00165 0.13891 0.01048 0.13772 0.00575 0.98039 0.00056 0.97096 0.00076 0.95898 0.00072

All Sizes 10 0.41768 0.00102 0.41817 0.00101 0.10884 0.00035 0.11096 0.00079 0.98535 0.00008 0.97749 0.00077 0.96591 0.00058

All Sizes 15 0.40385 0.00124 0.40429 0.00122 0.11200 0.00479 0.10980 0.00438 0.98752 0.00014 0.98091 0.00016 0.96857 0.00042

All Sizes 20 0.39397 0.00142 0.39433 0.00142 0.12100 0.00198 0.11975 0.00159 0.98850 0.00021 0.98234 0.00017 0.97017 0.00019

All Sizes 25 0.38476 0.00107 0.38505 0.00108 0.12963 0.00031 0.12798 0.00038 0.98852 0.00008 0.98334 0.00012 0.97092 0.00005

All Sizes 30 0.37788 0.00076 0.37810 0.00077 0.12929 0.00015 0.12834 0.00004 0.98817 0.00011 0.98329 0.00014 0.97074 0.00042

All Sizes 35 0.37096 0.00004 0.37113 0.00007 0.12963 0.00018 0.12967 0.00055 0.98651 0.00014 0.97192 0.00016 0.96238 0.00096
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Table 3. Results of the classification using weighted-down labels. These values are obtained after five iterations of each experiment. Each field contains the mean
over these five iterations, followed by one standard deviation.

Logarithmic Error Logarithmic Error OOB Classification Error Classification Error OOB AUC Ion. Back. AUC Noise AUC PMSE

Filter Size mtry Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std

3 × 3 3 0.38950 0.00162 0.38927 0.00162 0.09828 0.00050 0.09697 0.00054 0.98806 0.00039 0.98300 0.00093 0.97536 0.00047

3 × 3 6 0.36683 0.00040 0.36659 0.00039 0.10360 0.00182 0.10437 0.00153 0.99176 0.00016 0.98826 0.00015 0.98212 0.00009

3 × 3 9 0.36459 0.00004 0.36427 0.00007 0.11532 0.00022 0.11578 0.00041 0.99063 0.00006 0.97384 0.00008 0.97110 0.00024

5 × 5 3 0.41009 0.00097 0.40947 0.00101 0.10974 0.00501 0.10625 0.00234 0.98778 0.00034 0.97695 0.00019 0.97437 0.00089

5 × 5 6 0.38508 0.00056 0.38407 0.00060 0.10504 0.00023 0.10131 0.00043 0.99152 0.00004 0.98119 0.00087 0.98128 0.00058

5 × 5 9 0.36253 0.00018 0.36111 0.00016 0.10598 0.00023 0.10088 0.00035 0.99095 0.00009 0.97723 0.00026 0.97715 0.00036

7 × 7 3 0.41946 0.00203 0.42020 0.00200 0.11242 0.00602 0.11725 0.00443 0.98662 0.00047 0.97677 0.00038 0.97086 0.00129

7 × 7 6 0.38950 0.00128 0.39053 0.00126 0.10166 0.00063 0.10692 0.00086 0.99168 0.00010 0.98475 0.00013 0.97987 0.00014

7 × 7 9 0.35469 0.00007 0.35640 0.00008 0.09460 0.00039 0.10087 0.00040 0.98998 0.00002 0.98615 0.00006 0.97921 0.00068

9 × 9 3 0.42364 0.00314 0.42302 0.00314 0.11726 0.00428 0.11962 0.00382 0.98395 0.00041 0.97341 0.00063 0.96720 0.00155

9 × 9 6 0.38314 0.00176 0.38282 0.00173 0.10587 0.00037 0.10529 0.00046 0.98849 0.00033 0.98271 0.00028 0.97598 0.00030

9 × 9 9 0.35714 0.00002 0.35719 0.00002 0.10516 0.00026 0.10440 0.00031 0.98648 0.00013 0.98298 0.00012 0.97465 0.00010

11 × 11 3 0.41998 0.00261 0.41864 0.00259 0.11798 0.00039 0.11496 0.00037 0.98394 0.00048 0.97410 0.00019 0.96995 0.00030

11 × 11 6 0.37212 0.00042 0.37113 0.00042 0.09978 0.00030 0.09628 0.00007 0.98557 0.00026 0.98462 0.00010 0.97410 0.00010

11 × 11 9 0.35753 0.00004 0.35661 0.00002 0.10448 0.00025 0.10290 0.00031 0.98402 0.00008 0.98029 0.00005 0.97274 0.00007

All Sizes 5 0.43022 0.00128 0.43013 0.00129 0.12580 0.01500 0.12236 0.00691 0.98521 0.00048 0.97142 0.00144 0.96726 0.00061

All Sizes 10 0.41479 0.00193 0.41452 0.00195 0.10435 0.00043 0.10037 0.00059 0.98886 0.00012 0.97768 0.00084 0.97209 0.00045

All Sizes 15 0.40186 0.00152 0.40145 0.00156 0.10167 0.00621 0.09960 0.00439 0.99041 0.00025 0.98078 0.00013 0.97444 0.00032

All Sizes 20 0.39105 0.00107 0.39054 0.00106 0.11213 0.00276 0.10939 0.00199 0.99138 0.00015 0.98215 0.00007 0.97609 0.00015

All Sizes 25 0.38112 0.00227 0.38047 0.00232 0.11830 0.00013 0.11614 0.00013 0.99157 0.00007 0.98331 0.00009 0.97686 0.00021

All Sizes 30 0.37277 0.00038 0.37199 0.00041 0.11913 0.00015 0.11693 0.00028 0.99121 0.00007 0.98287 0.00022 0.97694 0.00041

All Sizes 35 0.36581 0.00003 0.36490 0.00003 0.11985 0.00008 0.11747 0.00011 0.98922 0.00016 0.97259 0.00018 0.96867 0.00028
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Figure 5. Results of segmentation using the random forests method with the 7 × 7 filter size,
weighted-down labels, and mtry = 9. The weighted-down labels technique is taken from the study
by [6]. The data are obtained from the observation day, 17 July 2009. The image on the top illustrates
the original image where the color scale represents the equivalent electron density to the power of
10, per cubic meter. The image at the bottom represents the predicted labels. Yellow, cyan and dark
red represents, respectively, the region of the image labeled as Ionospheric background, Background
noise, and PMSE. The horizontal axis on both images represents the time which starts at 8:00 UTC
and finishes at 12:00 UTC. The vertical axis represents the altitude which ranges from 75 km to 95 km.

Figure 6. Results of segmentation using the random forests method with the 7 × 7 filter size,
weighted-down labels, and mtry = 9. The weighted-down labels technique is taken from the study
by [6]. The data are obtained from the observation day, 8 July 2010. The image on the top illustrates
the original image where the color scale represents the equivalent electron density to the power of
10, per cubic meter. The image at the bottom represents the predicted labels. Yellow, cyan and dark
red represents, respectively, the region of the image labeled as Ionospheric background, Background
noise, and PMSE.The horizontal axis on both images represents the time which starts at 9:00 UTC and
finishes at 13:00 UTC. The vertical axis represents the altitude which ranges from 75 km to 95 km.
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Figure 7. Results of segmentation using the random forests method with the 7 × 7 filter size,
weighted-down labels, and mtry = 9. The weighted-down labels technique is taken from the study
by [6]. The data are obtained from the observation day, 7 July 2010. The image on the top illustrates
the original image where the color scale represents the equivalent electron density to the power of
10, per cubic meter. The image at the bottom represents the predicted labels. Yellow, cyan and dark
red represents, respectively, the region of the image labeled as Ionospheric background, Background
noise, and PMSE.The horizontal axis on both images represents the time which starts at 00:00 UTC
and finishes at 22:00 UTC. The vertical axis represents the altitude which ranges from 75 km to 95 km.

Figure 8. Results of segmentation using the random forests method with the 7 × 7 filter size,
weighted-down labels, and mtry = 9. The weighted-down labels technique is taken from the study
by [6]. The data are obtained from the observation day, 30 June 2008. The image on the top illustrates
the original image where the color scale represents the equivalent electron density to the power of
10, per cubic meter. The image at the bottom represents the predicted labels. Yellow, cyan and dark
red represents, respectively, the region of the image labeled as Ionospheric background, Background
noise, and PMSE.The horizontal axis on both images represents the time which starts at 8:00 UTC and
finishes at 12:00 UTC. The vertical axis represents the altitude which ranges from 75 km to 95 km.
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Figure 9. Predictor importance for random forests used on original (a) and weighted-down (b) labels
with a 7 × 7 filter size and mtry = 9. The horizontal axis lists all the predictors, and the vertical axis
shows their importance using an arbitrary scale. Higher values mean that the algorithm assigned to
them a higher importance to classify the data efficiently. These values are averaged over 10 iterations,
and the error bars represent one standard deviation from the average.

Figure 10. Results of segmentation using the random forests method (mtry = 5) and weighted-down
labels technique from the study by [6]. The data are obtained from the observation day on the
17 July 2009. The image on the top illustrates the original image where the color scale represents the
equivalent electron density to the power of 10, per cubic meter. The image at the bottom represents
the predicted labels. Yellow, cyan and dark red represents, respectively, the region of the image
labeled as Ionospheric background, Background noise, and PMSE.The horizontal axis on both images
represents the time which starts at 7:50 UTC finishes at 12:00 UTC. The vertical axis represents the
altitude which ranges from 75 km to 95 km.
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Figure 11. Results of segmentation using the random forests method (mtry = 5) and weighted-
down labels technique from the study by [6]. The data are obtained from the observation day,
7 July 2010. The image on the top illustrates the original image where the color scale represents the
equivalent electron density to the power of 10, per cubic meter. The image at the bottom represents
the predicted labels. Yellow, cyan and dark red represent, respectively, the region of the image
labeled as Ionospheric background, Background noise, and PMSE.The horizontal axis on both images
represents the time which starts at 00:00 UTC and finishes at 22:00 UTC. The vertical axis represents
the altitude which ranges from 75 km to 95 km.

Figure 12. Results of segmentation using the random forests method (mtry = 5) and weighted-
down labels technique from the study by [6]. The data are obtained from the observation day of
8 July 2010. The image on the top illustrates the original image where the color scale represents the
equivalent electron density to the power of 10, per cubic meter. The image at the bottom represents
the predicted labels. Yellow, cyan and dark red represents, respectively, the region of the image
labeled as Ionospheric background, Background noise, and PMSE. The horizontal axis on both images
represents the time which starts at 09:00 UTC and finishes at 13:00 UTC. The vertical axis represents
the altitude which ranges from 75 km to 95 km.
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Figure 13. Results of segmentation using the random forests method (mtry = 5) and weighted-
down labels technique from the study by [6]. The data are obtained from the observation day,
30 June 2008. The image on the top illustrates the original image where the color scale represents the
equivalent electron density to the power of 10, per cubic meter. The image at the bottom represents
the predicted labels. Yellow, cyan and dark red represents, respectively, the region of the image
labeled as Ionospheric background, Background noise, and PMSE.The horizontal axis on both images
represents the time which starts at 8:00 UTC and finishes at 12:00 UTC. The vertical axis represents
the altitude which ranges from 75 km to 95 km.

In Table 3, the evaluation scores for all combinations of filter sizes are slightly better
than the evaluation scores in Table 2. This can imply that by employing weighted-down
labels (discussed in Section 3.3), we can achieve a reduction in both model bias and variance,
hence, leading to an improved performance. Although the performance gain achieved
using weighted-down labels technique from the study by [6] is marginal, for further studies
involving data labels beyond the three categories used in this paper, the gains achieved
using the weighted-down labels technique could be significant.

When all 35 features are used as predictors, i.e., mtry = 35, one can see that their
importance is varying with different filter sizes. We can note that when original labels are
used for the random forests algorithm, the predictor importance is different (as shown in
Figure 14) as compared to when we use the weighted-down labels (as shown in Figure 15).
The importance of all the different predictors is plotted on an arbitrary scale which is
linear and relative. One can note that in Figure 14, the most important feature is altitude
which is something that is also used in practice to determine if a signal is PMSE. After
that, the second most important feature is the 11 × 11 minimum value, followed by the
9 × 9 minimum value, and then the 11 × 11 mean value, and so on. The importance of
features is similar for the weighted-down labels case as shown in Figure 15, where the
first 6 predictors are the same. After that, the order is slightly different. This implies that
features extracted across multiple scales, i.e., ranging from 3 × 3 to 11 × 11 can play an
important role in improving the prediction of the random forests. Finally, one can see that
in Figure 15, the error bars are slightly smaller using weighted-down labels compared to
Figure 14, where original labels are used.
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Figure 14. Predictor importance for random forests used on original labels with all filter sizes and
mtry = 5. The horizontal axis lists all the predictors, and the vertical axis shows their importance
using an arbitrary scale.Higher values mean that the algorithm assigned to them a higher importance
to classify the data efficiently. These values are averaged over 10 iterations, and the error bars
represent one standard deviation from the average.

Figure 15. Predictor importance for random forests used on weighted-down labels with all filter
sizes and mtry = 5. The horizontal axis lists all the predictors, and the vertical axis shows their
importance using an arbitrary scale. Higher values mean that the algorithm assigned to them a higher
importance to classify the data efficiently. These values are averaged over 10 iterations, and the error
bars represent one standard deviation from the average.
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5. Discussion

In the case with the filter size 7 × 7 and mtry = 9 which quantitatively gives the best
results, the segmentation results as shown in Figures 5–8 are worse. This could be due to
its poor generalization to new unseen data. Based on the segmentation results obtained in
Figures 10–13, we can note that using the random forests for all filter sizes with mtry = 5
and weighted-down labels technique from the study by Almeida et al. [6], it is possible to
segment the data into the three different categories of interest. Furthermore, mtry = 5 is in
line with the study by Probst et al. [18], which suggests that the recommended number of
predictors is approximately equal to the square root value of the total number of features,
which is 35 in our case.

In one of the images used for qualitative testing, for instance Figure 13, we notice an
unusual case where part of the PMSE signal is not accurately segmented. We observe that
some pixels were classified as PMSE at the border between the Ionospheric background
and the Background noise. This happens around 11:00 to 12:00 UTC, while we can clearly
see that there is no PMSE at that time on the original image above. We think this is the
result of the fact that PMSE are usually having a pattern elongated horizontally. Because of
this, the model might make the horizontal patterns stand out more, and therefore give more
importance to the vertical gradients, hence to the altitude derivatives. This is something
that Figures 14 and 15 confirm, where altitude derivatives were given more importance
than the time derivatives. In the future, we aim to use this segmentation approach to
extract the PMSE signal from the vast dataset of EISCAT observations in order to analyze
in detail the structures of the PMSE signals and compare the PMSE signals from different
time periods in the solar cycle.

6. Conclusions

This study outlines a framework to segment PMSE from the Ionospheric background
and the Background noise in images obtained from EISCAT VHF radar data. We manually
labeled the data into three different categories: PMSE, Ionospheric background, and Back-
ground noise, representing in total a dataset of 56,250 labeled samples. For segmentation,
we employed random forests on a set of simple features. These features include: altitude
derivative, time derivative, mean, median, standard deviation, minimum, and maximum
values corresponding to neighborhood sizes ranging from 3 by 3 to 11 by 11. We also used
the amplitude and altitude additionally as features. Next, we used a weighting-down
technique on the data labels to reduce the model bias and variance.

First, our results show that it is possible to extract PMSE signal from the data, when
using all sizes for feature extraction and mtry = 5. Second, by employing the weighted-
down labels technique, we note an improvement in the performance of random forests.

For future studies, PMSE could be investigated over a broader dataset comprising
several years of observations for one complete solar cycle. Information such as the thickness
or shape of PMSE over the years could also be analyzed to gain further understanding of
its origin and evolution.
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Abstract. Polar mesospheric summer echoes (PMSEs) are
radar echoes that are measured in the upper atmosphere dur-
ing the summer months and that can occur in several lay-
ers. In this study, we aimed to investigate the relationship
between PMSE layers ranging from 80 to 90 km altitude and
the solar cycle. We investigated 230 h of observations from
the EISCAT very high frequency (VHF) radar located near
Tromsø, Norway, from the years 2013, 2014 and 2015 dur-
ing the solar maximum and the years 2019 and 2020 during
the solar minimum and applied a previously developed clas-
sification model to identify PMSE layers. Our analysis fo-
cused on parameters such as the altitude, thickness and echo
power in the PMSE layers, as well as the number of layers
present. Our results indicate that the average altitude of PM-
SEs, the echo power in the PMSEs and the thickness of the
layers are, on average, higher during the solar maximum than
during the solar minimum. In the considered observations,
the electron density at 92 km altitude and the echo power
in the PMSEs are positively correlated with the thickness
of the layers except for four multilayers at solar minimum.
We infer that higher electron densities at ionospheric alti-
tudes might be necessary to observe multilayered PMSEs.
We observe that the thickness decreases as the number of
multilayers increases. We compare our results with previous
studies and find that similar results regarding layer altitudes
were found in earlier studies using observations with other
VHF radars. We also observed that the bottom layer in the
different sets of multilayers almost always aligned with the
noctilucent cloud (NLC) altitude reported by previous stud-
ies at 83.3 km altitude. Also, an interesting parallel is seen
between the thickness of NLC multilayers and PMSE multi-
layers, where both NLCs and PMSEs have a similar distribu-

tion of layers greater than 1 km in thickness. Future studies
that include observations over longer periods would make it
possible to distinguish the influence of the solar cycle from
possible other long-term trends.

1 Introduction

During the summer months, radars can measure a phe-
nomenon in the upper atmosphere called polar mesospheric
summer echoes (PMSEs). PMSEs are strong radar echoes
that typically form at heights between 80 and 90 km and in
regions of extremely cold temperatures. They are observed at
mid-latitudes and high latitudes, and their height and thick-
ness varies over time (Rapp and Lübken, 2004). Figure 1
shows a typical example of a PMSE event where these vari-
ations can be seen. The PMSE formation is linked to the
presence of turbulence, free electrons and charged aerosols.
The charged aerosols contain water ice, which requires the
presence of low temperatures, sufficient water vapor and nu-
cleation centers to foster heterogeneous condensation (Lat-
teck et al., 2021; Cho and Röttger, 1997; Rapp and Lübken,
2004). The mesopause, which marks the boundary between
the mesosphere and the thermosphere, is characterized by
the lowest temperatures in the atmosphere. Such low tem-
peratures at PMSE altitudes are conducive to ice formation.
Meteor smoke particles (MSPs), produced by meteor abla-
tion and recondensation have been proposed to be potential
condensation nuclei along with several other potential nuclei
(Rapp and Thomas, 2006). In addition to nucleation centers,
the presence of water vapor and the low temperatures at the
mid- and high-latitude mesopause during the summer months
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create conditions favorable for ice particle formation (Avaste,
1993). Cold temperatures and water ice are known to be at
the origin of another phenomenon called noctilucent cloud
(NLC) (Schäfer et al., 2020) that are, due to light, scattered
at the ice particles observed from the ground. More generally,
and when observed from space, the clouds of ice particles are
denoted as polar mesospheric clouds (Fritts et al., 2019).

The PMSEs are formed through a process that involves the
electrical charging of the ice particles and is, for instance,
discussed by Rapp and Lübken (2004) and Latteck et al.
(2021). They are strong radar echoes, and they result from
reflections at inhomogeneities in the electron density when
their spatial scales are of sizes comparable to half of the radar
wavelength. Constructive interferences of the reflections re-
sult in high backscattered power and narrowly peaked power
spectra. Such strong echoes are typically from turbulence in
the partially ionized upper atmosphere. The PMSEs are, in
addition, influenced by the presence of charged ice particles.
The ice particles are spatially structured by the turbulence,
and as the ice particles collect ambient electrons when they
are charged, they cause electron gradients to last longer and
to form on smaller scales. The neutral atmospheric motion
and dissipation of gravity waves at these altitudes are causes
for the turbulence. The radar echoes in PMSEs are stronger
compared to normal incoherent scattering.

The EISCAT very high frequency (VHF) radar used in our
study is designed to measure the incoherent scatter, which
comes from the small-scale fluctuations in electrons in the
ionospheric plasma. As the ionospheric electrons are ex-
posed to the electromagnetic wave transmitted by the radar,
the Thomson scattering scatters a small fraction back. The
backscattered power is proportional to the electron density
and the electron oscillations, which in turn are influenced
by ion interactions. As a result, the spectra measured from
incoherent scatter allow one to derive from the observed
signal the electron density and electron and ion tempera-
tures (Beynon and Williams, 1978). In their study, Rapp and
Lübken (2004) elucidate the difference to PMSEs, where
PMSEs are typically stronger than incoherent scatter located
at the same altitude and their spectra are more narrow. Ob-
servations with radars that also detect incoherent scatter offer
the opportunity to measure the electron density in the vicinity
of the PMSEs.

Multilayered polar mesospheric summer echoes have been
the focus of several investigations (Hoffmann et al., 2005;
Li et al., 2016; Shucan et al., 2019). To simplify the explo-
ration of PMSE multilayers, Jozwicki et al. (2021) conducted
a study demonstrating the feasibility of distinguishing be-
tween images containing PMSEs and those that do not em-
ploying linear discriminant analysis (LDA). Subsequently,
in Jozwicki et al. (2022), a model built on a random forest
was employed to segment the PMSE signal from the incoher-
ent scatter signal based on the power return in altitude. This
model is utilized in the current paper for the pre-selection of
data. An example of a PMSE occurrence with three distinct

layers is depicted in Fig. 1 inside of the red frame. Given the
significance of electron density in PMSE formation, it is rea-
sonable to expect a potential influence of the solar cycle in it.
Limited research has been conducted to examine the connec-
tion between multilayered PMSEs and the solar cycle.

We investigate PMSE observations with EISCAT VHF
during the recent years. Our objective is to analyze the num-
ber of PMSE layers and their thickness, altitude and general
behavior during the solar maximum and minimum and to
determine possible correlations between these variables and
the electron density at ionospheric heights above PMSEs.
The study is organized as follows: in Sect. 2, we describe
the methods and theories related to the pre-selection of the
PMSE data, as well as the correlation coefficients employed
to assess the significance of obtained results. In Sect. 3, we
present and discuss the results. Finally, in Sect. 4, we sum-
marize the conclusions drawn from this study.

2 Methods and theory

In this section, we describe our methodology for data selec-
tion, including the tools utilized. Furthermore, we present the
criteria used for identifying the different PMSE layers and
the metrics employed for analyzing the collected data. In this
study, we use recorded data from the EISCAT VHF radar
located in Tromsø that operates at 224 MHz. The geograph-
ical coordinates of the EISCAT VHF radar are 69°35′ N and
19°14′ E; its geomagnetic latitude and longitude are, respec-
tively, 66.73 and 102.18°.

2.1 Data selection

The Grand Unified Incoherent Scatter Design and Analysis
Package (GUISDAP) is a software package used for process-
ing and analyzing data from the EISCAT VHF incoherent
scatter radar (Lehtinen and Huuskonen, 1996). The GUIS-
DAP analysis fits the observed frequency spectrum received
from each height with an incoherent scatter profile. The anal-
ysis returns the electron density based on the backscattered
power, independently from the scattering process. The elec-
tron density parameter given by the analysis is proportional
to the received echo power and therefore the strength of the
PMSEs.

We downloaded over 230 h of recorded data via the Madri-
gal website. This corresponds to 17 930 data points, with the
details provided in Table 1. The EISCAT VHF radar utilizes
many different experimental modes to collect data. The uti-
lized pulse coding for the PMSE measurements we analyzed
is referred to as “Manda”. Some parameters of the EISCAT
VHF radar using the Manda experiment are listed in Table 2.
Detailed information regarding this experiment can be found
on the EISCAT website (https://eiscat.se/scientist/document/
experiments/, last access: 1 January 2023). For this study, we
specifically analyzed data obtained using the Manda experi-
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Figure 1. Data from EISCAT VHF from 16 July 2015 from 00:00 to 12:00 showing an example of a PMSE event that contains three
multilayers in the red frame.

Table 1. The dataset used for this study. The upper part of the table displays the dates and times selected for the solar maximum, and the lower
part of the table is dedicated to the solar minimum. For each date, the corresponding sunspot number and the F10.7 cm flux is displayed. The
F10.7 cm solar flux is given in W m−2 Hz−1. The date and time format are given, respectively, in DD/MM/YYYY format and in hours and
minutes.

F10.7 cm flux Sunspot Year Date Start time End time Observation Observation Observation Total of
number hours per day hours per year hours per solar observation hours

max or min

So
la

rm
ax

im
um

9.95000E-21 90.9

2013

27/06/2013 07 h 02 min 10 h 58 min 03 h 56 min

57 h 52 min

130 h 18 min

230 h 32 min

1.01000E-20 90.9 28/06/2013 07 h 02 min 12 h 58 min 05 h 56 min
1.19900E-20 94.6 09/07/2013 00 h 00 min 00 h 00 min 24 h 00 min
1.17900E-20 94.6 10/07/2013 00 h 00 min 00 h 00 min 24 h 00 min

9.91000E-21 112.6 2014 23/07/2014 00 h 00 min 09 h 26 min 09 h 26 min 09 h 26 min

1.01000E-20 68.3
2015

15/07/2015 08 h 00 min 00 h 00 min 16 h 00 min
63 h 00 min9.96000E-21 68.3 16/07/2015 00 h 00 min 00 h 00 min 24 h 00 min

9.74000E-21 68.3 17/07/2015 00 h 00 min 23 h 00 min 23 h 00 min
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6.70000E-21 3.7

2019

18/06/2019 06 h 59 min 00 h 00 min 17 h 00 min

59 h 13 min

100 h 14 min

6.80000E-21 3.7 19/06/2019 00 h 00 min 12 h 59 min 12 h 59 min
6.80000E-21 3.5 04/07/2019 07 h 07 min 12 h 21 min 05 h 14 min
6.70000E-21 3.4 20/08/2019 00 h 00 min 00 h 00 min 24 h 00 min

6.90000E-21 9.0

2020

06/07/2020 07 h 58 min 09 h 08 min 01 h 06 min

41 h 01 min
6.80000E-21 9.0 07/07/2020 00 h 00 min 11 h 59 min 11 h 59 min
6.70000E-21 9.0 08/07/2020 00 h 00 min 11 h 59 min 11 h 59 min
6.90000E-21 9.0 09/07/2020 00 h 00 min 11 h 58 min 11 h 58 min
6.90000E-21 9.0 10/07/2020 08 h 00 min 11 h 59 min 03 h 59 min

ment because it is designed to detect low-altitude signals and
layers in the mesosphere. We chose a time resolution of 60 s
and a height resolution of 0.360 km.

We employed EISCAT VHF frequencies over UHF fre-
quencies due to the latter exhibiting a lower recorded amount
of PMSEs compared to VHF frequencies. As the Heating ex-
periment is known to influence the backscattered power (also
known as echo power) of the PMSEs (Belova et al., 2003),
we carefully selected data from the days when the Heating
experiment was not performed. This enabled us to compare
electron densities at 92 km altitude alongside echo power at
PMSE altitudes.

The data were carefully selected to encompass the solar
maximum and solar minimum phases of the solar cycle. For
the purpose of this study, we do not require an absolute value
of PMSE strength; thus, we do not perform all the steps that

would be necessary to obtain the absolute radar reflectivity
as per the study by Hocking et al. (1986).

To investigate the behavior of the ionosphere in relation
to PMSEs, we compared the echo power for PMSE altitudes
between 80 and 90 km, with the electron density at 92 km
ionospheric altitude. We used the electron density at 92 km
altitude as a reference as it was the closest to the PMSE alti-
tudes and the results were similar for altitudes of 92, 95 and
100 km.

2.2 Data processing

In this paper, we consider two variables: echo power and
electron density. Both are measured in base-10 logarithmic
units of the number of electrons per cubic meter. The number
of electrons per cubic meter is proportional to the backscat-
tered power for incoherent scatter, where the backscattered
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Table 2. Some parameters of the EISCAT VHF radar, the source of
data for this paper. More information about the EISCAT documen-
tation and radar system parameters can be found at https://eiscat.se/
scientist/document/experiments/, last access: 1 January 2023.

EISCAT VHF parameters

Frequency 223.4 MHz
Wavelength 1.34 m
Bragg scale 0.67 m
Peak power 1.2 MW
Transmitted pulse scheme Manda v 4.0
Interpulse period 1.5 ms
Time resolution 4.8 s
Range resolution 360 m
Spectral resolution 2.6 Hz
Antenna elevation 90°, zenith

power is defined as the amount of power in the scattered
signal received by the antenna. We define the backscattered
power at 92 km altitude as electron density. The backscat-
tered power at PMSE altitudes, between 80 and 90 km alti-
tude, is defined as echo power.

We selected the PMSE data between 80 and 90 km alti-
tude using a segmentation model from the study by Jozwicki
et al. (2022). The segmentation model used a random forest
on a set of handcrafted features to segment the PMSE data
from the background. Random forest is a machine learning
algorithm used for both classification and regression. In this
algorithm, a number of decision trees are used during train-
ing phase to make predictions. On the output from the seg-
mentation model, we applied a threshold to ensure that only
PMSE data were retained for further analysis. This thresh-
olding technique was also employed in the study by Shucan
et al. (2019), where they used an echo power threshold of
Ne > 2.6×1011 m−3, and in the study by Rauf et al. (2018b),
where the authors used a threshold Ne > 5.0×1010 m−3. We
were able to use a lower threshold of Ne > 3.2× 1010 m−3

(which is equivalent to 10.5 in base-10 logarithmic units of
the number of electrons per cubic meter) as the segmentation
model from the study by Jozwicki et al. (2022) had success-
fully removed almost all non-PMSE data. This enabled us
to retain a large amount of PMSE data per number of hours
of observation in comparison to the findings of Shucan et al.
(2019) and Rauf et al. (2018b).

2.3 Detection of PMSE multilayers

After processing the data at PMSE altitudes as described in
Sect. 2.2, we aimed to detect the start and end of each PMSE
layer in altitude. To achieve this, we utilized a method used in
the study by Hoffmann et al. (2005) and Shucan et al. (2019).
This method involves defining the start of a layer each time
the threshold for echo power is exceeded and the end of the
layer when the echo power falls below the given threshold.

The time intervals and the corresponding altitude intervals
associated with the start and end of each layer were recorded.
During solar maximum conditions, we observed a maximum
of six layers. In this study, we decided to ignore multilayers
with more than four layers as their occurrence rates were low.
For instance, we observed 13 occurrences of five multilayers
in the whole dataset and two occurrences of six multilayers.
In Table 3, we show the occurrences of monolayer and mul-
tilayer PMSE events, observed during solar minimum and
solar maximum phases, with each occurrence corresponding
to a 1 min interval.

2.4 Data analysis

In this study, we perform comparisons between the different
mono- and multilayers of PMSEs using a number of param-
eters. The parameters included the starting and ending alti-
tude intervals of the layer, the layer thickness (calculated as
the difference between the start and end altitude interval), the
mean altitude interval that corresponds to the middle of the
layer, the echo power in the mean altitude interval inside the
PMSEs, the altitude of the mean altitude interval, the layer’s
time interval, the UTC time associated with the time inter-
val, the number of layers present in the time interval, and the
electron density at 92 km altitude.

In order to investigate different PMSE properties, we use
the Pearson correlation coefficient and the Spearman rank
correlation coefficient to calculate the correlations between
the different parameters (Wilks, 1995; Myers and Well,
2003). The Pearson correlation coefficient is used to measure
how strong and in what direction two variables are related in
a linear way (Wilks, 1995). For two random variables X and
Y , the Pearson correlation coefficient is defined as follows
(Wilks, 1995):

rPearson(X,Y )=
cov(X,Y )
σXσY

, (1)

where σX and σY are the respective standard deviations of X
and Y and cov is the covariance.

The Spearman rank correlation coefficient is a measure of
the strength and direction of the relationship between two
variables. It is similar to the Pearson correlation, but instead
of measuring the linear relationship between two variables,
it measures the monotonic relationship between them. The
Spearman rank correlation coefficient is obtained by calcu-
lating the Pearson correlation between the ranked values of
the variables (Myers and Well, 2003). To compute the Spear-
man correlation coefficient, for a sample size n, the raw
scores Xi and Yi are converted into their rank values, rgX
and rgY . After that, the Spearman correlation coefficient is
computed as follows:

rSpearman =
cov(rgX, rgY )
σrgXσrgY

, (2)
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Figure 2. Figure illustrating the process of the layer detection. (a) The original data for the 16 July 2015 between 00:00 and 23:58. (b) The
output from the classification model used from Jozwicki et al. (2022). Dark red represents areas labeled as PMSEs, cyan represents areas of
the data labeled as background noise and yellow represents areas labeled as ionospheric background. Panel (c) represents the data labeled
as PMSEs in dark red from sub (b) onto which we applied the threshold described in Sect. 2.2 to make sure we only have PMSE data left.
Finally, panel (d) represents the detected beginning and end of layers, respectively, represented with white and black points and overlayed
on the original data.

where σrgX and σrgY are the standard deviations of the rank
variables, and cov(rgX, rgY ) is the covariance of those rank
variables.

In this analysis, we calculated the statistical significance
of our results using the P value (t test), which is listed in Ta-
bles B2, B3 and B4 in the Appendix. P values are used to de-
termine whether the obtained results are different enough to
be judged as statistically significant or not, using the means,
variances and populations of the given variables. If the P
value falls below the significance level (alpha), the given re-
sult is considered to be statistically significant. Testing the
statistical significance of results comes with various confi-
dence levels (90 %, 95 % and 99 %), which depend on the
chosen significance level (with corresponding significance
levels of 0.1, 0.05 and 0.01). It is commonly accepted that
a P value below α = 0.05 is indicative of statistical signif-
icance. However, in this study, we are analyzing a multi-
parameter dataset, which is why we chose a lower threshold
of α = 0.0001 that is 2 orders of magnitude more selective.

3 Results and discussion

In this section, we discuss our results, which are organized
into multiple parts. Firstly, we discuss the distributions of a
few variables, which are presented using histograms. Subse-
quently, we analyze the correlation coefficients that we have
computed for the different variables.

3.1 Height distribution of PMSE layers

Our study focuses on observations from the summer
mesopause during the solar maximum in years 2013 to 2015
and the solar minimum in years 2020 and 2021. The aver-
age peak altitude of PMSE height distribution, considering
all PMSE detections, is higher during the solar maximum
than during the solar minimum (see Fig. 3). The averaged
mean altitude values of all the separate layers in the different
sets of two multilayers, three multilayers and four multilay-
ers are shown in the Appendix in Figs. A1 and A2.

When considering the mean altitude values of individual
layers within the sets of two, three and four multilayers, a
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Table 3. The number of occurrences and approximate percentage of occurrence for each of the mono- and multilayers in our dataset. The data
are separated according to solar maximum and solar minimum. For both solar maximum and solar minimum, the approximate percentage of
occurrence for five multilayers or more is below 1,%. Therefore, the analysis in this study is limited to PMSEs with up to four multilayers.

Number of Total number of Approximate
occurrences occurrences per percentage of

solar max or min Occurrence

So
la

rm
ax

im
um

Monolayers 3077

5996

51
Two multilayers 2233 37
Three multilayers 597 10
Four multilayers 81 1
Five multilayers 6 < 1
Six multilayers 2 < 1
Seven multilayers 0 0

So
la

rm
in

im
um

Monolayers 1399

2736

51
Two multilayers 935 34
Three multilayers 328 12
Four multilayers 67 2
Five multilayers 7 < 1
Six multilayers 0 0
Seven multilayers 0 0

trend is seen in Figs. 4 and 5. In these figures, the color
scheme has the red distribution representing the highest-
altitude layer (the topmost layer) followed by the green dis-
tribution for the second-highest layer, the blue distribution
for the third-highest layer and the magenta distribution for
the fourth-highest layer. Additionally, when two layers’ al-
titude distributions overlap, an intermediate color arises to
represent this overlap. The P values for all possible combi-
nations of these individual layers, as shown in Figs. 4 and
5, can be found in Table B1 in the Appendix. Upon decom-
posing the multilayer sets into individual layers, one can see
that in both solar maximum and solar minimum conditions,
the altitude of the top layer increases as the number of mul-
tilayers increases. This pattern holds true for the second- and
third-highest layers as well.

Our study confirms the findings of Hoffmann et al. (2005)
regarding the altitude of the observed mono and multiple lay-
ers. Hoffmann et al. (2005) examined the occurrence and
mean altitude of PMSE layers and performed microphys-
ical model simulations. They proposed that the observed
multiple-PMSE-layer structures are mainly caused by the
layering of ice particles due to subsequent nucleation cy-
cles. They reported that monolayers occurred at an average
altitude of 84.8 km, and our results show that the mean al-
titude of monolayers was 85.21 km for the solar maximum
and 84.46 km for the solar minimum. Our mean altitude of
84.83 km is consistent with the results of Hoffmann et al.
(2005). Furthermore, they observed that in a set of two mul-
tilayers, the lower layer occurs at a mean altitude of 83.4 km
and the upper layer occurs at a mean height of about 86.3 km,
which is consistent with our findings. In fact, we found that
in a set of two multilayers, the lower layer happens at a mean

altitude of 83.74 km for the solar maximum and 82.90 km for
the solar minimum, which results in an average of 83.32 km.
Additionally, the upper layer occurs at an average altitude of
86.71 km for the solar maximum and 85.97 km for the solar
minimum, which results in an average altitude of 86.34 km
over the whole solar cycle. For this reason, we can note a sim-
ilar observation to that in the study of Hoffmann et al. (2005)
which claims that the altitude of the lower layer is in good
agreement with the mean altitude of NLCs from lidar ob-
servations made by Fiedler et al. (2003) at Arctic Lidar Ob-
servatory for Middle Atmosphere Research (ALOMAR; at
69°16′42.0′′ N, 16°00′29.0′′ E, i.e., close to EISCAT), where
the mean altitude of NLCs was found to be about 83.3 km.
When examining the lowest layer in various multilayer sets
in Figs. 4 and 5 (not limited to a set of just two multilayers, as
discussed earlier), one can notice that the lowest layer almost
always aligns with the NLC altitude as reported by Fiedler
et al. (2003). Finally, Hoffmann et al. (2005) observed that
monolayers occurred 50.1 %, double layers 36.6 % and mul-
tilayers with more than two layers 13.3 % of the time, during
both solar maximum and minimum periods. Our study indi-
cates that monolayers were observed at a rate of 51 % in both
solar maximum and minimum, while double layers occurred
at a rate of 37 % in solar maximum and 34 % in solar min-
imum. Furthermore, we found that the occurrence rate for
multilayers with three and four layers combined was more
than 11 % in the solar maximum and more than 14 % in the
solar minimum.

The solar maximum phase is characterized by an increased
number of sunspots and higher levels of ultraviolet radia-
tion compared to the solar minimum phase. The F10.7 flux
is often used as a proxy for the level of solar activity and,
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Figure 3. Altitude distribution of the data for the (a) solar maximum and (b) solar minimum. Each subplot has its respective mean altitude
represented with a red line on the graph and specified in the legend together with 1 standard deviation.

more specifically, the amount of ultraviolet radiation. The K
index describes geomagnetic activity and potentially corre-
sponds to particle precipitation. Shucan et al. (2019) found
that PMSE mono-, double-, and triple-layer occurrence ratios
are positively correlated with theK index. Also, Shucan et al.
(2019) mention that the PMSE triple-layer occurrence ratio
shows a negative correlation with F10.7. Zhao et al. (2020)
reported a positive correlation between the temperature of
the mesopause and the F10.7 flux. They found that the tem-
perature of the mesopause is decreasing with time over an
18-year-long investigation (from 0 to −0.14 K yr−1), which
could affect the formation of PMSEs. They also found that
the height of the mesopause is decreasing with time at polar
latitudes, which could potentially impact the height of PM-
SEs.

Lübken et al. (2021) show in their study that, over time,
the ice particles are increasing in size. In Fig. 3, we can see
that the altitude of the PMSE layers is, on average, lower
for the solar minimum compared to the solar maximum. This
could be due to the fact that the ice particle sizes increase
with time over the years, and our selected dates for the solar
maximum are anterior to the selected dates for the solar min-
imum. Considering these findings, the small difference in the
altitude of the layers that we noted may be due to trends not
related to solar cycle effects. Therefore, it appears that fac-
tors other than the sole influence from the solar cycle play
a significant role in the altitude of PMSEs. Finally, further
investigations and comparing the next solar maximum to the
previous one might bring more clarity to the understanding
of the influence from the solar cycle alone.

3.2 Distribution of the electron density

In the next step, we investigate how the distribution of the
PMSE layers changes with ionization. We consider the elec-
tron densities observed above the PMSEs and ignore specific
causes of ionization in this study. All the observed electron
densities are summarized in Fig. 6; they range from 8.9 to
11.7 electrons per cubic meter in base-10 logarithmic unit
during the solar maximum and their mean value is slightly
higher during the solar maximum. Specifically, multilayer
PMSEs with two layers exhibit the highest average corre-
sponding electron density, reaching 10.47 electrons per cu-
bic meter in base-10 logarithmic unit as one can see from
Fig. 7. In contrast, the monolayers during the solar minimum
have the lowest average corresponding electron density, with
a value of 10.15 electrons per cubic meter in base-10 loga-
rithmic unit, as displayed in Fig. 8. It is worth noting that, for
both solar maximum and solar minimum periods, the mono-
layers corresponded to the lowest average electron density of
their respective seasons. However, it is important to bear in
mind that this trend is weak and that some P values corre-
sponding to the different combinations of layers in Figs. 7
and 8 are greater than 0.05, as shown in Table B2. A plau-
sible argument could be made that higher electron densities
at ionospheric altitudes might be necessary to observe multi-
layered PMSEs.

During the solar maximum, we observe a wider range
of electron densities compared to the solar minimum when
PMSEs are present, particularly at higher electron densi-
ties. This variation in electron densities may explain why
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Figure 4. Altitude distribution of the data during the solar maximum for (a) monolayers, (b) multilayers with two layers, (c) multilayers
with three layers and (d) multilayers with four layers. In each figure, the color scheme of the distributions indicates altitude order: red for
the highest layer, green for the second-highest, blue for the third-highest and magenta for the fourth-highest. Intermediate colors represent
overlapping altitude distributions. The legend displays the mean value and 1 standard deviation for each distribution.

the mean electron density at an altitude of 92 km is higher
during the solar maximum than the solar minimum dur-
ing PMSE events. Additionally, our analysis reveals that the
standard deviation of electron densities decreases with in-
creasing number of layers, with monolayers exhibiting the
largest standard deviations and four-layer systems exhibiting
the smallest standard deviations for both solar maximum and
minimum conditions.

3.3 Distribution of the echo power

As discussed in Sect. 2.2, we classified the data using the
classification model of Jozwicki et al. (2022) and applied a
threshold to identify PMSEs. Specifically, we considered all
echo power values above a threshold of 10.5 electrons per
cubic meter in base-10 logarithmic unit as PMSEs. This ex-
plains the absence of values below 10.5 on the horizontal axis
of Figs. 9, 10 and 11. Figures have been generated to visual-
ize individual layers within the various sets of two, three and
four multilayers seen in Figs. 10 and 11. This approach mir-
rors the technique employed in Figs. 4 and 5. However, since
the separation of layers did not yield additional information,

we have chosen to retain the averaged representations of all
multilayers combined, as depicted in Figs. 10 and 11.

In Fig. 9, it is evident that the average echo power in PM-
SEs is higher during the solar maximum than the solar min-
imum. We noticed a greater distribution of higher values of
echo power during the solar maximum as compared to the
solar minimum, which leads to a higher mean value during
the solar maximum. Further, in Fig. 10, we observe that the
average echo power decreases as the number of multilayers
increases for the solar maximum and the individual layers
are considered. This indicates that a single monolayer has a
higher echo power than the individual layers of two multi-
layers, which in turn have a higher echo power than the indi-
vidual layers of three multilayers and so on. However, during
the solar minimum, as shown in Fig. 11, this trend is less ev-
ident, and we do not see a clear decrease in echo power with
the increasing number of layers.

3.4 Distribution of the thickness

In our study, we determined the thickness of the PMSE layers
based on the number of neighboring data points or altitude
channels exceeding the echo power threshold described in
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Figure 5. Altitude distribution of the data during the solar minimum for (a) monolayers, (b) multilayers with two layers, (c) multilayers
with three layers and (d) multilayers with four layers. In each figure, the color scheme of the distributions indicates altitude order: red for
the highest layer, green for the second-highest, blue for the third-highest and magenta for the fourth-highest. Intermediate colors represent
overlapping altitude distributions. The legend displays the mean value and 1 standard deviation for each distribution.

Sect. 2.2. Each data point or altitude channel corresponds to a
distance of 360 m. As shown in Fig. 12, the average thickness
of the layers is higher during the solar maximum, with an
average of 1.59 km, compared to solar minimum, where the
average thickness is 1.32 km. When we examine the mono-
and multilayer cases in more detail, as shown in Figs. 13 and
14, we observe that the average thickness decreases as the
number of layers increases. This means that a monolayer will
be thicker than a layer belonging to a set of two multilayers,
which in turn will be thicker than a layer in a three-multilayer
case and so on. Figures have been generated to visualize in-
dividual layers within the various sets of two, three and four
multilayers seen in Figs. 13 and 14. This approach mirrors
the technique employed in Figs. 4 and 5. However, since the
separation of layers did not yield additional information, we
have chosen to retain the averaged representations of all mul-
tilayers combined, as depicted in Figs. 13 and 14. The high-
est average layer thickness is obtained during the solar max-
imum for monolayers, with an average of 2.15 km, while the
lowest average of 0.87 km is obtained during the solar mini-
mum for four multilayers.

A comparison can be drawn between the thickness of
NLCs and PMSEs. Although the formation mechanisms of

these two phenomena differ, there is a shared population of
ice particles that contribute to both. Therefore, it is worth-
while to explore the potential similarities and differences
between them. Lübken et al. (2009) found that NLCs have
a higher brightness at lower altitudes, while Schäfer et al.
(2020) analyzed 182 h of lidar data and found that NLCs oc-
cur more than half of the time (57.2 %) in thick layers of
more than 1 km. In our study, we analyzed 7790 instances
of PMSEs with three or more altitude channels. Knowing
that one altitude channel corresponds to 360 m, three alti-
tude channels or more indicate a PMSE thickness of at least
1.08 km. Our findings show that 54.64 % of PMSE occur-
rences happened in thick layers of 1.08 km or more. These re-
sults are consistent with those of Schäfer et al. (2020), where
they reported that 57.2 % of NLC occurrences were observed
in thick layers of 1 km or more. Additionally, Schäfer et al.
(2020) classified the NLCs they observed into 10 subcate-
gories and found that the most frequently occurring subcate-
gory consists of thick layers composed of multiple multilay-
ers, with an occurrence rate of 20.5 %. They report that each
of the multilayers move in parallel with each other. This im-
plies that there is a similar movement in the vertical displace-
ment of the multilayers. If we consider all types of multilay-
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Figure 6. Electron densities at 92 km altitude for all layers during the (a) solar maximum and (b) solar minimum. Each subplot was its
respective mean electron density represented with a red line on the graph and specified in the legend together with 1 standard deviation.

Figure 7. Electron density at 92 km altitude during the solar maximum for (a) monolayers, (b) multilayers with two layers, (c) multilayers
with three layers and (d) multilayers with four layers. Each subplot was its respective mean electron density represented with a red line on
the graph and specified in the legend together with 1 standard deviation.
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Figure 8. Electron density at 92 km altitude during the solar minimum for (a) monolayers, (b) multilayers with two layers, (c) multilayers
with three layers and (d) multilayers with four layers. Each subplot was its respective mean electron density represented with a red line on
the graph and specified in the legend together with 1 standard deviation.

Figure 9. Echo power in the PMSEs for all layers during the (a) solar maximum and (b) solar minimum. Each subplot has its respective
mean echo power represented with a red line on the graph and specified in the legend together with 1 standard deviation.
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Figure 10. Echo power in the PMSEs during the solar maximum for (a) monolayers, (b) multilayers with two layers, (c) multilayers with
three layers and (d) multilayers with four layers. Each subplot has its respective mean echo power represented with a red line on the graph
and specified in the legend together with 1 standard deviation.

Figure 11. Echo power in the PMSEs during the solar minimum for (a) monolayers, (b) multilayers with two layers, (c) multilayers with
three layers and (d) multilayers with four layers. Each subplot has its respective mean echo power represented with a red line on the graph
and specified in the legend together with 1 standard deviation.
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ers mentioned by Schäfer et al. (2020), this percentage in-
creases to up to 27.6 %. In our study, multilayers happen half
of the time, with an approximate occurrence rate of 49 %.
Therefore, our results differ from the ones of Schäfer et al.
(2020) when it comes to the occurrence rate of multilayers,
which may be explained by some of the differences in the
formation and measurement of the two phenomena.

Gravity waves are thought to play a role in the formation of
PMSEs by generating neutral turbulence in the mesosphere.
The complex dynamics and structuring because of shear in-
stabilities and breaking of the gravity waves are derived, for
example, from polar mesospheric cloud observations and can
generate turbulence at PMSE altitudes (Fritts et al., 2019).
This turbulence can lead to small-scale variations in the elec-
tron density, which can create the conditions necessary for
PMSEs to form (Rapp and Lübken, 2004). Therefore, under-
standing the characteristics of gravity waves and their effects
on the neutral atmosphere is essential for understanding the
formation of PMSEs.

Li et al. (2016) developed a two-dimensional theoretical
model to explore the creation process of multilayered PM-
SEs. The aim of the proposed model was to consider how
gravity waves could cause movement of ice particles through
collisions with the neutral atmosphere. Their model was able
to simulate the presence of gravity waves by assigning both
vertical and horizontal wavelengths. The ice particles are
considered to be spherical, and their size does not vary during
the simulations. This means that processes such as growth,
sedimentation or sublimation are not taken into account in
their model. In their first experiment, Li et al. (2016) fixed
the particle size at 10 nm and varied the vertical wavelength
of gravity waves to 3, 4 and 5 km. Only one wavelength
was considered at a time, when varying the vertical wave-
length. They observed a decrease in the number of layers as
the vertical wavelength increased. Also, the thickness of the
layers increased as the number of layers decreased. Our re-
sults on thickness distribution shown in Figs. 12, 13 and 14
show similar trends. We found that the average thickness of
monolayers was higher than that of multilayers and that the
thickness decreased with an increasing number of multilay-
ers. One possible hypothesis that can be drawn is that the
thickness of the layers could be related to the vertical wave-
length of gravity waves, with higher wavelengths producing
thicker layers.

In another experiment in the Li et al. (2016) study, they
investigated the effect of varying ice particle size while fix-
ing the vertical wavelength of gravity waves at 4km. They
used particle sizes of 10, 20 and 30 nm and found that the al-
titude of the layers decreased more rapidly and their forma-
tion became more challenging with increasing particle size.
Also, once the turbulence stopped, the larger ice particles
took longer to go back to a neutral homogeneous state. It is
worth noting that their model does not consider the growth,
sedimentation and sublimation processes, so these findings
should be considered preliminary hypotheses. Li et al. (2016)

also reported the observation of preferred altitudes for each
multilayer formation, which depended on the size of the ice
particles. Potential mechanisms for ice formation at upper
mesospheric altitudes that could be affected by the solar cy-
cle are unknown to the authors, but this is something to in-
vestigate in a future study.

Neutral air turbulence, which is a key factor in PMSE
formation, can be generated by wind shears. Singer et al.
(2012) found that westward winds increase below an altitude
of about 85 km, while eastward winds increase above 85 km,
particularly during summer. They also found that at an al-
titude of about 75 km, the long-term trend of zonal winds
corresponds to increased activity of gravity waves with pe-
riods of 3 to 6 h at altitudes between 80 and 88 km. Severe
solar proton events cause eastward winds to increase above
an altitude of about 85 km. This behavior of winds and their
effects at PMSE altitudes may be another key to a better un-
derstanding of the formation of multilayered PMSEs.

3.5 Correlations

In this section, we will analyze the correlation between
several parameters – namely, electron density, echo power,
thickness and altitude. Table 4 shows both correlation co-
efficients for all layers together for the solar maximum on
the lower portion of the table and for the solar minimum on
the upper portion of the table. Table 5a shows the results of
the Pearson correlation coefficient only, for mono- and multi-
layers separately, and for the solar maximum and minimum.
Table 5b shows the results of the Spearman rank correlation
coefficient only, for mono- and multilayers separately, and
for the solar maximum and minimum. For simplicity, in all
the abovementioned tables, the notation rp is chosen to rep-
resent Pearson correlation coefficients, and the notation rs is
chosen to represent Spearman rank correlation coefficients.
In Table 5a and b, the notations rp1, rp2, rp3 and rp4 denote
the Pearson correlation coefficients for monolayers, double
layers, triple layers and quadruple layers, respectively. In a
similar manner, the Spearman rank correlation coefficient no-
tations are rs1, rs2, rs3 and rs4.

In Table 4, it is observed that the electron density at 92 km
altitude and the echo power are positively correlated with
the thickness of all the layers for both the solar maximum
and solar minimum. This is also the case for Table 5a and
b. During the solar maximum, the positive correlation be-
tween electron density and thickness is greater than during
the solar minimum, but this is not observed between echo
power and thickness. In Table 4, the Pearson correlation co-
efficient of 0.480 for the solar maximum suggests a moder-
ate positive linear relationship between electron density and
thickness, while the Spearman rank correlation coefficient of
0.392 indicates a moderate positive monotonic relationship
between the variables for the same case. Since the two val-
ues are similar, it suggests that during the solar maximum,
there is a consistent association between electron density and
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Figure 12. Thickness distribution of the layers for all layers combined during the (a) solar maximum and (b) solar minimum. Each subplot
was its respective mean thickness represented with a red line on the graph and specified in the legend together with 1 standard deviation.

Figure 13. Thickness distribution during the solar maximum for (a) monolayers, (b) multilayers with two layers, (c) multilayers with three
layers and (d) multilayers with four layers. Each subplot was its respective mean thickness represented with a red line on the graph and
specified in the legend together with 1 standard deviation.
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Figure 14. Thickness distribution during the solar minimum for (a) monolayers, (b) multilayers with two layers, (c) multilayers with three
layers and (d) multilayers with four layers. Each subplot was its respective mean thickness represented with a red line on the graph and
specified in the legend together with 1 standard deviation.

Table 4. Pearson and Spearman rank correlation coefficients for all layers together for the solar maximum and solar minimum.

Solar minimum

Electron density Echo power Thickness Altitude

So
la

rm
ax

im
um

Electron density rp = 0.213 rp = 0.251 rp =−0.079
rs = 0.163 rs = 0.232 rs =−0.058

Echo power rp = 0.338 rp = 0.521 rp =−0.165
rs = 0.305 rs = 0.631 rs =−0.162

Thickness rp = 0.480 rp = 0.510 rp =−0.153
rs = 0.392 rs = 0.631 rs =−0.169

Altitude rp = 0.011 rp =−0.034 rp = 0.039
rs = 0.003 rs =−0.031 rs = 0.024

thickness. In Table 5a and b, we observe that the Pearson
correlation coefficient and Spearman rank correlation coeffi-
cient between electron density and thickness decrease as the
number of multilayers increases. Specifically, in both cases
the highest correlation is observed for the solar maximum
and monolayers, with a Pearson coefficient of 0.695 and a
Spearman rank coefficient of 0.668. This could possibly indi-
cate that at higher ionization levels at this altitude, the PMSE
monolayers are thicker. Conversely, the lowest correlations
were obtained for the solar minimum and the largest number
of multilayers, which is 4, with a Pearson coefficient of 0.168
and a Spearman rank coefficient of 0.173.

From Tables 4, 5a, and b we notice a weak negative corre-
lation between the echo power in the PMSEs and altitude for
all layers during both solar maximum and solar minimum.
The strongest negative correlation is found for 3 multilayers,
with a Pearson coefficient of −0.228 and a Spearman rank
coefficient of −0.240. Notably, altitude appears to be uncor-
related with the other variables, implying that additional fac-
tors may be influencing the formation of PMSEs at specific
altitudes. For example, this could be attributed to mesopause
conditions, gravity wave wavelength and ice particle size.

From Tables 4, 5a, and b electron density at 92 km altitude
and the echo power in the PMSEs for all the layers and for
both solar maximum and solar minimum. For Table 5a and
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Table 5. (a) Pearson correlation coefficients for mono- and multilayers separately for the solar maximum and solar minimum. (b) Spearman
rank correlation coefficients for mono- and multilayers separately for the solar maximum and solar minimum.

(a) Solar minimum

Electron density Echo power Thickness Altitude

So
la

rm
ax

im
um

Electron density rp1 = 0.270 rp1 = 0.376 rp1 =−0.339
rp2 = 0.247 rp2 = 0.273 rp2 = 0.010
rp3 = 0.163 rp3 = 0.226 rp3 = 0.048
rp4 = 0.199 rp4 = 0.168 rp4 = 0.054

Echo power rp1 = 0.501 rp1 = 0.455 rp1 =−0.071
rp2 = 0.259 rp2 = 0.574 rp2 =−0.186
rp3 = 0.224 rp3 = 0.608 rp3 =−0.228
rp4 = 0.306 rp4 = 0.514 rp4 =−0.210

Thickness rp1 = 0.695 rp1 = 0.534 rp1 =−0.110
rp2 = 0.393 rp2 = 0.482 rp2 =−0.199
rp3 = 0.246 rp3 = 0.508 rp3 =−0.167
rp4 = 0.264 rp4 = 0.541 rp4 =−0.161

Altitude rp1 = 0.091 rp1 = 0.087 rp1 = 0.131
rp2 =−0.079 rp2 =−0.052 rp2 = 0.031
rp3 =−0.046 rp3 =−0.118 rp3 =−0.040
rp4 = 0.030 rp4 =−0.184 rp4 =−0.113

(b) Solar minimum

Electron density Echo power Thickness Altitude

So
la

rm
ax

im
um

Electron density rs1 = 0.245 rs1 = 0.428 rs1 =−0.292
rs2 = 0.179 rs2 = 0.215 rs2 = 0.006
rs3 = 0.178 rs3 = 0.178 rs3 = 0.045
rs4 = 0.123 rs4 = 0.173 rs4 = 0.047

Echo power rs1 = 0.494 rs1 = 0.603 rs1 =−0.047
rs2 = 0.239 rs2 = 0.643 rs2 =−0.188
rs3 = 0.202 rs3 = 0.635 rs3 =−0.240
rs4 = 0.232 rs4 = 0.542 rs4 =−0.208

Thickness rs1 = 0.668 rs1 = 0.615 rs1 =−0.168
rs2 = 0.311 rs2 = 0.621 rs2 =−0.185
rs3 = 0.202 rs3 = 0.637 rs3 =−0.141
rs4 = 0.230 rs4 = 0.595 rs4 =−0.124

Altitude rs1 = 0.095 rs1 = 0.111 rs1 = 0.161
rs2 =−0.052 rs2 =−0.051 rs2 = 0.008
rs3 =−0.031 rs3 =−0.107 rs3 =−0.052
rs4 = 0.058 rs4 =−0.190 rs4 =−0.076

b, we note that the highest Pearson correlation coefficient
and Spearman rank correlation coefficient are obtained for
monolayers. Specifically for the solar maximum, the Pear-
son coefficient is 0.501 and the Spearman rank coefficient is
0.494, while for the solar minimum, the Pearson coefficient
is 0.270 and the Spearman rank coefficient is 0.245. These
results can possibly suggest that at higher ionization levels at
92 km altitude, the PMSEs have a higher intensity, indicated
by a higher echo power, particularly in the case of monolay-
ers during the solar maximum. On the other hand, the lowest
correlations were found for multilayers containing three lay-

ers, with a Pearson coefficient of 0.224 and a Spearman rank
coefficient of 0.202 for the solar maximum and a Pearson co-
efficient of 0.306 and a Spearman rank coefficient of 0.232
for the solar minimum.

Narayanan et al. (2022) investigated the effects of parti-
cle precipitation on PMSE formation using electron densities
from 90 to 95 km. They found a clear response in the power
of the PMSEs during particle precipitation events: in all their
cases, an increase in PMSE power was observed in associa-
tion with particle precipitations. However, Narayanan et al.
(2022) say that the particle precipitation does not seem to be

Ann. Geophys., 42, 431–453, 2024 https://doi.org/10.5194/angeo-42-431-2024



D. Jozwicki et al.: Polar mesospheric summer echo (PMSE) multilayer properties 447

related to the very existence of PMSEs and that there seems
to be no linear relationship between both, which is consis-
tent with the results of our study. Specifically, we observe
weak Pearson correlation coefficients during the solar min-
imum, as reported in Table 5a, which is consistent with the
findings of Narayanan et al. (2022), who analyzed EISCAT
VHF observations from 2019, a period corresponding to the
solar minimum. However, our results indicate slightly higher
Pearson correlation coefficients during the solar maximum,
particularly for monolayers. It would be worthwhile to con-
duct a similar investigation as Narayanan et al. (2022) during
the solar maximum phase of a solar cycle. These findings
should be interpreted with care, considering that our study
differs from that of Narayanan et al. (2022) in several ways.
Specifically, our data selection process did not require the si-
multaneous presence of PMSEs and particle precipitation.

From Table 4, one can notice that for the combination of
echo power and electron density during the solar maximum,
the obtained Pearson correlation coefficient is 0.338 and the
Spearman rank correlation coefficient is 0.305. In their study,
Rauf et al. (2018a) used EISCAT VHF data to investigate the
correlation between PMSE strength and particle precipitation
over a dataset consisting of 111 h, or 5 d of observation. How-
ever, in their case, they derived the Pearson and Spearman
correlation coefficients between their PMSE proxy, which
is equivalent to our use of the term “echo power” and the
electron density at 90 km altitude instead of 92 km we used.
Nevertheless, it is interesting to note that they also found a
positive correlation between echo power and electron den-
sity of 0.15 for the Pearson correlation coefficient, and 0.24
for the Spearman correlation coefficient. It is important to
note that during their analysis, Rauf et al. (2018a) only se-
lected data from 8 to 12 July 2013, when PMSEs and parti-
cle precipitation were occurring simultaneously. In our study,
we included data from the year 2013 in the solar maximum
period. Hence, we compare the correlation coefficients from
Rauf et al. (2018a) with our own coefficients for the solar
maximum. While both studies discovered a positive corre-
lation, our findings had higher correlation coefficients than
the Rauf et al. (2018a) study. One factor which could ex-
plain this difference might be the fact that in Rauf et al.
(2018a) data, PMSEs and particle precipitation were always
occurring simultaneously, while in our analysis, data were
selected solely based on the presence of PMSEs without any
filtering based on the occurrence of particle precipitation. It
should be noted that while a PMSE was present in all of our
cases, there may have been instances where particle precip-
itation was present and instances where it was not. Another
factor might be that we used a lower threshold for PMSE
detection than Rauf et al. (2018a) due to the fact that we
used a classification model on the data beforehand. We used
the threshold Ne > 3.2×1010 m−3, while Rauf et al. (2018a)
used Ne > 4.6× 1011 m−3.

4 Conclusions

The altitude, the echo power and the thickness of layers in
PMSEs have, on average, higher values during the solar max-
imum than during the solar minimum. During the PMSE oc-
currence, as expected, the electron density at 92 km is, on
average, higher during the solar maximum than solar mini-
mum. Taking into account the findings presented by Lübken
et al. (2021) that show an increase in ice particle size over
time in conjunction with these results, it is difficult to iso-
late the exact mechanisms by which the PMSE properties
are affected. Nonetheless, breaking down the multilayer sets
into individual layers reveals a consistent trend: in both solar
maximum and solar minimum cases, the altitude of the top
layer tends to rise with an increasing number of multilayers.
This tendency extends to the second- and third-highest lay-
ers as well. Our findings support the conclusions drawn by
Hoffmann et al. (2005) regarding the altitude and occurrence
rate of both mono and multiple layers. Additionally, when
examining the lowest layer in various multilayer sets, the
lowest layer almost always aligns with the NLC altitude as
reported by Fiedler et al. (2003) of 83.3 km. The recent work
by Vellalassery et al. (2024) addresses the variation in NLCs
throughout the solar cycle. They used the Leibniz Institute
Middle Atmosphere (LIMA) model and the Mesospheric Ice
Microphysics and Transport (MIMAS) model over the years
1849 to 2019, corresponding to 15 solar cycles. Their find-
ings indicate that NLC altitudes increase during periods of
solar maximum and decrease during the solar minimum. Ad-
ditionally, they observed a long-term decline in NLC altitude,
attributed to the overall shrinking of the atmosphere. Our
findings align with those results, as we observed a lower al-
titude of the PMSEs during the solar minimum period (years
2019 and 2020) compared to the solar maximum phase (years
2013 to 2015).

We have observed that the thickness of the layers decreases
as the number of multilayers increases, indicating that a sin-
gle monolayer will be thicker than the separate layers of a
set of two multilayers, which in turn will be thicker than the
separate layers of three multilayers and so on. This is mostly
the case for layers 1 to 3 and for both the solar maximum
and solar minimum. Furthermore, the echo power was found
to decrease with increasing multilayers but only in the case
of the solar maximum and mostly for layers 1 to 3. This sug-
gests that there may be a relationship between the number
of layers, echo power and thickness. Our study is consistent
with the findings of Li et al. (2016) where they found that the
thickness of multilayers decreases with increasing number of
multilayers.

Based on our investigation, we have found that the elec-
tron density at 92 km altitude and the echo power are posi-
tively correlated with the thickness for all the layers and for
both the solar maximum and solar minimum except for four
multilayers at the solar minimum. We also found similar re-
sults as Rauf et al. (2018a), discovering a positive correla-
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tion between electron density and echo power, especially for
monolayers and during the solar maximum. This can possi-
bly suggest that under those conditions and at higher ioniza-
tion levels at 92 km altitude, the PMSEs are stronger, which
is indicated by a higher echo power. The electron density
was highly correlated with the thickness of the layers ex-
cept for the solar minimum and four multilayers. The corre-
lation is the strongest, especially for the solar maximum and
monolayers, which indicates that at higher ionization lev-
els at 92 km altitude, the PMSE monolayers are commonly
thicker. Comparing our results with Li et al. (2016) led us to
the hypothesis that the thickness of the layers could be re-
lated to the vertical wavelength of gravity waves, with larger
wavelengths producing thicker layers. Further investigations
could explore this hypothesis, potentially providing a means
of inferring the wavelength of gravity waves through PMSE
observations at these altitudes.

For both solar maximum and solar minimum periods, the
monolayers attained the lowest average electron density of
their respective seasons though the trend was relatively weak.
An argument could be made that higher electron densities at
ionospheric altitudes might be necessary to generate multi-
layered PMSEs, though this requires more investigation.

A parallel can be drawn with the findings of Schäfer et al.
(2020) regarding multilayered NLCs, where both of our stud-
ies found a similar occurrence rate for thick-layer formation
above 1 km thickness. In light of the similarities in multilayer
formation between PMSEs and NLCs, future studies may be
able to utilize findings from NLC research to gain insights
into PMSE dynamics.

In conclusion, the mechanism of the formation PMSEs
might be presently well understood; however, the exact con-
ditions leading to multilayered PMSE formation remain un-
clear, and further investigation is required. Hoffmann et al.
(2005) proposed that PMSE layering can be explained by the
stratification of ice particles resulting from successive nucle-
ation cycles near the mesopause followed by growth and sed-
imentation. Other authors hypothesized a potential connec-
tion between PMSE multilayers and gravity waves (Li et al.,
2016; Hoffmann et al., 2005). Our hypothesis on the forma-
tion of multilayered PMSEs is that gravity waves transport
particles into regions of low temperature at varying altitudes.
In these conditions, ice particles can form and grow. This
process may impact the size of ice particles, which in turn
could affect their spatial distribution via sedimentation, and
potentially influence the formation of multilayers. Therefore,
for example, future research could include further investi-
gation of the connections between multilayered PMSE for-
mation, winds and gravity waves. One possible way to do
this is to measure gravity waves using the EISCAT radar
(Günzkofer et al., 2023). Utilizing the dissipative anelastic
gravity wave dispersion relation, Günzkofer et al. (2023) de-
rive vertical wind profiles within the lower thermosphere.
This is a promising avenue for further measuring of gravity
waves during PMSE occurrences. Understanding the com-
plex interplay of the factors involving the formation of PM-
SEs is crucial to gain insights into the thermodynamic and
fluid dynamic processes occurring at altitudes between 80
and 90 km. While differences between the results from obser-
vations during the solar maximum and during the solar min-
imum considering all the layers together are statistically sig-
nificant, the cause for the differences needs to be confirmed
by future studies.
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Appendix A

Figure A1. Altitude distribution of the data during the solar maximum for (a) monolayers, (b) multilayers with two layers, (c) multilayers
with three layers and (d) multilayers with four layers. Each subplot was its respective averaged mean altitude of all the multilayers represented
with a red line on the graph and specified in the legend together with 1 standard deviation.

Figure A2. Altitude distribution of the data during the solar minimum for (a) monolayers, (b) multilayers with two layers, (c) multilayers
with three layers and (d) multilayers with four layers. Each subplot was its respective averaged mean altitude of all the multilayers represented
with a red line on the graph and specified in the legend together with 1 standard deviation.
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Appendix B

Table B1. P values for all combinations of layers shown in Figs. 4 and 5.

P values
Solar minimum

Monolayers Layer 1 of 2 Layer 2 of 2 Layer 1 of 3 Layer 2 of 3 Layer 3 of 3 Layer 1 of 4 Layer 2 of 4 Layer 3 of 4 Layer 4 of 4

So
la

rm
ax

im
um

Monolayers P<0.0001 P<0.0001 P<0.0001 0.3618 P<0.0001 P<0.0001 P<0.0001 0.0027 P<0.0001
Layer 1 of 2 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 0.0268 P<0.0001 P<0.0001
Layer 2 of 2 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001
Layer 1 of 3 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 0.0106 P<0.0001 P<0.0001 P<0.0001
Layer 2 of 3 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001
Layer 3 of 3 P<0.0001 P<0.0001 0.0002 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 0.0001
Layer 1 of 4 P<0.0001 P<0.0001 P<0.0001 0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001
Layer 2 of 4 P<0.0001 0.0448 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001
Layer 3 of 4 0.0411 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001
Layer 4 of 4 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001 P<0.0001

Table B2. P values for all combinations of layers and parameters shown in Figs. 3, A1, A2, 6, 7, 8, 9, 10, 11, 12, 13 and 14.

Altitude Electron density Echo power Thickness

So
la

rm
ax

im
um

Layers 1–2 P = 0.6462 P<0.0001 P<0.0001 P<0.0001
Layers 1–3 P<0.0001 P = 0.0003 P<0.0001 P<0.0001
Layers 1–4 P = 0.0002 P = 0.0831 P<0.0001 P<0.0001
Layers 2–3 P<0.0001 P = 0.0804 P<0.0001 P<0.0001
Layers 2–4 P = 0.0014 P = 0.4000 P<0.0001 P<0.0001
Layers 3–4 P = 0.8035 P = 1.0000 P = 0.0012 P = 0.0002

So
la

rm
in

im
um

Layers 1–2 P = 0.6808 P<0.0001 P = 0.3483 P<0.0001
Layers 1–3 P = 0.1098 P<0.0001 P = 0.0009 P<0.0001
Layers 1–4 P = 0.3030 P<0.0001 P = 0.0001 P<0.0001
Layers 2–3 P = 0.0481 P<0.0001 P<0.0001 P<0.0001
Layers 2–4 P = 0.2284 P = 0.0091 P<0.0001 P<0.0001
Layers 3–4 P = 1.0000 P = 0.5707 P = 0.0728 P = 0.0002

Solar max–min P<0.0001 P<0.0001 P<0.0001 P<0.0001

Table B3. P values for the correlation coefficients for all layers together during the solar maximum and solar minimum shown in Table 4.

P values
Solar min

Electron density Echo power Thickness Altitude

So
la

rm
ax Electron density 1.53E-27 1.38E-54 1.06E-04

Echo power 1.02E-203 0 2.51E-28
Thickness 0 0 1.94E-30
Altitude 0.772 2.24E-03 0.0175
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Table B4. P values for the correlation coefficients for the mono- and multilayers separately, during the solar maximum and solar minimum
shown in Table 5b).

P values
Solar minimum

Electron density Echo power Thickness Altitude

So
la

rm
ax

im
um

Electron density Layer 1= 1.86E-19 Layer 1= 1.02E-59 Layer 1= 2.08E-27
Layer 2= 1.49E-14 Layer 2= 2.84E-08 Layer 2= 0.800
Layer 3= 4.17E-04 Layer 3= 4.17E-04 Layer 3= 0.165
Layer 4= 0.0489 Layer 4= 0.00542 Layer 4= 0.455

Echo power Layer 1= 4.06E-183 Layer 1= 3.58E-139 Layer 1= 0.0760
Layer 2= 5.68E-58 Layer 2= 5.62E-112 Layer 2= 2.30E-16
Layer 3= 4.29E-12 Layer 3= 4.17E-04 Layer 3= 2.51E-14
Layer 4= 3.19E-05 Layer 4= 6.96E-22 Layer 4= 5.92E-04

Thickness Layer1= 0 Layer 1= 4.186E-319 Layer 1= 2.87E-10
Layer 2= 9.23E-99 Layer 2= 0 Layer 2= 8.82E-06
Layer 3= 1.65E-17 Layer 3= 8.51E-205 Layer 3= 4.17E-04
Layer 4= 3.60E-05 Layer 4= 1.89E-32 Layer 4= 0.0418

Altitude Layer 1= 1.80E-07 Layer 1= 6.87E-10 Layer 1= 2.93E-19
Layer 2= 5.19E-04 Layer 2= 5.85E-04 Layer 2= 0.592
Layer 3= 0.194 Layer 3= 5.32E-06 Layer 3= 0.0288
Layer 4= 0.305 Layer 4= 6.02E-04 Layer 4= 0.174
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