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Abstract
Earth’s transient climate response (TCR) quantifies the global mean surface air temperature change
due to a doubling of atmospheric CO2 concentration after 70 years of a compounding 1% per year
increase. TCR is highly correlated with near-term climate projections, and thus of relevance for
climate policy, but remains poorly constrained in part due to uncertainties in the representation of
key physical processes in Earth System Models (ESMs). Within state-of-the-art ESMs participating
in the Coupled Model Intercomparison Project (CMIP6), the TCR range (1.1 ◦C–2.9 ◦C) is too
wide to offer useful guidance to policymakers. Similarly, the sixth report of the Intergovernmental
Panel on Climate Change, while not solely reliant on ESMs for its TCR assessment, produced a very
likely range of 1.2 ◦C–2.4 ◦C. To complement earlier, ESM-based, estimates, we here present a new
TCR estimate of 2.17 (1.72–2.77) ◦C (95% confidence interval), derived based on a statistical
relationship between surface air temperature and observational proxies for its main drivers,
i.e. changes in atmospheric greenhouse gases and aerosols. We show that, within uncertainty, this
method correctly diagnoses TCR from 20 CMIP6 ESMs if the same input variables are taken from
the ESMs that are available from observations. This increases confidence in the new
observation-based central estimate and range, which is respectively higher and narrower than the
mean and spread of the estimates from the entire ensemble of CMIP6. Many ESM-based estimates
tend to produce TCRs lower than the observational range reported here. Our findings suggest that
a misrepresentation of the aerosol cooling effect could be the cause of this discrepancy. Further, the
revised TCR estimate suggests a downward revision of the remaining carbon budgets aligned with
the overarching goal of the Paris agreement.

1. Introduction

The question of how sensitive Earth’s climate is to
atmospheric greenhouse gas perturbations has been
long-standing in the climate research community and
of mounting concern in society at large. Research
over several decades has pursued several different

types of evidence to constrain standardmetrics of cli-
mate sensitivity, like the Transient Climate Response
(TCR). However, many estimates continue to, dir-
ectly or indirectly, depend on Earth System Models
(ESMs), which rely on simplified representations of
a wide range of small-scale processes of relevance
for forcing- and feedback mechanisms in the climate
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system, resulting in a large spread in simulated cli-
mate sensitivity (Forster et al 2021). This uncertainty,
in turn, translates into highly uncertain climate pro-
jections for a given future emission-scenario (Lee
et al 2021, Tebaldi et al 2021), with consequences
for society’s ability to determine necessary mitigation
and adaptation action. TCR has been demonstrated
to correlate well with near-term climate projections
across a wide range of emission scenarios (see e.g.
Grose et al 2018, Huusko et al 2021), and is therefore
among the metrics of Earth’s climate sensitivity most
relevant for today’s decision makers.

The latest generation of ESMs in the CMIP6
ensemble produces a mean TCR of 2.0 ◦C, somewhat
higher than the previous ESM generation (CMIP5
mean of 1.8 ◦C, Meehl et al 2020). For context, the
most recent report from the Intergovernmental Panel
for Climate Change (IPCC AR6) assessed the very
likely TCR range to be 1.2 ◦C–2.4 ◦C with a cent-
ral estimate of 1.8 ◦C (Forster et al 2021). Multiple
CMIP6 models produce TCR values well above the
upper end of this range (Meehl et al 2020), raising
questions about their plausibility.

This serves as the backdrop for the research
presented here, which takes advantage of a new obser-
vational approach proposed by Phillips et al (2020) to
determine TCR. This method makes use of a statist-
ical relationship among surface air temperature, sur-
face solar radiation (SSR), and greenhouse gas con-
centrations to estimate TCR empirically. An import-
ant innovation of the approach is that it uses an obser-
vational proxy, SSR, for the cooling effect of aero-
sols, in order to isolate the observed surface air tem-
perature change attributable to atmospheric green-
house gas changes, thus allowing for TCR inference.
We present tests of the robustness of the statistical
method by applying it to ‘synthetic climate data’ in
the form of output from CMIP6 models, for which
the true TCR value is known. Finally, we discuss
implications of the observation-based TCR estimate
for the remaining carbon budgets (RCBs) in line with
the goals of the Paris agreement.

2. Data andmethods

2.1. Data
Data used in this study come from both observations
and ESMs. Observed surface air temperature data
are available from the Climate Research Unit grid-
ded Time Series (CRU TS V4) (Harris et al 2020).
Observed SSRdata are obtained froma spatially inter-
polated data set based on the Global Energy Balance
Archive (GEBA, Wild et al 2017, Yuan et al 2021).
GEBA provides the most extensive SSR observations
available, with measurements from ∼2500 stations
worldwide. The quality of the data has been rigor-
ously controlled and the random measurement error
has been estimated to be 5% for monthly and 2% for
annual mean values per station on average (Gilgen

et al 1998). In spite of GEBA’s unparalleled spatial
and temporal coverage, station data tend to cluster
in developed regions, while only sparse data exist in
rural regions. In order to obtain a balanced SSR data
set, we apply the machine learning method of Yuan
et al (2021) with minor modifications, to interpolate
SSR values in locations with missing data using data
from neighbouring locations and a range of climate
variables. The CRU and SSR data sets provide com-
plete gridded observations over land at 0.5◦ × 0.5◦

resolution.We aggregate these values into global time
series for the purpose of the econometric analysis.
The term ‘SSR’ hereinafter refers to land-based SSR
unless specified otherwise.

Simulation counterparts to the observational data
sets, hereafter termed ‘synthetic observations’, are
obtained from historical simulations from 22 ESMs
in CMIP6 (Eyring et al 2016). The number of ESMs
included was determined by the availability of model
simulations and output variables required to calcu-
late TCR at the time of the analysis. Some ESMs
have several realizations, each started from slightly
different initial conditions. Only one realization is
used here because ensemble members tend to con-
verge and generate similar TCR estimates (supple-
mentary information SI figure S1). Reconciling the
data availability of CMIP6 model simulations with
that of observations limits the study to the time period
from 1964 to 2014.

SSR is in our analysis used as a proxy for aerosol
forcing primarily, but also for other transient/minor
forcings operating in the solar part of the spectrum
(e.g. volcanic forcing and ozone forcing). Aerosols
absorb and scatter sunlight and also affect the radi-
ative properties of clouds (Forster et al 2021), and are
viewed as the main cause of the so-called ‘dimming’
and ‘brightening’ periods observed in SSR decadal
trends (see e.g. Ruckstuhl and Norris 2009, Kudo et al
2012, Wandji Nyamsi et al 2020, Wild et al 2021).

Table 1 reports annual trends of global aver-
age land temperature and SSR over two sub-periods
representative of ‘global dimming’ (1964–1994) and
‘global brightening’ (1984–2014) for observations
and the ESM average. As expected, observed temper-
ature shows accelerated warming, with the trend of
the later period about twice that of the earlier period.
The ESMs show trends generally in line with observa-
tions, yet with slightly stronger warming in the later
period. However, the ESMs generally show poor skill
in capturing the SSR trends, with the average trend
only about one quarter of the observed trend for the
1964–1994 period. This is a feature that has been dis-
cussed also in previous literature (see e.g. Moseid et al
2020).

Our source of global CO2 equivalent concentra-
tions is the estimated greenhouse gas longwave effect-
ive radiative forcing (LW ERF) from the Indicators
of Global Climate Change 2023 (Forster et al 2024).
We estimate LW greenhouse gas ERF to be the sum of
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Table 1. Annual trends of global land average temperature and SSR for observation and the ensemble mean of 22 ESMs, obtained by
regressing temperature or SSR on a linear time trend. Two sub-periods are chosen to account for the transition from global dimming to
brightening and to ensure more than 30 years of duration to reduce the effect of internal variability. Individual ESMs trends are available
in SI tables S1 and S2.

Temperature (◦C yr−1)

Period Slope Slope std tvalue Pval Pval.symbola

Observation 1964–1994 0.017 0.002 8.384 <.001 ∗∗∗

1984–2014 0.030 0.003 9.106 <.001 ∗∗∗

ESM mean 1964–1994 0.015 0.002 7.045 <.001 ∗∗∗

1984–2014 0.038 0.002 16.153 <.001 ∗∗∗

SSR (Wm−2 yr−1)

Period Slope Slope std tvalue Pval Pval.symbola

Observation 1964–1994 −0.240 0.013 −18.314 <.001 ∗∗∗

1984–2014 0.020 0.011 1.874 .071 .
ESM mean 1964–1994 −0.066 0.009 −6.940 <.001 ∗∗∗

1984–2014 −0.009 0.010 −0.897 .377
a ∗∗∗ indicates p ! 0.001, ∗∗ for p ! 0.01, ∗ for p ! 0.05, . for p ! 0.1, and no symbol if p> 0.1.

CO2, CH4, N2O, all halogenated gases, stratospheric
water vapour from CH4 oxidation, and 50% of the
ozone ERF. We use 50% of ozone ERF to estimate
the longwave component, as ozone is also a signific-
ant shortwave (SW) absorber, and the SW and LW
contributions to ERF are similar in ESMs (Skeie et al
2020). CO2 is the dominant contributor to LW ERF,
somodelling based onCO2 equivalent concentrations
is appropriate (Jenkins et al 2018). The time series
fromForster et al (2024) is an update of the IPCCAR6
time series to include post-2019 data. The same CO2

equivalent concentration data are applied for both
observations and ESMs.

When empirically estimating TCR for the CMIP6
models, we use the reported TCR, regarded as the
‘true’ TCR for each model, as the reference for com-
parison with the empirically estimated TCR. The
reported TCR is calculated as the change in global
near surface temperature in a 20 year average around
the time of CO2 doubling (years 60–79 in simula-
tions in which CO2 was increased by 1% per year)
as compared to the equivalent 20 year segment of
each model’s own pre-industrial control simulation.
Confidence levels were found by bootstrapping the
mean difference between the two 20 year segments
with 10 000 realizations.

2.2. Econometric framework
TCR is in this study estimated using an empirical
econometric framework. Econometric methodology
is statistical in nature, but avoids some of the biases
involved in standard statistical methods and can assist
in validating inference, both of which are import-
ant in empirical work, whether it involves climate or
economic data. Here, econometric methods are used
to relate global average surface air temperature in
year t+ 1 (T̄t+1) to previous year’s temperature (T̄t),

global average SSR (R̄t), and the logarithm of CO2

equivalent concentrations (CO2e,t):

T̄t+1 = γ0 + γ1T̄t + γ2R̄t + γ3 ln(CO2e,t)+ ut+1.
(1)

The equation error disturbance ut+1 embodies
variability not captured by the explanatory regressors
R̄t and CO2t, and the γi are fixed parameters. Here,
γ1 can be viewed as a measure of the global temper-
ature inertia, which is governed first and foremost
by ocean heat uptake, while γ2 and γ3 quantify the
transient sensitivity of the surface temperature to sur-
face SW radiation and equivalent CO2, respectively,
and thus are largely controlled by climate feedback.
As analyzed and discussed in Phillips et al (2020),
each of themain variables in (1) is nonstationary with
stochastic trend characteristics analogous to those of
random walks or random walks with drift. This non-
stationarity can be removed by a simple transform-
ation of equation (1) that leads to a new equation
explaining the evolution of temperature differences
over time, ∆T̄t+1 = T̄t+1 − T̄t, in terms of variables
that represent deviations from an equilibrium rela-
tionship between temperature, surface radiation and
greenhouse gases. The reformulation of (1) is

∆T̄t+1 = γ0 − (1− γ1)

[
T̄t −

γ2
1− γ1

R̄t −
γ3

1− γ1
ln(CO2t)

]

+ ut+1, (2)

which leads to the following cointegrating relationship
among the main variables

T̄t = d0 + d1R̄t + d2 ln(CO2t)+ vt, (3)

with d0 =
γ0

1−γ1
, d1 =

γ2

1−γ1
, d2 =

γ3

1−γ1
and residual vt.

The linear relationship (3) is described as cointegrat-
ing because it captures the long term (multi-decadal)
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relationship among the variables
{
T̄t, R̄t,CO2t

}
.

Methods for establishing the existence of this rela-
tionship and a fully modified least squares (FM-OLS)
procedure for estimating the coefficients {d0,d1,d2}
in (3) were given in Phillips et al (2020). FM-OLS
estimation of the relationship (3) and its coefficients
is important because it overcomes difficulties of both
bias and inference that arise from direct estimation
of equation (1) and focuses attention on the key
long run parameters d1 and d2. The modifications
involved in the FM-OLS procedure take account of
endogeneity (or joint determination) of the variables{
T̄t, R̄t,CO2t

}
and the presence of trends and serial

dependence in their generating mechanism, which
assists in validating inference. Readers are referred to
Phillips et al (2020) for detailed discussion of this
approach.

Checking for cointegration using the augmen-
ted Dickey–Fuller test (Dickey and Fuller 1979, 1981,
Phillips and Ouliaris 1990) (table S3 and figure S2),
we indeed find that the three observed variables (tem-
perature, CO2e,t and SSR) are cointegrated over the
time period considered. Among the 22 ESMs in our
dataset, BCC-ESM1 and SAM0-UNICON failed the
cointegration test at the 1% significance level. Since
cointegration is a crucial assumption for the valid-
ity of our empirical framework, as outline above, we
exclude these two models from the TCR estimation
in the subsequent analysis. It is also worth noting that
for the remaining models and the observations, the
same cointegration test fails if only two of the three
variables are considered, independent of which two
variables are selected. In otherwords, the temperature
evolution cannot be statistically explained by CO2e or
SSR alone, only by the combination of the two.

Once the parameters of equation (3) have been
estimated following the method of Phillips et al
(2020), it follows from the same equation that TCR
(i.e. the temperature change due to a doubling of
CO22e) can be expressed as

TCR= d2 × ln(2) . (4)

Thereafter, one additional step is required to com-
pute a globally representative TCR value. Since our
observational data cover only land areas, equation (1)
yields a TCR representative for land only. This value
must therefore be converted to a global TCR value.
Specifically,

TCRG = TCRL ·
AL ·wL +AO ·wO

wL
= TCRL

·
(
AL +

AO

WR

)
= TCRL ·Wtrans

(5)

where TCRL and TCRG denote land and global TCR,
respectively. AL and AO are Earth’s land and ocean
area fractions which are set to 0.29 and 0.71. 1

WR = wO
wL

stands for the inverse of the land–ocean warming ratio
(WR), wherewO denotes the warming rate over ocean

andwL over land.Wtrans denotes the conversion factor
for the central estimate.

Land and ocean warming rates are calculated as
the least squares estimate of the slope coefficient
from regressing temperature on a linear time trend.
Warming rates and ratios as well as the Wtrans used
for individual ESMs are reported in SI table S4. ESMs
reportWRs ranging from1.29 to 2.02, with an average
of 1.63 and standard deviation of 0.20. For the obser-
vations we adopt a WR of 1.62, which is generally
supported by Gulev et al (2021) (their table 2.4). To
account for uncertainty in theWR from the ESMs and
observations, we add an uncertainty bound of ±0.05
to 1

WR .Wemultiply the lower bound of the confidence
interval for TCRL by W

−
trans and the upper bound by

W+
trans given by

W−
trans = AL +

AO

WR
· (1− 0.05)

W+
trans = AL +

AO

WR
· (1+ 0.05) .

(6)

This adjustment leads to a slightly wider uncertainty
range than the 95% CI of global TCR estimate based
on the transformation factorWtrans alone.

Additionally, we imposed a ±2% uncertainty
band to account for measurement errors in observed
SSR (Gilgen et al 1998). We performed a bootstrap
with 100000 iterations. For each iteration, we gen-
erated a noise series that follows a normal distribu-
tion with a mean of zero and a standard deviation
equal to 2% of the annual average SSR. The empir-
ical confidence interval was then derived by taking the
lower 95%CI boundary from the smallest TCR estim-
ate and the upper 95% CI boundary from the largest
TCR estimate.

In principle, since ESMs have global coverage, a
direct global TCR estimate based on land and ocean
data would be possible. However, in order to keep
consistency in the estimation between observations
and ESM simulations, we retain only the ESM out-
put over land and convert the land estimate to the
global estimate following the conversion procedure
described above. A discussion of how the conversion
impacts the global TCR estimate can be found in
section 4.

2.3. RCB calculation
The RCB up to a particular temperature limit
above pre-industrial ∆Tlim can be conceptualized as
(Matthews et al 2021)

RCB=
∆Tlim (1− f∗nc)−∆Tanth (1− fnc)

TCRE
, (7)

where∆Tanth is the anthropogenic-attributed warm-
ing since pre-industrial, fnc is the present-day frac-
tion of anthropogenic effective radiative forcing from
non-CO2 sources, f∗nc is the non-CO2 forcing fraction
at net-zero CO2 emissions, and TCRE is the TCR to
cumulative emissions of CO2.
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TCRE can be approximated as (Jones and
Friedlingstein 2020)

TCRE= af ·
TCR

∆C2×CO2

, (8)

where af is the cumulative airborne fraction taken at
the time of doubling of CO2 in a 1% per year com-
pound CO2 increase and ∆C2×CO2 is the increase
in atmospheric carbon mass for a doubling of pre-
industrial CO2. Using a pre-industrial CO2 value
of 284.32 ppm representative of 1850 conditions
(Meinshausen et al 2017) and a conversion of 1
ppm = 2.124 GtC (Friedlingstein et al 2020) gives
∆C2×CO2 = 604 GtC.

To generate probability distributions of the RCB
to∆Tlim = 1.5 ◦C or 2 ◦C a 1million memberMonte
Carlo ensemble was produced. TCR is sampled as
gamma-distributed for reported TCR from CMIP6
models (see table SX), and as normally-distributed
for the observational TCR using the mean of 2.17 ◦C
and standard deviation 0.31 ◦C. For the estimate from
IPCC AR6 we use a normal distribution with mean
of 1.80 ◦C and standard deviation of 0.36 ◦C (Forster
et al 2021). In all cases, airborne fraction is sampled
from a normal distribution using the results from
11 CMIP6 carbon-cycle models in Arora et al (2020)
with mean 0.532 and standard deviation 0.033.

From the derived TCRE distributions, the RCB
is computed by sampling the terms in equation (7)
from distributions in Matthews et al (2021). fnc is
taken from mean 1990–2019 non-CO2 forcing frac-
tions from all 411 integrated assessmentmodel (IAM)
scenarios considered by the IPCC Special Report on
1.5 ◦C (median 0.14, 5%–95% range −0.11–0.33,
Rogelj et al 2018) and sampled using a kernel dens-
ity estimate. The non-CO2 forcing fraction at net-
zero is f∗nc = 0.3081fnc + 0.14+ ε where ε is sampled
as a normal distribution (mean 0 and 5%–95% range
of 0.05) that represents additional future socioeco-
nomic pathway uncertainty up to net-zero CO2 emis-
sions in IAM scenarios (Matthews et al 2021).∆Tanth

is sampled as a skew-normal distribution fit to best-
estimate and 5%–95% uncertainty of anthropogenic
warming from 1850–1900 to 2023 of 1.31 (1.1–1.7)
◦C (Forster et al 2024). RCB calculations are conver-
ted from units of GtC to GtCO2 (multiplied by 3.664)
and reported to the nearest 5 GtCO2 from the begin-
ning of 2024.

3. Results

3.1. Using SSR as a proxy for aerosol forcing
To show that SSR is a reasonable proxy for aero-
sol forcing (AER), we calculated correlation coeffi-
cients for 11 ESMs for which both SSR and AER
data are available. AER data are from the Radiative
Forcing Model Intercomparison Project (RFMIP)
piclim-histaer simulations obtained from Smith et al
(2021). An almost perfect linear correlation is found

Table 2. Correlation coefficients of surface solar radiation (SSR)
and aerosol forcing (AER) over 1850–2014 (1964–2014 in
parentheses). Five-year moving average was applied to SSR and
AER to smooth random noise. Note that for E3SM-1-0, the
correlation coefficient is calculated based on the period
1870–2014 due to data availability of AER. See SI figures S6–S16
for SSR and AER time series for individual ESMs.

Model Corr coef. Pval Pval.symbola

CanESM5 0.94 (0.04) <.001 ∗∗∗

CNRM-CM6-1 0.93 (0.71) <.001 ∗∗∗

E3SM-1-0 0.97 (0.60) <.001 ∗∗∗

GFDL-ESM4 0.93 (0.47) <.001 ∗∗∗

GISS-E2-1-G 0.97 (0.76) <.001 ∗∗∗

HadGEM3-GC31-LL 0.97 (0.32) <.001 ∗∗∗

IPSL-CM6A-LR 0.90 (0.76) <.001 ∗∗∗

MIROC6 0.96 (0.79) <.001 ∗∗∗

MRI-ESM2 0.97 (0.23) <.001 ∗∗∗

NorESM2-LM 0.98 (0.59) <.001 ∗∗∗

UKESM1-0-LL 0.95 (0.22) <.001 ∗∗∗

a Refer to table 1 for significance symbol representation.

between SSR and AER for all ESMs when the entire
length of the historical ESM simulations (1850–2014)
is considered (all correlation coefficients > 0.9 in
table 2). This is remarkably high considering that SSR
captures all influence on downwelling SW radiation
at the surface, including effects from volcanic erup-
tions and ozone. When the shorter period of 1964–
2014 is considered, the influence of large episodic
volcanic eruptions (e.g. El Chicon of 1984 and Mt
Pinatubo in 1991), ozone variations and interannual
cloud variability naturally weakens the correlation.
Nevertheless, the correlation between SSR and AER
remains positive for all ESMs and is statistically sig-
nificant at the 95% confidence level for 8 out of 11
models with an average correlation coefficient of 0.53.

3.2. New observation–based TCR estimate
In a first application of the method, TCR was estim-
ated to be 2.0 ± 0.8 ◦C (Storelvmo et al 2016), while
in the present study updates to the observational data
sets and further development of themethodology (see
Phillips et al 2020) produce a somewhat higher estim-
ate and a narrower uncertainty range of 2.17 (1.72–
2.77) ◦C (95% confidence interval).

Figure 1 shows trends in the observational data-
sets and indicators confirming that the econometric
model performs as intended. CO2 equivalent concen-
trations show log-linear trends; SSR shows significant
dimming until the early 1990s and stability thereafter.
As expected, temperature predictions by the econo-
metric model are well in line with long-term trends
in the observations, with less year-to-year volatil-
ity. This confirms that the parameter estimation
procedure is sound. The residuals fluctuate around
zero, showing fair performance of the econometric
model.

Next, we present evidence that the observational
method can correctly diagnose TCR. This is done
by comparing the standard TCR calculation from 20
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Figure 1. Observation-based model input (a) and (b) and performance evaluation (c) and (d). (a) Logarithms of CO2 equivalent
concentrations. (b) Global land average Surface Solar Radiation (SSR). (c) Global land average temperature: observation (black
line), predictions, and its 95% confidence interval from the econometric model (green line and the shading band). The
temperature trends are further decomposed based on changes in SSR and CO2,eq. The red line shows predicted temperature
under the scenario of constant CO2,eq levels at 1964, such that any changes in temperature are attributable to surface solar
radiation variability. Likewise, the constant surface solar radiation scenario is shown in the blue line, such that trends in
temperature are solely driven by changes in CO2,eq. Shadings represent 95% confidence intervals for econometric model
predictions. All series are shown as 5 year running averages. (d) Scatter plot of residuals.

CMIP6 models with the TCR values estimated when
the same variables that are available from observa-
tions are extracted from the models and used in the
observational analysis (hereinafter referred to as E-
TCR). Numerical TCR and E-TCR values for indi-
vidual models are presented in table S6.

3.3. Increasing confidence in the new TCR estimate
As evident from figure 2, the TCR distribution based
on the standard calculation and the E-TCR emer-
ging from the synthetic observations extracted from
the ESMs are indeed very similar. Accordingly, the
ensemble means for the two distributions are also
near-identical, with an E-TCR mean of 2.08 ◦C vs
TCR mean of 2.06 ◦C. However, this excellent agree-
ment to some extent hides somewhat larger discrep-
ancies for individual models, for which E-TCR some-
times underestimates and sometimes overestimates
the true TCR.

Nevertheless, there is also a statistically signific-
ant positive correlation between the estimated E-TCR

values and the TCR values based on standard calcu-
lations for the ESMs (r = 0.73, figure 3), with low-
TCR models correctly being diagnosed as such, and
vice versa. While we note relatively large deviations
from the 1–1 line for some models, the E-TCR con-
fidence interval (figure 4) encompasses or hugs this
line for all but one model.

Higher E-TCR models (e.g. CanESM5) tend
to show stronger simulated trends of temperat-
ure and/or SSR, whereas lower E-TCR models (e.g.
CAMS-CSM 1-0) are usually associated with weaker
trends. Other things being equal, i.e. fixing CO2 and
radiation variations, a stronger temperature trend
means a larger response of temperature given a unit
change of CO2, that is, a larger TCR, and vice versa.
Aerosol cooling effects counteract CO2 warming, so a
stronger trend in SSR requires a larger TCR in order
for the same amount of CO2 change to achieve the
same rise in temperature.

Finally, figure 4 shows that while the method can-
not always perfectly diagnose the true TCR, it is (with
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Figure 2. Histograms of TCR from CMIP6 models based on standard calculations (blue bars) and estimated based on synthetic
observations extracted from the ESMs (purple bars). Also shown are fitted gamma distributions for the standard TCR
calculations (blue curve) and the estimated values (purple curve). The red dashed vertical line represents the TCR estimated from
observations.

Figure 3. TCR values based on standard calculations vs E-TCR based on synthetic observations from 20 ESMs. The x-axis is
E-TCR estimates from the econometric model; the y-axis is reported TCRs from ESMs. The blue line shows the 1–1 reference line.
As also shown are the correlation coefficient, and its significance level in the upper-left corner. The shaded area shows the 95%
confidence interval of the observational TCR estimate; the dashed line shows the central estimate.

the exception of the CAMS-CSM1-0 model) within
or at the edge of the estimated E-TCR range. This
strengthens confidence in the ability of the empirical
TCR estimation to correctly diagnose the TCR of the
real climate system, which is therefore very likely to lie

in the estimated observation-based 95% confidence
interval. Notably, only four ESMs have a TCR that
breaches the observational-based range, and all of
them undershoot, indicating a tendency for ESMs to
underestimate TCR compared to observational data.
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Figure 4. TCR values based on standard calculations for 20 CMIP6 models (blue points and bars showing central values and 95%
confidence intervals, respectively) and the corresponding E–TCR values (black points and bars) using the exact same data and
method as were used to produce the observational estimate. The horizontal dashed red line shows the central observational
estimate, while the pale red shaded band shows the observational 95% confidence interval.

Figure 5. ESM simulations vs observations. (a) Global land average surface solar radiation (SSR) observations vs ESM
simulations. (b) Global land average surface air temperature observations vs ESM simulations. Observed trends are shown in the
blue line, ESM average trends are shown in the red line. The shading area for ESMs shows the likely range (17–83 percentile) of
the ESM simulations. The shading area for SSR observations shows the added±0.52 Wm−2 uncertainty band relative to the
average accounting for measurement accuracy limitations (mean(SSR)× 2%/sqrt(T)= 0.52 Wm−2, Gilgen et al (1998) reported
2% measurement error for annual SSR). Temperature observations are from the CRU data set with only one realization provided.
A±0.1 ◦C uncertainty band for measurement error is added for temperature (Brohan et al 2006).

The difference between the TCR of ESMs and
that based on the observational method can likely
be attributed to differences in the aerosol cooling
effect; on the premise that SSR is a valid proxy
for aerosol forcing, ESMs appear to underestimate

aerosol cooling compared to observations, whereas
historical warming is reproduced reasonably well
(figure 5). Our method also allows us to disentangle
temperature change attributable to greenhouse gas
warming and aerosol cooling effects. We find that
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greenhouse gases have increased global land temper-
ature by about ∼1.5 ◦C over 1964–2014, about 0.4
◦C of which has been offset by aerosol cooling, res-
ulting in an overall observed warming of 1.1 ◦C over
land areas (figure 1(c)). This reinforces previous find-
ings (Storelvmo et al 2016) concluding that aero-
sols have masked a substantial fraction of continental
warming in the latter part of the 20th century and
the early 2000s. The ESM average shows a compar-
able warming of 1.2 ◦C but a different decompos-
ition, in which greenhouse warming has increased
temperature by 1.4 ◦C and aerosols have reduced it
by only 0.2 ◦C (not shown). A similar temperature
decomposition for CMIP6 models is also reported in
Tokarska et al (2020). Since the aerosol cooling effect
is considerably weaker in the ESMs than suggested
by the observation-based method used here, ESMs
require a lower TCR in order to simulate a realistic
net historical warming. To demonstrate this point, we
estimate E-TCR based on a counterfactual scenario
in which the empirical framework uses observed SSR
andESM simulated temperature. The results conform
to our expectation that the difference in E-TCR relat-
ive to the observational TCR would be mitigated by
stronger SSR trends (figure S3).

3.4. Implications for climate projections and RCBs
The implications of these findings are wide-reaching.
Firstly, we demonstrate that the approach used to
estimate TCR from observations (E-TCR) is cap-
able of diagnosing the true TCR when applied to
synthetic observations from 20 CMIP6 ESMs. This
increases confidence in the method, which produces
an observational best TCR estimate of 2.17 (1.72–
2.77) ◦C (95% confidence interval). This estimate
is substantially higher than the assessed best TCR
estimate from IPCC AR6 of 1.8 ◦C. The AR6 assess-
ment was based on three semi-independent lines of
evidence, namely process understanding, the instru-
mental record, and so-called emergent constraints.
These three lines of evidence in isolation yielded best
estimates for TCR of 2.0, 1.9 and 1.7 ◦C, respectively.
While the former two estimates fall within our obser-
vational 95% confidence interval, the latter (based
on emergent constraints) does not. Emergent con-
straint studies of TCR usually screen and subset ESMs
that are most consistent with observed temperature
trends over a specified period and report TCR for
the filtered sample (see e.g. Tokarska et al 2020). The
methods thus indirectly assume that ESMs that cor-
rectly reproduce observed temperature over a cer-
tain period simulate a more accurate response to
CO2. This only holds if the contributions from all
other forcing agents are accurately simulated, some
of which are poorly understood and constrained
(Forster et al 2021). SomeESMsmay therefore be cap-
turing the correct temperature trend for the wrong
reason, for example by compensating too weak aero-
sol forcing with a low climate sensitivity, as is strongly

indicated by our analysis. ESMs with too strong
warming trends would be discarded by emergent con-
straints, whereas we argue that such models may in
fact generate a TCR that is more consistent with
observations. While this reasoning goes against some
previous literature (see e.g. Golaz et al 2019, Meehl
et al 2020, Wang et al 2021), it is strengthened by
the recent accelerated warming trend (see e.g. Hansen
et al 2023, Hodnebrog et al 2024), although contri-
butions from unforced climate variability must also
be taken into account here (see e.g. Raghuraman et al
2024).

Finally, the higher observational TCR implies a
substantial downward revision of how much addi-
tional burning of coal, gas and oil is allowable without
considerable risk of exceeding 2 ◦C of warming relat-
ive to pre-industrial times (the 1.5 ◦C budget is less
affected, given the limited headroom to remain under
this threshold), as most previous calculations have
assumed a TCR that is well below the observation-
based estimate presented here (see e.g. Millar et al
2017).

Using the distribution of observation-based TCR
of 2.17 (1.72–2.77) ◦C (95% CI), convoluted with
other uncertainties (Matthews et al 2021), leads to a
RCB to 1.5 ◦C of 170 (0–325) GtCO2 (median and
33%–67% range) from 2024, or around four years
of current CO2 emissions (Friedlingstein et al 2023).
This can be compared with the AR6 assessment of
TCR that results in a RCB of 205 (0–395) GtCO2,
or five years’ emissions for a 50% chance of remain-
ing below 1.5 ◦C. This central estimate corresponds
well to the 1.5 ◦C budget in Forster et al (2024) of
200 GtCO2, though with a larger spread (150–300
GtCO2 in Forster et al 2024). For a 2 ◦C budget,
the observation-based TCR gives a median and 33%–
67% range of 940 (765–1105) GtCO2 (about 23 years
of current CO2 emissions), and the AR6 distribution
gives 1140 (920–1355) GtCO2 (or 28 years of current
CO2 emissions), again broadly consistentwith Forster
et al 2024). Therefore, the median estimate for cross-
ing 2 ◦Cat present CO2 emissions rates is brought for-
ward by about five years.

4. Discussion and conclusion

As discussed in section 2.1, the observational record
used to estimate TCR is relatively short (1964–2014),
which increases uncertainty due to internal variabil-
ity and weakens confidence in SSR as a valid proxy
for aerosol forcing. These concerns could result in
the TCR estimate being strongly dependent on the
choice of period. To further examine this, we estimate
TCR based on an extended time period that includes
an additional five years (1964–2019). The results
show a very similar estimate with reduced uncertainty
(centered on 2.20 ◦Cand 1.90 ◦C–2.56 ◦C for the 95%
confidence interval, see figure S4). The central TCR
estimate is in other words not sensitive to additional
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Figure 6. Remaining carbon budget to (a) 1.5 ◦C and (b) 2 ◦C using (i) the observational estimate of TCR estimated from the
present study (red); (ii) the distribution of reported TCR values from 20 ESMs (blue); and (iii) the distribution of TCR from the
assessment of Forster et al (2021) (purple).

years of observations while the confidence interval is
slightly reduced with increasing data record length,
as expected. Another potential caveat of this study
is that the observational analysis is limited to land
areas and requires conversion to global TCR using
the land–oceanWR.However, there is evidence indic-
ating stronger aerosol cooling over ocean than land
(see e.g. Christensen et al 2016), which might indic-
ate a more complicated relationship between land
and global TCR that varies over time. We therefore
evaluate the impacts of the conversion on global E-
TCR for ESMs by comparing a direct estimate based
on global data with a converted estimate based on
land data. The two approaches yield comparable E-
TCR estimates, indicating that the conversion does
not significantly influence the final estimate (figure
S5). However, more generally, the geographical dis-
tribution of aerosol forcing may affect its global tem-
perature influence, and this is not taken into account
here. While the demonstration that our method nev-
ertheless captures the actual TCR of the CMIP6mod-
els relatively well indicates that using a global proxy
for aerosol cooling is reasonable, it is possible that
an even better agreement between TCR and E-TCR
would have been achieved if a measure of the geo-
graphical distribution of aerosol forcing had been
accounted for. This is beyond the scope of the present
study, but could be incorporated in future work.

Finally, the present TCR estimate implicitly
assumes that patterns of warming will be broadly
like the historical at the time of (hypothetical) CO2

doubling. Extensive literature has shown that if this
pattern of warming changes, so too will the corres-
ponding radiative response, and thus TCR (see e.g.
Andrews et al 2022, Armour et al 2024, Forster et al
2024). Omission of such effects is a weakness of the
present study. A pattern effect could in principle be

built into our framework by adding a term repres-
enting it in equation (1), but its inclusion would be
non-trivial and goes beyond the scope of the present
study.

We emphasize here the value of strictly obser-
vational estimates of TCR, but also acknowledge
that ESMs remain a key tool in climate projections.
However, we stress that not all ESMs are equally
consistent with observations, or may be consistent
with observations for the wrong reason. We therefore
argue that temperature evolution alone is an insuffi-
cient metric for ESM assessment.
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