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Abstract

Since the discovery of antibiotics the extensive use in health care and agri-
culture has led to the development of resistant bacterial strains. Antimicro-
bial peptides (AMPs) exists in nature where they are believed to play an
important role in the innate immune system in vertebrates. Due to their
antibacterial properties and apparent ability to elicit very low bacterial re-
sistance, researchers have been hopeful that they can alleviate the challenges
of progressing multiresistance, but this has not become a reality yet.

In this project, molecular dynamics simulations are used to explore the in-
teractions of AMPs with model lipid bilayers. An important step in this
process is to obtain a lipid bilayer with structure and properties that resem-
bles those of the biological relevant fluid phase (Lα) bilayer. By applying
molecular dynamics it is possible to study the interaction at an atomic level.
Atomic level studies of fluid phase (Lα) lipid bilayers are not possible with
the present experimental methods.

To examine the atomic level interactions of the synthetic antimicrobial pep-
tides RWR-NHBn and RTbtR-NHBn with a bacterial like membrane, various
DMPC and DMPG lipid bilayers are simulated with different combinations
of the ions Na+, K+ and Cl−. Most combination of ions yield membrane
properties in good agreement with experimental values. A binary mixture
of DMPC/DMPG with K+ as counter-ions is used for the simulation with
peptides. Interesting effects on the membrane is seen in a system with 4
TRTbtR-NHBn peptides where one peptide cause a large groove in the mem-
brane surface by suppressing many DMPG lipids in the region. This may be
a pre-stage to pore formation.
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Chapter 1

Introduction

1.1 Antimicrobial Resistance

Since the discovery of bacteria in the late 19th century, the search for ap-
propriate preventative and therapeutic drugs has been an ongoing task. An-
tibiotics was first discovered in 1929, when the British scientist Alexander
Fleming isolated the antibacterial compound penicillin from the fungus Peni-
cillium chrysogenom. Penicillin was introduced into clinical use in 1945,
near the end of World War II, and proved effective in treating infections in
wounded soldiers. At this time pharmaceutical companies also begun to look
for and develop other antibiotics. Due to its effectiveness in treating infec-
tious diseases, and also due to unexpected non-antibiotic effects such as being
antiviral, antitumor and anticancer agents [8], the discovery of antibiotics is
considered one of the most significant health-related events of modern time.

Infectious diseases have been a major cause of disorder throughout the his-
tory of mankind. In earlier centuries, epidemics caused by viruses such as
smallpox and poliomyelitis, have resulted in the death of large parts of the
affected populations. Today these diseases are a rarity in wealthy industrial-
ized nations, due to effective vaccines and vaccination programs [9]. Although
smallpox was declared globally eradicated by the World Health Organization
(WHO) on 8 May 1980 [10], there are still many other infectious diseases [11]
which constitute a serious health threat in some developing countries.

Unfortunately, the extensive use of antibiotics in health-care and agriculture
has led to the appearance of resistant strains. Bacterial species can develop

1



2 1 Introduction

resistance through several mechanisms, including antibiotic inactivation, tar-
get modification, efflux pumps and spontaneous mutation. The development
of antibiotic resistance can take as little as one year, after the introduction
of a new antimicrobial agent [12]. To put this evolutionary pace into per-
spective, humans have acquired 2% difference in genome sequence in about 8
million years, the same amount that poliovirus manage in five days [9]. This
rapid evolution is a result of several factors which together encourage genetic
adaption by destroying pathogens that fail to change:

• Rapid genetic replication of the pathogen.

• The ability to horizontally transfer genes even between different species.

• Selective pressure by the host’s adaptive immune system.

• Human application of antibiotics.

In 1941, penicillin G had an effect on virtually all strains of Staphylococcus
aureus. Three years later, by the end of 1944 the S. aureus was capable of
braking the structure of penicillin by means of β-lactamase [13]. By 1992 in
excess of 95% of S. aureus were resistant to penicillin, ampicillin, and the
antipseudomonal penicillins. As a result of increasing resistance, the phar-
maceutical industry synthesized methicillin, a semisynthetic penicillin. The
emergence of methicillin-resistant Staphulococcus aurerus (MRSA) has lead
to increased use of vancomycin, being the only agent effective against these
bacteria. The increased use of vancomycin, has in turn lead to vancomycin-
resistance in other species such as Enterococcus faecium (VRE). MRSA and
VRE are both examples of pathogens that have developed multi-resistance.
Today, the new discovery of natural antimicrobial agents is rare. Although
the novel semisynthetic compounds have extended the useful life of several
classes of antibiotics, the approach of chemical modifications of antibiotics
is not a permanent solution [8]. To slow the evolution of antibiotic resistant
bacteria, measures must be taken to reduce unnecessary use of antibiotics
in health-care and agriculture, and also to avoid dumping of antibiotics into
the environment.

1.2 Antimicrobial Peptides

Antimicrobial peptides (AMPs) are essential components of the host defense
against infections in virtually every life form, ranging from fungi and plants to
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insects and animals. In animals, AMPs are mostly found in tissues and organs
such as the skin, the respiratory tract, the intestines, as well as in neutrophilic
leukocytes [14]. These are all areas frequently exposed to pathogens. Thus,
AMPs are believed to be part of the innate immune system as the first line of
defense against a variety of invading microbes. AMPs were first discovered in
1939 when Dubos [15] extracted an antimicrobial agent from a soil Bacillus
strain. It showed to be bactericidal and capable of lyzing the living cells of
several Gram-positive microbial species (e.g. S. pneumoniae). Since then a
variety of AMPs has been discovered in various organisms [16, 17, 14, 18].
One of these is defensin, which is the first reported AMP with an animal-
origin [19]. It is a typical bactericidal peptide, which in humans are known
as α-defensins [20]. It has been established that collectively, AMPs and
structurally related peptides also possess functions distinct from this broad-
spectrum antimicrobial activity. These include antiviral, antiparasite and
antitumor qualities as well as realization of roles in inflammation, immunity,
wound healing and fertility. Thus, the term antimicrobial is only kept in use
because it was the first-described and the most prevalent attribute of AMPs
[21, 22, 20].

As of 2013 more than 5000 AMPs have been discovered or synthesized and
various databases [23, 24] have been developed to keep track of them. Nat-
urally occurring AMPs range from 12 to over 100 amino acids [25]. They
are classified according to the source organisms, biological activity, pep-
tide features (charge, length, hydrophobic residue content, chemical modi-
fications and three-dimensional structure), binding targets (membranes and
non-membranes), and mechanism of action of the peptides. The broad spec-
trum of activities these peptides have, and also the occurrence of several
different variants in one species, has led to the suggestion that the evolution
of antimicrobial peptides is driven by the variety of microbes that at all time
threatens a particular organism [21].

Since their discovery, researchers have been hopeful that AMPs can be part of
a solution for the problem of antibiotic resistant bacteria [20]. Antimicrobial
peptides apparent ability to elicit very low bacterial resistance makes them
promising candidates to replace current antibiotic therapies. However, should
AMP-resistant strains appear, it would be a great threat to public health
considering AMPs being a part of the innate immune system of virtually all
organisms [21].



4 1 Introduction

1.2.1 Antibacterial Peptides

As of 2014, antibacterial AMPs are the most studied AMPs. Most of them
are cationic under physiological conditions with an amphipathic structure.
This is due to spatial segregation of hydrophobic and cationic amino acid
residues [21]. One factor that is believed to be essential for the selectiv-
ity of AMPs towards bacterial cells over eucaryotic cells is the interaction
with negatively charged components of the cytoplasmic membrane of bac-
teria. The interaction mechanisms leading to cell lysis is mainly divided in
two groups. The first group of AMPs translocate across the membrane and
inhibits important pathways inside the cell such as DNA replication and pro-
tein synthesis [1]. The second group interacts directly with the membrane,
increasing permeability to ions and solutes by formation of transient chan-
nels or dissolution of the membrane. There are several suggested models for
the exact mechanism leading to cell death by the AMPs in the second group.
Some of these are illustrated in Figure 1.1. The barrel-stave model suggests
that the peptides aggregate on the membrane surface and then insert into
the membrane bilayer, aligning hydrophobic peptides with the lipid core re-
gion. In the carpet model, the peptides orients parallel to the membrane
surface forming an extensive carpet which leads to membrane disruption in a
detergent-like manner. In the toroidal model the attached peptides aggregate
and induce the lipids in each monolayer to bend continuously through the
pore. The peptides are aligned in between the lipids with their hydrophobic
regions interacting with the lipid bilayer core and their hydrophilic regions
interacting with the lipid head groups as well as the water [1]. A common
feature to these models is the need of a certain threshold concentration of
peptides for the insertion or disruption to occur. The concentration can
be given as a peptide:lipid ratio or the minimum inhibitory concentration
(MIC), which is the lowest concentration of an antimicrobial that will inhibit
the visible growth of a microorganism after overnight incubation.

1.2.2 Short Antimicrobial Peptides

Cationic antimicrobial peptides (CAPs) occurring in nature are defined as
short peptides (10-50 amino acids). They are either gene-encoded or de-
rived from precursor peptides through one or more proteolytic activation
steps. There is an increased interest in the pharmacological application of an-
timicrobial peptides to treat infections, but unfavorable properties like poor
therapeutic index, toxicity and lability to proteases, creating potentially un-
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Figure 1.1: Starting from left, the barrel-stave, carpet and toroidal models
show peptide interactions with a membrane model. Figures are adapted from
Brogden [1].

favorable pharmacokinetics are issues that must be addressed [26, 27]. The
largest issue, however, is the high cost of manufacturing peptides. To over-
come these problems, researchers have tried to develop minimalistic mimics
of CAPs using as few as two or three amino acids, while retaining the basic
features of membrane-active natural CAPs such as cationic charge and am-
phipathic structures [28]. Synthetic and modified AMP studies have showed
that small modifications can change the characteristic of the peptides signif-
icantly. However, predicting the result of these changes is a challenging task,
and a deeper knowledge regarding the physiochemical properties of AMPs
is necessary to fully understand the effect of structural modifications. The
increasing number of computational studies in the field can help focus exper-
imental work which can eventually verify the modes of action of these AMPs
[22, 29].

The two tripeptide models used in this study (Figure 1.2) are active antimi-
crobial tripeptides with stability towards chymotryptic degradation. The sta-
bility towards chymotryptic degradation was examined in a previous study
[26, 30, 31] where introduction of hydrophobic C-terminal amide modifica-
tions and bulky synthetic side chains on the central amino acid showed to
be an effective way of increasing the half-life time. The tripeptides in these
studies were based on the general scaffold Arg-X-Arg-NHBn (R-X-R-NHBn)
shown in Figure 1.3, where ”X” represents a non-natural bulky amino acid
side chain.
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(a) (b)

Figure 1.2: The tripeptides RTbtR-NHBn (a) and RWR-NHBn (b) used in
this study.

Figure 1.3: General scaffold RWR-NHBn, with the two different groups X
and Y which were subject to modifications.

In the RTbtR-NHBn the central tryptophan is modified by adding three tert-
butyl side chains (Tbt), whereas the RWR-NHBn only has the C-terminal
modification with the benzylamide. Thus, both peptides has two hydropho-
bic elements and three cationic charges.

1.3 Cell Membranes

Biological membranes are complex dynamical structures which are essential
components of cells and their organelles. They mainly consist of amphiphilic
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lipids which self-assemble due to the hydrophobic effect and thus form two
leaflets, into which proteins are embedded (Figure 1.4).

Figure 1.4: A schematic representation illustrating the compounds of a bio-
logical membrane. It is composed of lipids with different physical properties
partly organized in domains, and various inserted proteins. Figure adapted
from Heimburg [2].

In eukaryotic cells the membrane separates the various cellular compartments
from their respective external environments, a structure which enables seg-
regation of specific chemical reactions, leading to increased biochemical effi-
ciency. The semipermeable nature of cellular membranes allow the passage
of small molecules like nutrients and waters. The lipids of biological mem-
branes can exist in multiple possible phase states, which affects properties
like thickness of the membrane, area per lipid and translational diffusion of
lipids. Studies of synthetic membranes have shown that the adopted phase
depends on lipid structure such as acyl chain length and saturation. The
lipids in these studies have also shown different dependencies of temperature
variation resulting in different phase characteristics [32]. Considering the
fact that biological membranes contains a great variety of different lipids,
the idea that different regions might adopt various fluid and solid phases
is not inconceivable. In fact, coexisting phases has been shown to occur in
studies of the phase behavior of artificial membranes [33]. The fluid phase
(Lα) is still the most biological relevant, and it has to be precisely regulated
for the function of enzymes and efficient rearrangement of of lipids between
momolayers and lateral in one monolayer [9]. Thus, the lipid composition
greatly affects the overall structure of the biological membranes, which in
turn might influence the distribution and function of proteins embedded in
the membrane, as well as interactions with proteins and peptides in the extra-
and intracellular environment [34, 2].
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1.3.1 Eukaryotic Cell Membranes

About 50% of the mass in most mammalian cell membranes are lipid molecules,
while the remaining is mainly proteins. In addition to lipids and proteins,
the lipid bilayers contain sterols like cholesterol (phytosterols in plants). Eu-
karyotic cells in general invest substantial resources in generating different
lipids and contains more than 1000 different species. This is possible due to
variation in headgroups and aliphatic chains. The major structural lipid in
eukariotic membranes are glycerophospholibids, such as phosphatidylcholine
(PC), phosphatidylethanolamine (PE), and phosphatidylserine (PS) (Figure
1.5) [3, 34]. However, the distribution of phospholipids and sterols differs
throughout the main organelles of mammals and yeast, and the actual syn-
thesis of lipids is geographically restricted. The plasma membrane has a
majority of the glycerophospholibid phosphatidylcholine, and the PE lipids
in these membranes are located in the inner leaflet. In addition it is enriched
in sphingolipids (e.g. glycolipids and sphingomyelin) and sterols (e.g. choles-
terol), which are packed more densely than glycerolipids [34]. The ratio of
cholesterol:phospholipid can be as high as 1:1. The cholesterol makes the
lipid bilayer less deformable in the region of insertion, and thereby decreases
the permeability to small water-soluble molecules. The distribution of lipid
species is not homologous between the monolayers of the plasma membrane.

(a)

(b)

(c)

Figure 1.5: Examples of glycerophospholibids;
1-dodecanoyl-2-tridecanoyl-sn-glycero-3-phosphocholine (a),
1-dodecanoyl-2-tridecanoyl-sn-glycero-3-phosphoserine(b),
1-hexadecanoyl-2-(9Z-octadecenoyl)-sn-glycero-3-phosphoethanolamine(c).
Figures are adapted from the LIPID MAPS database [3].
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Glycolipids are sugar-containing lipids found exclusively in the noncytosolic
monolayer of the lipid bilayer, where they generally constitutes about 5%
of the lipids. The function of these lipids are thought to be many, ranging
from protecting the membrane, signaling, and partition i lipid rafts giving
favorable environment for certain proteins [9].

1.3.2 Prokaryotic Cell Membrane

In contrast to the plasma membrane of most eukaryotic cells, the prokarytic
plasma membranes are often composed of mainly one type of phospholipid
[9]. For bacterial membranes this phospholipid is to a large extend phos-
phatidylethanolamine (PE) (Figure 1.5c). The remaining lipids are usually
negatively charged at physiological conditions, where phosphatidylglycerol
(PG), or PG derivatives such as diphosphatidylglycerol (DPG) or cardiolipin
(CL) are predominant [35, 36, 37]. Furthermore, the lipid composition also
depends on whether the bacterium belongs to the class of Gram-negative or
Gram-positive bacteria (Figure 1.6).

Figure 1.6: Schematic representation of the cell membranes of Gram-positive
(a) and Gram-negative (b) bacteria. Figure adapted from Tripathi et al. [4].

The plasma membrane of mammalian cells are built for stability through lipid
composition and high content of sterols. The bacterial membrane lacks sterols
and has adopted other means of strengthening their structure. Bacteria with
single membranes are called Gram-positive, they have a thick peptidoglycan
layer with attached proteins and different glycopolymers like polysaccharides
and teichoic acids [38]. The layer encases their cytoplasmic cell membrane
and takes up the crystal violet stain used in the Gram staining method,
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hence the name. In Gram-negative bacteria, the cytoplasmic membrane is
surrounded by a thin peptidoglycan layer overlayed by an asymmetrical bi-
layer of phospholipids and lipopolysaccharides containing membrane proteins
such as porins [4]. In general, higher amounts of PE lipids are found in the
membranes of Gram-negative bacteria, while the cytoplasmic membrane of
Gram-positive bacteria are rich in PG lipids. The lipids composition of var-
ious Gram-negative and Gram-positive bacteria are given in Table 1.1.

Table 1.1: The lipid composition of various Gram-negative and Gram-positive
bacteria.

Bacterial Lipid composition (%)
species PEa PGb CLc

Gram-positive

B. polymyxa 60α 3α 8α

B. cereus 43α 40α 17α

B. subtilis 12β 70β 4β

E. faecalis - α 27α 19α

S. epidermis - α 90α 1α

S. aureus - α 57α 19α

MRSA - α 57α 19α

Gram-negative

E. coli 85α79γ 15α17γ 5α4γ

K. pneumoniae 82α 5α 6α

P. aeruginosa 60α 21α 11α
αAdapted from Epand et al. [35]; βAdapted from Clejan et al.[39]; γAdapted from
Morein et al.[40], the values are for inner and outer membrane together, only
inner membrane has lipid composition of 75, 19, 6 respectively.
aPhosphatidylethanolamine; bPhosphatidylglycerol; cCardiolipin

Bacteria has the ability to adapt to their environment by adjusting their fatty
acid composition to maintain the fluidity of their membranes [9]. Thus, the
lipid composition might be slightly different at different growth conditions.

1.3.3 Membrane Electrostatics

Electrostatic interactions have an important role in many biological pro-
cesses. Biological membranes carry numerous ionized and polar groups,
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which either are part of the lipid, glycolipid, inserted protein, or other charged
molecules absorbed onto the membrane surface. The electrostatic effects of
all these groups influence the conformation and function of molecules involved
in signaling and transport, as well as the actual structure and stability of the
membrane. The net charge of biological membranes are slightly negative in
most cases, due to that the membrane proteins and the native lipids have
isoelectric points below neutral pH [41, 42]. The charged groups are not uni-
formly distributed throughout the membrane surface, which in turn leads to
different orientation of water dipoles in the membrane water interface region.
The charged headgroups also influence the concentration of ions in the re-
gion. Thus, the electrical potential (Ψ, surface potential) which exists due to
structural charges will differ at any point across a cell membrane. In addition
to the surface potential the total electric potential of a membrane is made up
of the transmembrane potential (∆Ψ, due to gradients in ion concentrations
across the membrane) and the dipole potential (ΨD). The latter arises from
the alignment of dipolar lipid headgroups and water dipoles in the interface
region between the hydrophobic membrane interior and the aqueous phase
[43]. Charges on membrane surface or transmembrane ion concentration gra-
dients creates electric fields. These electric fields in the membrane-solution
interface act on, and depends upon, the distribution of ions in the region.
The fields also regulate the absorption and binding of charged species to the
membrane surface [42].

In Gouy-Chapman electrostatic theory the ion concentration within a finite
distance of the membrane (Debye length) differs from the bulk, and this
finite zone is called the ionic diffuse double-layer. The ionic charge within
the double-layer is deduced to be identical in size but opposite in sign to
the membrane. The Gouy-Chapman approximation is a model often used to
describe phenomena at the interface of charged membranes submerged into
ionic solutions [41, 32]. Due to the complexity of membrane surfaces, no
existing model can give a complete description of them. Thus, one have to
choose which variables and quantities that are of interest before choosing a
model to compare with. In the Gouy-Chapman approximation all charges
are confined to an infinitely narrow plane and the ion distribution is governed
by Coulombic forces [42]. These approximations might not be appropriate
for all cases, in particular when considering phenomena which arise due to
polarizing effects. In the field of molecular modeling, the development of
sufficient polarizable force fields is an ongoing task [44]. The first membrane
simulation in salt solution using a polarizable force fields was performed by
Vácha et al. [45], where they found that the adsorption properties of anions
follows the Hofmeister series [46].
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1.4 Molecular Modeling

Molecular modeling is the common term used to describe any theoretical
method or computational technique that provides understanding and abil-
ity to predict the the behavior of a molecular system. There are different
approaches to how a system can be modeled. In the quantum mechanical
model the nucleus is considered a positive charge with a cloud of negative
electrons around it. It is a model applying quantum physics and mathemat-
ical equations to describe how the molecule is held together by attractive
and repulsive forces among the charges. In the force field model the system
is considered as atoms and bonds moving in a classical mechanical sense, as
“balls” attached by “springs” creating a harmonic potential. The electrons
are not considered in this model, which makes the calculations less time-
consuming. The force field model can therefore be used on larger system
such as biological membranes, where the quantum mechanical model is com-
putationally intractable. Molecular modeling has become an important tool,
which gives a unique perspective of atomic level (or electron) interactions
and processes in complex biological systems. It provides an opportunity to
compare many different configurations in a system and thus reduce costs in
the experimental setup.

1.4.1 Force Field

Force field methods relies on simple functional forms and sets of parameters
empirically adjusted to reproduce the experimental or quantum chemical
properties of molecules. The energy of a system is calculated as a function
of the nuclear positions - positions that have occurred due to the intra- and
inter-molecular forces acting within the system. The force field parameters
describing the system are bond stretching, angle bending, bond rotation,
electrostatic and van der Waals forces. Energetic penalties in this force field
are associated with the deviation of bonds and angles from their ideal values
[47]. A basic functional form of the total potential energy Utotal, is given by:

Utotal = Ubond + Uangle + Udihedral + Unon−bonded (1.1)

The sum of the three first terms in equation 1.1 make up the bonded inter-
actions:
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U(rN)bonded =
∑
bonds

ki
2

(li − li,0)2+
∑
angles

ki
2

(θi − θi,0)2+
∑

torsions

Vn
2

(1 + cos(nω − γ))

(1.2)

Where U(rN) is the potential energy of N atoms, as a function of position
r. The first terms in equation 1.2 represents all the bonds between a pair
of covalently bonded atoms in the molecule. This is modeled by Hooke’s
law which is an harmonic potential. Thus, there will be an increase in en-
ergy as the bond length li deviates from the reference values li,0. A true
bond-stretching potential in a “real” molecule would not be harmonic due to
vibrational motion. This means that the average length of the bond in a vi-
brating molecule will deviate from the equilibrium value for the hypothetical
motionless state [47]. Hooke’s law, however, gives a good approximation for
the small oscillations in covalent bonds. ki is the force constant.

The second term, also modeled by a harmonic potential, reflects the deviation
of the valence angle θi from a specific reference values θi,0. The contribution
of each angle is characterized by a specific force constant ki. Less energy
is required to distort an angle away from equilibrium than to stretch or
compress a bond, thus the force constant is proportionately smaller.

The third term in equation 1.2 represents the torsional potential, which mod-
els the energy change caused by rotation of bonds. In this term, ω is the
dihedral angle, Vn is the force constant referring to the “barrier height”, n
refers to the multiplicity- number of minimum points as the function is ro-
tated 360◦, and γ is the phase factor which determines where the torsion
angle passes through its minimum value. Most of the variation in struc-
ture and relative energies are a result of the interplay between the torsional
and non-bonded contributions. As the bond rotates the conformation passes
through minimum-energy in staggered structure and maximum-energy in
eclipsed structure.

Some force fields, like MM2, uses more than one term to describe each tor-
sion. This is to take into account the effects of hyperconjugation in alkanes,
conjugation in alkenes and steric interactions between 1-4 atoms. To achieve
the desired planar geometry in e.g. aromatic rings, an out-of-plan bending
term is applied. This term can be added to the force field in several ways
but the definition of “improper” torsion is widely used. This is because it
can easily be included with the “proper” torsional terms in the force field, its
functional form being ν(ω) = k(1 − cos 2ω) [47]. Cross terms of the various
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contributions in the force field should be included to achieve good perfor-
mance. Most cross terms are functions of two internal coordinates and the
ones that are found to be necessary in order to reproduce structural prop-
erties accurately are; bond-bond, bond-angle, angle-angle, bond-torsion and
angle-torsion.

The last two terms in equation 1.1 make up the non-bonded interactions:

U(rN)non−bonded =
N∑
i=1

N∑
j=i+1

(
4εij

[(
σij
rij

)12

−
(
σij
rij

)6]
+

qiqj
4πε0rij

)
(1.3)

There are two non-bonded terms contributing to the total potential energy.
Coulomb potential, which often is used to models the electrostatic interac-
tions and Lennared-Jones potential which models van der Waals interactions
(vdW). These term are given in equation 1.3. The electrostatic properties of
a molecule is determined by the distribution of fractional point charges q for
all atoms i and j throughout the molecule. The charge distribution occurring
is a result of the difference in electronegativity of the elements. When using
Coulomb’s law, the electrostatic interactions between two molecules are cal-
culated as a sum of interactions between pairs of point charges qiqj. ε0 is the
permittivity of free space and rij is the inter-atomic distance.

The van der Waals interactions are a combination of attractive and repulsive
forces. The attractive contribution is due to dispersive forces, which occur as
a result of instantaneous dipoles arising during fluctuations in the electron
clouds. The repulsive contribution can be understood in term of the Pauli
principle, which prohibits any two electrons in a system having the same set
of quantum numbers [47]. The interaction is a result of electrons having the
same spin occuring in overlapping orbitals. The effect of this interactions is
to reduce the electrostatic repulsion between pairs of electrons by forbidding
them to occupy the same region of space, resulting in repulsion between nuclei
due to the reduced electron density in the internuclear region. Thus the
attractive forces are said to be long-range whereas the repulsive forces act at
short distances. The Lennard-Jones 12-6 potential in equation 1.3 describes
these interactions. The attractive forces varies as r−6 and the repulsive forces
varies as r−12. rij is the separation of atom i and j. σij is the collision
diameter and εij is the minimum potential energy of interaction for the two
interacting species at the ideal radius of separation.
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1.4.2 Concepts of Statistical mechanics

Statistical mechanics can be thought of as a branch of physics which tries
to explain the laws of thermodynamics from the mechanical properties of
collections of molecules. Through a probabilistic description it provides the
link between the microscopic properties of matter and its bulk properties.
Consider a system of N particles. Each particle will at any given time have
a momentum pN and occupy a position rN of a uniquely defined state pNrN

in a 6N-dimensional phase space. A phase space trajectory visiting all the
states on an energy surface having a probability of existence, give the true
properties of a system at thermodynamic equilibrium. Thus, summing the
Boltzmann factor e(−E/kBT ), of each state, gives the partition function:

q =
N∑
i=1

e(−Ei/kBT ) (1.4)

where E is the state energy and kBT is the product of Boltzmann’s constant
and thermodynamic temperature. When the partition function is used to
normalize the average energy of a system, the probability density of the
system follows the Boltzmann distribution:

ρ(pN , rN) =
e(−E(pN ,rN )/kBT )

q
(1.5)

where any two microstates with the same energy would have the same proba-
bility of existence. An ergodic phase space trajectory of all microstates is not
achievable, due to the sampling time which would reach infinity. However, a
time average of a property equals the ensemble average of that property at
equilibrium. Simulation techniques such as molecular dynamics (MD) pro-
duces a time average of a system with a manageable number of atoms and
molecules. By applying statistical mechanics the time average can be re-
placed by an ensemble average. The ensemble average, or expectation value,
of a given macroscopic property can then be given as:

〈A〉 =

∫∫
dpNdrNA(pN , rN)ρ(pN , rN) (1.6)

which is the multidimensional integral over all the 6N microstates of the N
particles weighted by their probabilities. A(pN(t), rN(t)) is the instantaneous
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value of property A. The ensemble average of property A is determined by
integrating over all possible configurations of the system. Since the mem-
bers of the ensemble follows the Boltzmann distribution, an estimate of the
thermodynamic properties is possible [47].

1.4.3 Molecular Dynamics

Molecular dynamics (MD) is a sampling method, generating states in phase
space that are connected in time. The states of the system are sampled as
atoms are moved to new positions accordingly to the forces acting upon them.
Knowledge of the systems potential energy function and Newton’s laws of
motion allows the calculation of these forces and movements. Newton’s laws
of motion are empirically justified and makes up the foundation of classical
dynamics[47]. They state the following:

1. A particle stays in its condition of rest or continues to move in a straight
line at constant velocity unless an external force

∑
F acts upon it.

∑
F = 0⇒ dv

dt
= 0 (1.7)

where v is the velocity of the of the particle.

2. The net force acting on a particle is equal to the rate of change of its
linear momentum.

∑
F =

dp

dt
= m

dv

dt
(1.8)

where p is the momentum of the of the particle.

3. To every force, there is an equal and opposite directed counterforce.

FAB = −FBA (1.9)

Because of the deterministic nature of Newton’s laws, this information is
sufficient to generate a trajectory of the simulated system over time, when
starting from a well prepared configuration. The total energy of the system is
conserved by the application of Newton’s laws, thus MD simulations naturally
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form the NVE ensemble. Algorithms that connect the system to a thermostat
or barostat allow the sampling of the NVT or NPT ensemble [47].

The first MD simulations (e.g. Alder and Wainwright 1957 [48]) were per-
formed using very simple potentials, such as the hard-sphere potential. In
the hard-sphere model there is no force between particles until they col-
lide. The collisions are perfectly elastic and the particle velocities after the
collision are calculated according to the principle of conservation of linear
momentum. Today algorithms use a continuous potential, where the force
between two atoms or molecules changes continuously with their separation
(e.g. Lennard-Jones potential). This is a more realistic way of calculating
the potential, but since the motion of all particles are coupled together, the
equations can not be solved analytically[47]. As an alternative, the finite
difference method can be used to integrate the equations of motion. The es-
sential idea of this method is to break down the integrations into very small
time steps δt. The total force acting on a particle at time t is calculated as
the vector sum of its interactions with other particles. From the forces the
acceleration can be determined by applying Newton’s second law (equation
1.8). The positions and velocities at time t+ δt can then be calculated com-
bining the acceleration with positions and velocities at time t. The force is
assumed to be constant during a time step. The algorithms using the finite
difference method also assume that the positions and dynamic properties can
be approximated as Taylor series expansions:

r(t+ δt) = r(t) + δtv(t) +
1

2
δt2a(t) +

1

6
δt3b(t) +

1

24
δt4c(t) + · · · (1.10)

v(t+ δt) = v(t) + δta(t) +
1

2
δt2b(t) +

1

6
δt3c(t) + · · · (1.11)

a(t+ δt) = a(t) + δtb(t) +
1

2
δt2c(t) + · · · (1.12)

b(t+ δt) = b(t) + δtc(t) + · · · (1.13)

The choice of time step is important to avoid an overlap of high energies as
atoms get too close, or an inefficient sampling of phase space if the time step
is too large. A rule of thumb is to have a time step approximately one-tenth
of the shortest period of motion. In a biological system this is the stretching
of a C-H bond, vibrating with a repeat period of ∼10 fs. Thus a time step of
1 fs would be appropriate. It is often necessary to constrain many degrees of
freedom to achieve a more efficient sampling. Algorithms such as the SHAKE
method applies such constrains without affecting the general motion of the
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molecule[49, 47]

1.4.4 Modeling of Lipid Bilayers

Model membranes used in experiments to mimic natural systems are often
pure component membranes or have only a few components. This makes
it easier to precisely control the environment of the membrane constituents
and their properties. The study of pure component membranes can still
help understand basic biological membrane functions, its interaction with
the environment and mechanisms of protein insertion. However, the detailed
structure of a bilayer that is in the biological relevant fluid (Lα) phase, is
not possible to obtain experimentally. The fluctuation of fluid phase bilayer
results in many equally correct structures, and the right way to represent
them all are through a statistical distribution function of the constituents
[50]. Molecular modeling can help to guide the interpretation of experimen-
tal results since the level of detail is much greater than what can be obtained
experimentally. The reliability of simulations, on the other hand, must be
evaluated against existing experimental data. There are several techniques
which to a certain degree complement each other, that can give information
of properties such as area per lipid, bilayer thickness and acyl chain order
parameters. The latter is obtained from deuterium NMR quadrupole split-
ting [51]. The electron density profiles (z-coordinates) obtained from x-ray
diffraction data of the Lα phase bilayers, can only give a measure of the
location of the phosphate groups, which in turn gives an indication of the bi-
layer thickness. In addition to uncertainty regarding detailed interactions in
a lipid bilayer there is some scatter in literature values of known parameters,
due to different ways of calculating them from data sets [50].

The lack of detailed experimental data is reflected in molecular modeling of
lipid bilayers, in terms of force field parameterization. High level ab initio
calculations which are required for force field parametrization, presently (as
of 2009) only allows evaluation of 10-12 heavy atoms at the time to gain
accurate results. In addition, there are limitations in low-level QM calcula-
tions with respect to London’s dispersion interactions for small clusters of
molecules. Thus, QM methods and resulting data can not be used alone in
parametrization [44]. Thermodynamic properties deduced from experiments
are fitted to the QM minimum energies of small components at different
stages of the parametrization to better mimic the ensemble of molecules.
The lack of experimental data for lipid properties and also mixtures of lipids
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thus creates challenges in the field [52].





Chapter 2

Methods

2.1 Preparation of Lipid Bilayers

Seven fully hydrated lipid bilayers were constructed using the CHARMM-
GUI[53]. All systems are given in Table 2.1, with the right number and dis-
tribution of ions and water molecules. Three systems contained 336 zwitter-
ionic DMPC lipids of which one system had no ions and two systems had an
ionic strength of 154 mM using either NaCl or KCl. Two systems contained
336 anionic DMPG lipids with either K+ or Na+ as counter-ions. Finally, two
mixed systems with 140 DMPC lipids and 196 DMPG lipids each with either
K+ or Na+ as counter-ions. Each of the DMPG and mixed bilayers were also
prepared with an ionic strength of 154 mM corresponding to physiological
conditions. The preparations were done using the graphical program Visual
Molecular Dynamics (VMD) [54] by assigning water and ions to the lipid
bilayers obtained from CHARMM-GUI. In addition to the above mentioned
systems, the three different lipid bilayers were prepared in aqueous solution
containing a random distribution of the ions Na+, K+ and Cl−.

2.2 Simulation Details

The CHARMM36 All-Hydrogen Lipid Parameters[52] were used for the lipids
in this study. The water was modeled using the TIP3P model (W.L. Jor-
gensen et al.). The ions were employed the parameters developed by Noskov
and Roux [55], which includes non-bond pairwise exceptions for the Na+ and

21
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Table 2.1: The systems generated with charmm-gui and further ten systems
which were rebuild containing different compositions of ions. All systems with
ions in addition to counter-ions has an ionic strength of 154 mM.

Lipid Na+ K+ Cl− number of waterc

System molecules
DMPC 13144
DMPC 39 39 13120
DMPC 39 39 13135
DMPC 27 27 54 18471

DMPGa 336 13754
DMPGa 336 13761
DMPG 393 57 19738
DMPG 393 57 19397
DMPG 194 196 55 18759

MIXab 196 13538
MIXab 196 13297
MIXb 252 56 19029
MIXb 252 56 19029
MIXb 126 126 56 19029

aCounter-ions only; bMixed DMPC/DMPG lipid bilayer (70/98 per leaflet); cThe
recommended water model to use with CHARMM parameters is TIP3P [44], which was
applied to all systems.

Cl− ion pair from Lou and Roux [56]. Exceptions can be applied to any pair
of atoms and are donated the keyword NBFIX in CHARMM force fields.
The incorporated NBFIX terms for Na+ ions interaction with carbonyl ester
and phosphate ester oxygens developed by R. M. Venable et al. [57] were
also applied. The NAMD software package was used for the MD simulations
[58], which were performed under periodic boundary conditions in the NpT
ensemble.

The equilibration process of the lipid bilayers were divided into six stages
followed by a last production run. The first three stages consisted of 25000
simulation steps (time step; 1fs) each, followed by three stages of 100000
simulation steps (time step; 2fs) each. Evaluation of the bonded interactions,
the short-range non-bonded interactions and long-range electrostatics was
done every step. The cutoff distance for the short-range interactions (i.e.
van der Waals and electrostatics) was 12.0 Å using a switching function
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starting at 10 Å. The bilayer was oriented in the x-y plane with geometrical
center set to zero for the z-coordinate. During the first six stages velocities’
were reassigned every 500 steps and the applied force keeping the atoms in
the upper head groups at a constant distance (17 Å) from the z-center was
gradually removed. The dihedral restraints were also gradual removed. The
500000 step (time steps; 2fs) production run was unconstrained. The total
equilibration time was 1175 ps.

The following settings applies for the 110 ns calibration of the lipid bilayers
as well as the MD simulations of the lipid bilayer systems also containing
peptides. A target pressure of 1 atm was imposed using the Langevin piston
method[59], with a oscillation period of 100 fs and damping timescale of 50 fs.
Langevin dynamics was used to control the temperature at the physiological
temperature 310 K, with a damping coefficient of 1 ps−1. The Particle Mesh
Ewald (PME) method was used for computation of the long-range electro-
static forces [60] with a grid density of approximately 1 Å and a six-order
interpolation of the charges to the grid. The geometry of the TIP3 water
molecules was constrained using the SHAKE algorithm [49]. The bonded
forces were evaluated every 1 fs, short-range nonbonded forces every 2 fs,
and long-range electrostatics every 4 fs. A smooth cutoff was used between
8 and 10 Å.

2.3 Peptide Topology and Parameters

The topology and parameters for the two tripeptides were generated using
the automatic CGenFF program ParamChem [61]. The atomic charges in the
generated topology files were manually examined and compared to charges
of similar residues in the CHARMM36 All-Hydrogen Topology File for Pro-
teins [5]. For the RTbtRNH-MtPh peptide the charges differed from those
applying for equivalent residues in the protein topology file. This might be
due to the program not recognizing the tert-butyl side groups in the central
2,5,7-tri(tert-butyl)tryptophan residue. All the charges that differed were
reassigned accordingly to those given in the topology file for proteins. The
tert-butyl side groups are attached to the atoms CD1, CZ2 and CZ3 in Fig-
ure 2.1. These atoms were given the charges of their respective equivalent
merged with the charge of the equivalents attached hydrogen. Further the
central carbon of the tert-butyl side groups was given a zero charge as for
the neopentane in the general CGenFF topology file [61].
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Figure 2.1: The amino acid tryptophan with the atom types as given in the
CHARMM36 All-Hydrogen Topology File for Proteins [5].

The atomic charges in the generated topology file for the RWRNH-MtPh
peptide were in agreement with the CHARMM36 Protein topology file.

2.4 Preparation of Peptide Lipid Bilayer Sys-

tems

The DMPC/DMPG mixed bilayer system with K+ as counter ions was cho-
sen to build the systems containing peptides. The last frame of the calibrated
lipid bilayer trajectory was used, where the bilayer and all ions within 4 Å of
the bilayer surface were retained. In total 6 systems were build, three con-
taining the peptide RWR-NHBn and three with the RTbtR-NHBn peptide.
Each of the three systems had a combination of 1, 4 or 8 of their respective
peptide, which corresponds to a peptide:lipid ratio of 1:168, 4:168 and 8:168
at the bilayer surface facing the peptides. The peptides were placed at a dis-
tance of approximately 4 Å from the nearest atom of the lipid bilayer. The
systems containing 336 lipids, a variety number of peptides and ions within
4 Å of the membrane surface were then solvated. Each simulation box had
approximately 30000 water molecules. Finally all systems were neutralized
by randomly replacing water molecules with counter-ions corresponding to
the ion type already in the system. All the steps involving building of the
systems including generating PDB and PSF files for the MD simulations
were performed using the VMD program [54]. The PSF files for the peptides
were not accurately generated due to to many characters in the topology files
atom type column. Hence, the PSF file was manually corrected regarding the
atom types of the peptides, and also regarding some missing charges in the
peptides. Three MD simulations were performed for each system, initially
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minimized for 10000 steps and then started with different random velocity
distributions.

2.5 Analysis of the Lipid Bilayers

The time evolution of the average area per lipid, 〈Å2〉, was analyzed using
the membrane analysis tool MEMBPLUGIN [62], which can be run within
the VMD environment. The total area per lipid as well as the area per lipid
of each lipid species was calculated, using the atoms C2 C21 C31 (figure 3.4)
to project onto the plane delimited by the simulation box. MEMBPLUGIN
uses Voronoi method [63] to calculate the areas.

Ordering of nonpolar hydrocarbon chains in lipid bilayers is typically char-
acterized by the deuterium order parameters SCD. The order parameters are
easily obtained from deuterium NMR quadripole splittings [64]. The order
parameters SCD were calculated from the average angle θ along the last 100
ns of the simulations using a script implemented by Justin Gullingsrud []. If
θ is the angle between a CD bond (carbon-deuterium bond) and the bilayer
normal, the order parameters are given by:

SCD =
3

2
〈cos2θ〉 − 1

2
(2.1)

the angular brackets donate a time and assembly average.

The membrane thickness was calculated as the average distance between
phosphate atoms using the membrane analysis tool MEMBPLUGIN [62].
The inter-facial width was calculated for each leaflet of the membrane, as
the standard deviation of the distribution of phosphate atoms along the z-
axis. Before doing the calculations of phosphate distribution the trajocteris
were properly wrapped using the PBCTools blugin of VMD [54]. All frames
were moved, yielding z = 0 at the membrane center.

2.6 Analysis of Peptide Insertion

As for the calculation of the distribution of phosphate atoms, the bilayer
systems containing peptides were wrapped and all frames were moved to
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obtain z = 0 at the membrane center. The z-coordinates of atoms NE1
and CH2 on the tryptophan residue (Figure 2.1) were extracted for each
peptide at every frame. These atoms have the same name in the RWR-
NHBn- and the RTbtR-NHBn peptides. In addition the z-coordinate of the
first carbon atom in the benzyl-ring (Figure 1.3) of the C-terminal capping
were extracted. The name of this atom is C76 and CG4 for RTbtR-NHBn and
RWR-NHBn respectively. The positions of the atoms were then plotted as a
function of simulation time in reference to the average position of phosphate
atoms (Appendix D and E).



Chapter 3

Results and Discussion

3.1 Selection of Lipid Bilayers

The antimicrobial tripeptides RTbtR-NHBn and RWR-NHBn have a selec-
tivity towards negatively charged bacterial membranes [26]. Thus, for the
purpose of studying the interactions of these tripeptides with a bacteria-like
membrane, a binary mixture of dimyristoylphosphatidylcholine (DMPC) and
dimyristoylphosphatidylglycero (DMPG) was chosen. DMPG is an anionic
lipid at physiological conditions, whereas DMPC is a zwitter-ionic lipid. They
are both glycerophospholipids with two acyl chains comprising 14 carbons
each (Figure 3.1).

Figure 3.1: The lipids used in this study, top, dimyristoylphosphatidylcholine
(DMPC) and, bottom, dimyristoylphosphatidylglycerol (DMPG).

27
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In Gram-positive bacteria, such as S.aureus and MRSA, 57% of the cyto-
plasmic cell membrane consists of DMPG lipids. In other species, such as
S.epidermis, this number can be as high as 90% [35]. Hence, the mixed
lipid bilayers where built with 70 DMPC lipids and 98 DMPG lipids per
leaflet, which corresponds to 58.3% DMPG lipid. There is little literature
on structural properties, such as order parameters, for DMPG lipids in pure
bilayers. The choice of DMPC as the zwitter-ionic component was due to the
relatively large amount of experimental data available for such homogeneous
lipid bilayers [65, 50]. In addition, since both lipids have fully saturated hy-
drocarbon chains of equal length, one might expect similar behavior of the
chains upon mixing. This assumption is supported by studies of the behavior
of binary mixtures of DMPC and DMPG lipids [66, 67]. To better evaluate
whether the behavior of the mixed bilayers corresponds to the experimental
data, homogeneous bilayers of each of the DMPC- and DMPG lipids were
simulated, in addition to the binary mixture of the two. It is important to
study the interactions of lipid molecules to be in a better position to explore
more complex systems such as interactions between lipids and peptides and
their assemblies.

Several experimental studies have examined the interactions of various mono-
valent cations, divalent cations and anions, with lipid bilayers. A common
conclusion is that the type of ion and also the ion-concentration has an ef-
fect on physical properties of the bilayer, such as the temperature at which
phase transition between the more compact gel phase (Lβ) and the biological
relevant [50] liquid crystalline (Lα) phase occur [68, 69, 67]. In a study of
metal cations and their effect on phase behavior, Bindre et al. [68] found
that the effect of the the ions on the phase transition is linearly correlated
with the electrostatic solvation free energy of the ions in water, which in turn
is inversely related to ionic radius. This study also found that monovalent
ions such as Na+ and K+ do not differ to a great extend, but they both
weakly affect the hydration of the polar interface making carbonyl groups
of the POPC lipid slightly more accessible to water molecules. The POPC
lipid has a phosphatidylcholine (PC) head group as the DMPC lipid in this
thesis. In a study by Garcia et al. [69], Na+ ions were found to have a
slightly greater affinity towards the lipid surface of a phosphatidylcholine
(PC) membrane than K+ ions. They also studied the effect of charged head
groups (phosphatidylglycerol, PG), and found a weaker binding of K+ ions
with the bilayer compared to Na+ ions. However, one might expect a stronger
effect of cations on anionic lipids, due to stronger attractive Coulombic forces
[68].
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Numerous molecular dynamic studies have been conducted addressing the
issue of various ionic effects on membrane properties [70, 71, 72, 73], using
either the GROMOS- [74] or the CHARMM force field packages [75]. Effects
observed in these studies, such as shrinking of area per lipid as a function
of time, and also a considerable underestimate of area per lipid, have later
been assigned to the force field parameters. The problem was partly due to
a too high affinity of Na+ ions towards the carbonyl oxygens in the lipids.
This issue and other issues regarding properties of lipid bilayers, have been
addressed, and updated CHARMM force field parameters exists as of June
2010 [52] and September 2013 [57]. Nevertheless, considering the observed
effects in experimental studies and there can be room for improvement in
force field parameters, the lipid bilayer systems in this study were prepared
with a variation of the Na+, K+ and Cl− ions. In addition, Na+ and K+ are
two of the most abundant cations in a biological cell environment.

The parameters used to evaluate the properties of the bilayers, and which
bilayer to use in the study of peptide interactions, are average area per lipid,
〈Å2〉, and order parameters, SCD. In addition, the time evolution of the
coordination number, NC , of cations with carbonyl-, phosphate-, glycol-,
and water oxygens, was examined. The time evolution of NC , together with
average area per lipid gives a good indication on whether and when the
system is fully equilibrated. Figure 3.2 shows NC for K+ and Na+ ions
in each of the bilayer systems (homogeneous DMPC bilayer, homogeneous
DMPC bilayer, and a mixed bilayer) with either NaCl or KCl, respectively.
The remaining NC data are given in appendix B, where it is organized by
lipid bilayer system with various ion compositions. All systems, regardless
of ion composition, shows convergence of the coordination number of the
cations throughout the 110 ns simulation. This indicates that the migration
of cations from solution to lipid oxygens stabilized during the equilibration
phase prior to the simulation. Thus, the results in previous studies [72,
73], implying the need for longer simulation time before the system is fully
equilibrated regarding migration of Na+ ions may not be valid.

The average area per lipid, 〈Å2〉, a widely used quantity to characterize lipid
bilayer systems. It gives a direct indication of lipid packing, which in turn
gives an indication of whether one can expect the examined bilayer to be
in the liquid crystalline phase (Lα)[50]. The area per lipid also affects a
variety of physiological properties such as lateral diffusion, membrane elastic
properties, and permeation [72]. The time evolution of the area per lipid
supports the trend observed for the coordination number (NC) of the cations
in the equilibration of the systems.
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(a) NC of K+ ions (DMPC lipids). (b) NC of Na+ ions (DMPC lipids).

(c) NC of Na+ ions (DMPG lipids). (d) NC of K+ ions (DMPG lipids).

(e) NC of Na+ ions (mixed bilayer) (f) NC of K+ ions (mixed bilayer)

Figure 3.2: Time evolution of coordination number NC for K+ or Na+ ions
with water-, carbonyl- or phosphat oxygens in the DMPC, DMPG and mixed
lipid systems with either KCl or NaCl. In addition, the NC of both ions with
glycol oxygens in systems with DMPG lipids.
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(a) With K+ as counter-ions. (b) With Na+ as counter-ions.

(c) With 154 mM KCl. (d) With 154 mM NaCl

(e) With ions; K+ Na+ Cl−

Figure 3.3: Time evolution of the area per lipid of various DMPC/DMPG
lipid bilayer.
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A correlation between these two parameters is expected, considering results
in prior studies which showed a notable decrease in the area per lipid over
time due to increasingly tight binding of Na+ ions to the lipid bilayer [73].
Figure 3.3 shows the 110 ns simulation of lipid bilayers containing a mixture
of DMPC and DMPG lipids. The time dependent area per lipid for systems of
homogeneous DMPC and DMPG lipids are given in appendix A. The average
area per lipid for all systems are also given in Table 3.1. These values were
obtained from averaging over the fluctuating areas which occurred during a
single simulation run of 110 ns.

Table 3.1: Time average of area per lipid in systems generated with charmm-
gui, where some systems are rebuild containing different compositions of ions.
All systems with ions in addition to counter-ions has an ionic strength of 154
mM.

Label Lipid Na+ K+ Cl− Area per lipid Å2

System DMPC DMPG TOTAL

A.1 DMPC 61.413
A.2 DMPC 39 39 60.682
A.3 DMPC 39 39 61.023
A.4 DMPC 27 27 54 61.315

B.1 DMPGa 336 64.056
B.2 DMPGa 336 65.228
B.3 DMPG 393 57 63.573
B.4 DMPG 393 57 64.806
B.5 DMPG 194 196 55 64.156

C.1 MIXab 196 61.394 61.393 61.393
C.2 MIXab 196 62.537 63.159 62.900
C.3 MIXb 252 56 61.061 61.726 61.449
C.4 MIXb 252 56 61.947 62.603 62.329
C.5 MIXb 126 126 56 61.430 61.837 61.668

aCounter-ions only, bMixed DMPC/DMPG lipid bilayer (70/98 per lefleat)

The average area per lipid obtained for the four DMPC lipid bilayer were sim-
ilar in size, ranging from 60.682 Å2 in the system with NaCl to 61.413 Å2 in
the system with no ions. Literature values of area per lipid for phosphatidyl-
choline (PC) lipids show some variance, depending on which experimental
techniques have been used. An overview of the varying results obtained are
given in a review done by Nagle et al. [50]. The review addresses the prob-
lem of experimental uncertainty in the structure of fully hydrated fluid (Lα)
phase lipid bilayers, which leads to a less accurate base of data to compare



3.1 Selection of Lipid Bilayers 33

with, for instance, computer simulations. The review concluded that the
great uncertainty in values can be reduced by carefully considering adjust-
ments to older literature values, which might have been deduced without
fully considering the fluidity of (Lα) phase lipid bilayers. Nagle et al. [50]
concluded that the area per lipid for DMPC lipids is 59.6 Å2 at 30◦C. This
is in agreement with the value 60.0 Å2 obtained by Petrache et al. [65] at
the same temperature. Petrache et al. also found that the area per lipid for
DMPC at 50◦C is 65.4 Å2. Extrapolation of the two later values yield an
area per lipid of 61.6 at 37◦C. Thus, all values obtained for area per lipid of
systems with DMPC lipids are in good agreement with experiments.

In contrast to DMPC lipid bilayers, experimental estimates of the area per
lipid of homogeneous DMPG bilayers is not abundant in the literature. How-
ever, Pan et al. [32] have determined the molecular structure of various phos-
phatidylglycerol (PG) lipids in the biological relevant fluid phase. The group
has developed a new method, scattering density profile or SDP model, which
combines experimental data obtained from neutron and X-ray scattering with
MD simulations. The latter is used to calculate the probabilities of lipid vol-
umes. For DMPG lipid bilayers they found an area per lipid of 66.2 Å2 at
37◦C. The DMPG lipid bilayers simulated with K+ as counter-ions, and the
system containing KCl are in good agreement with this value, having an area
per lipid of 65.2 Å2 and 64.8 Å2, respectively. The DMPG bilayer systems,
which had different amounts of Na+ ions present, resulted in a value of area
per lipid slightly below the result obtained by Pan et al.. The simulation
of the lipid bilayer system with DMPC lipids and NaCl resulted in an area
per lipid slightly smaller than the other DMPC lipid bilayer systems. The
overall trend for both DMPC- and the DMPG lipid bilayers, indicates that
Na+ and K+ ions have different influence of area per lipid and the DMPG
bilayer seemed to be more affected. However, considering that the systems
contain different amounts of Na+ ions, there is no clear correlation between a
decrease in area per lipid and an increase in concentration of Na+ ions. One
has to take into account that these are results from a single simulation run
per system.

To evaluate which of the mixed lipid bilayers to use in further simulations
with peptides, the area per lipids of DMPC and DMPG in mixture were
compared to the homogeneous bilayers. The total average area per lipid
for the mixed bilayers shows a similar trend as the homogeneous bilayers
with a slightly smaller value for the bilayer systems containing Na+ ions. By
examining the separate average area per lipid of the DMPC and DMPG lipid
in the mixed bilayer (Table 3.1), it is clear that the average area per lipid
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of DMPG is affected to a greater extent as a result of the mixing. In this
case it seems to be a correlation between the decrease of DMPG 〈Å2〉 and
increase in number of Na+ ions. In all systems containing Na+ ions the 〈Å2〉
of DMPG resembled that of the homogeneous DMPC bilayers.

Lewis et al. [76] have examined the thermotropic phase behavior of hydrated
binary mixtures of DMPC and DMPG, using calorimetric and spectroscopic
methods. As other studies have suggested [77, 78], they found that the two
lipids are highly miscible in all proportions, and that the overall behavior
is consistent with the fact that the temperature and enthalpy changes as-
sociated with gel/liquid crystalline phase transitions of the two lipids are
similar, and that the DMPC and DMPG exhibits near ideal mixing behav-
ior. However, Lewis et al. also obtained data indicating that the midpoint
temperatures for pretransitions and gel/liquid crystalline phase transitions
were higher for mixtures containing 5-50 mol% DMPG compared to either of
the homogeneous bilayers. This behavior is inconsistent with the two lipids
forming ideal mixtures [76].

Experimental values of the area per lipid of DMPG in pure bilayers are
about 4 Å2 larger than that of their neutral counterpart DMPC, despite
of the phosphatidylglycerol (PG) head groups volumes being smaller. Pan
et al. [32] argue that this is in agreement with the double layer Gouy-
Chapman theory, which predicts a larger lipid area being energetically more
favorable for the anionic DMPG lipids. A larger area yields a smaller surface
charge density. The Gouy-Chapman theory predict that the unit free energy
of a charged interface submerged in an ionic solution is proportional to its
surface charge density [42]. As observed in the simulation of the mixed lipid
bilayers, one might expect some decrease in the area per lipid of DMPG
lipids due to less repulsion between the charged head groups when DMPC is
present. The mixture of the zwitter-ionic PC head groups and anionic PG
head groups might stabilize the lipid bilayer, resulting in the higher midpoint
temperature for the pre- and main phase transitions observed by Lewis et
al. [76]. However, DMPG is still the major component in the presented
simulations, thus one might not expect a too large compression.

The order parameters, SCD, of the saturated sn-1 and sn-2 chains were cal-
culated separately for both DMPC and DMPG lipids. The attachment of
the two chains to the glycerol backbone is illustrated in Figure 3.4.

Experimental values of order parameters reflect the average orientation of in-
ternuclear C-D vectors with respect to the direction of the external magnetic
field [64]. Lipids in fluid bilayers are highly dynamic. Thus, one expects con-
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Figure 3.4: Schematic structure of the DMPC and DMPG lipids.

tributions from many movements occurring at different time scales. Segment
motions such as rotation around chemical bonds and trans-gauche isomerisa-
tions occur during picoseconds. Molecular motions such as rotation around
the lipid axis and wobbling occur at time scales of nanoseconds, whereas
lateral diffusion occurs during microseconds. In addition, there is collective
fluctuation of the bilayer itself [64, 65]. When comparing order parameters
calculated from MD simulations, it is important to remember that the rel-
atively short simulation time (from ten to a few hundred nanoseconds) will
not capture some of the slower processes which take place. The order param-
eters obtained from the 110 ns simulation of DMPC lipids in systems with
different ion composition compared to experimental values are presented in
Figure A.1.

The order parameters, SCD, are plotted as a function of acyl segment position,
which gives a profile that indicates the average degree of order along the lipid
acyl chain [65]. The order parameters of the segments close to the glycerol
and head group region (from C2 to C8) resembles a plateau which is followed
by a reduction in SCD when approaching the center of the bilayer. The sn-2
SCD for the simulated DMPC bilayers plateau region are in good agreement
with the experimental values from Douliez et al. [7].

Figure 3.6a and 3.6b represents the order parameters, SCD, of DMPG lipids
in homogeneous bilayers, together with SCD of the two lipids in the binary
mixture (DMPC/DMPG), as well as the SCD of DMPC lipids in a system
without ions. The systems containing DMPG lipids have Na+ ions as counter-
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(a) sn-1

(b) sn-2

Figure 3.5: sn-1- (a) and sn-2- (b) acyl chain order parameters (SCD) for all
the DMPC systems containing 154 mM NaCl, 154 mM KCl, 154 mM NaCl
and KCl, or no-ions respectively. The black points in both plots are NMR
data collected at 40◦C, adapted from Nevzorov et al. [6]. The blue (40◦C)
and red points are NMR data adapted from Douliez et al. [7]. The NMR
data corresponding to the red points (37◦C) are found by extrapolation from
data collected at 40◦C and 35◦C.
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ions. Figure 3.6c and 3.6d shows the same comparison, with K+ ions as
counter-ions. As expected, the result closely follows the change in the average
area per lipid. The DMPC lipid bilayer is more compressed compared to the
pure DMPG bilayer, which results in a higher ordering of the acyl chains. An
interesting result is that the DMPC and DMPG lipids adapts the same order
parameters upon mixing. As for the area per lipid (Table 3.1), when using
Na+ as counterion, both lipids in the mixture adapt the characteristics of
the pure DMPC bilayer. When the counter-ion is K+, the area per lipid and
order parameters of DMPG and DMPC coincide, which, is also the case for
the mixed bilayer system containing KCl to a lesser extent (shown in Figure
C.3f, appendix C). Considering the findings of Lewis et al., questioning the
assumption that DMPC and DMPG exhibit near ideal mixing behavior, and
the results of Garidel et al. yielding slightly lower main phase transition
enthalpies for various DMPC/DMPG mixtures compared to pure component
bilayers, the mixed bilayer system containing K+ ions was chosen for the
peptide simulations. The area per lipid and order parameters of the two lipids
in the latter system differs from the pure component bilayers. However, due
to inconclusive experimental results for the properties of binary mixtures of
DMPC and DMPG, it may be a good idea to simulate a system containing
Na+ ions as well to compare the differences.

3.2 First Peptide Interaction and Insertion to

The Lipid Bilayer

The DMPC/DMPG lipid bilayer with K+ as counter-ion was built with six
different combinations of peptides. Three parallel simulations of each of the
systems, containing different numbers of either of the two peptides RWR-
NHBn or RTbtR-NHBn, were simulated. The time of each simulation is given
in Table 3.2, in addition to the peptide:lipid ratio at the leaflet facing the
peptides and association occurring between peptides. The peptides, initially
randomly placed in solution close to the surface of the membrane, rapidly
bound to the lipid interface. However, the two peptides RWR-NHBn and
RTbtR-NHBn (Figure 1.2) adapts different conformations in the solution,
resulting in somewhat different modes of initial interactions and development
throughout the simulation.
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(a) SCD of sn-1-chain with Na+ as
counter-ions.

(b) SCD of sn-2-chain with Na+ as
counter-ions.

(c) SCD of sn-1-chain with K+ as
counter-ions.

(d) SCD of sn-2-chain with K+ as
counter-ions.

Figure 3.6: The order parameters (SCD) of DMPC ∗ lipids in system without
ions and DMPG lipids in homogeneous bilayer compared with the SCD of a
binary mixture of the two lipids with Na+ or K+ as counter-ions.
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Table 3.2: An overview of MD simulations performed with peptides present
and with potassium as counter-ion.

Label Peptide Peptide/Lipid Time (ns) Association

A.1 RWR-NHBn 1/168 100
A.2 RWR-NHBn 1/168 100
A.3 RWR-NHBn 1/168 100

A.4 RWR-NHBn 4/168 200
A.5 RWR-NHBn 4/168 200
A.6 RWR-NHBn 4/168 200

A.7 RWR-NHBn 8/168 250 Dimer
A.8 RWR-NHBn 8/168 250
A.9 RWR-NHBn 8/168 250 Trimer

A.1 RTbtR-NHBn 1/168 100
A.2 RTbtR-NHBn 1/168 100
A.3 RTbtR-NHBn 1/168 100

B.4 RTbtR-NHBn 4/168 200
B.5 RTbtR-NHBn 4/168 200 Dimer
B.6 RTbtR-NHBn 4/168 200

B.7 RTbtR-NHBn 8/168 250
B.8 RTbtR-NHBn 8/168 250 Dimer, Trimer
B.9 RTbtR-NHBn 8/168 250 3 x Dimer → Tetramer

The RWR-NHBn peptide generally adapts a nonamphipathic conformation,
with each of the Arginine (Arg) residues stacked with either the Tryptophan
(Trp) residue or the C-terminal benzylamide. Depending on the spatial ori-
entation of the peptide, initially either of the positive Arg or N-terminal
forms electrostatic interactions with the negatively charged phosphate head
groups of the membrane. Issakson et al. [28] performed a NMR and MD sim-
ulation study, examining the correlation between different stereoisomers of a
synthetic antimicrobial peptide (SAMP) and the MIC values obtained. The
synthetic antimicrobial peptide (SAMP) used in their study (LTX 109) dif-
fer from the RTbtR-NHBn peptide only by the C-terminal being phenylethyl
instead of benzylamide. They found that the stereoisomers resulting in a
nonamphipathic conformation led to a higher MIC value, meaning lower an-
timicrobial activity. Issakson et al. further suggested that the stacking of
guanidyl with the π-electron system of the aromatic Trp residue effectively
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increases the water solubility of the peptide molecule.

Figure 3.8 shows the z-coordinates of the atoms NE1, CH2 (Trp residue, see
Figure 2.1) and the CG4 atom (first atom on the C-terminal benzyl ring) as
a function of time, for one RWR-NHBn peptide in a system simulated with 8
RWR-NHBn. The black line shows the mean trend of all phosphate atom’s z-
coordinates in the lipid bilayer leaflet facing the peptides. The indole nitrogen
of the Trp residue (NE1) has a blue trend-line, the CH2 atom z-coordinates
are illustrated with a red trend-line and the CG4 atom on the benzylamide
capping has a yellow trend-line. Figure 3.9 demonstrates the position of the
RWR-NHBn peptide at different time points during the simulation (dashed
lines in Figure 3.8). By examining the trend-lines in Figure 3.8 it is possible to
get an impression of the spacial orientation of the peptide as well as whether
the conformation is amphipathic or not. A nonamphipatic conformation
yields a larger separation of the respective trend-lines (Figure 3.9a). However,
a smaller spacing of the trend-lines while the RWR-NHBn peptide still is on
the lipid bilayer surface, might be due to a planar orientation were both
Arg residues of the nonamphipathic peptide interacts with different lipid
phosphate groups. The insertion trend of the RWR-NHBn peptide in all
systems containing four or eight peptides (six systems in total) is given in
Appendix D. The trends are shown for each individual peptide for the full
simulation time. Similarly the insertion trends for the RTbtR-NHBn peptides
are given in Appendix E.

The RWR-NHBn peptides tends to stay in the lipid water interface region
with either the benzylamide C-terminal or the Trp residue somewhat deeper
embedded in the membrane. The conformational change resulting in both
hydrophobic components of the peptide being deeply embedded within the
membrane only occurs once, twice and once for the three systems simulated
with 4 peptides respectively. The insertion does not occur until the last 100
ns of the 200 ns simulation (Appendix D). As for the systems containing 8
RWR-NHBn peptides, the insertion of both hydrophobic components into
the hydrophobic core of the lipid bilayer occurred with 3, 4 or 5 peptides
in each of the simulations respectively. In six of these cases the insertion
happened during the first 100 ns of a 250 ns simulation. Considering the
fraction of peptides (1:4, 2:4, 1:4 versus 3:8, 4:8, 5:8) which insert it seems
like the probability of insertion and insertion at an earlier time increases
with a larger number of peptides in the system. By examining the behavior
of the RWR-NHBn peptides in the trajectories it appears that some of the
Trp residues which are inserted into the hydrophobic interior of the mem-
brane, seeks to interact with the interfacial region of the lipid bilayer over



3.2 First Peptide Interaction and Insertion to The Lipid Bilayer 41

again. This behavior can also be seen in the trend-lines of the Trp atom’s
z-coordinates for several of the RWR-NHBn peptides given in Appendix D.
The Trp residues preference of being in the interfacial region of the lipid bi-
layers has previously been documented [79, 80]. The π-electron system of the
Trp results in a negatively charged cloud which can participate in cation-π
binding with positively charged lipid head groups, in a similar way as with
guanidyl. The π-electron system also results in the aromatic Trp having
quadrupole moment. Thus, it cannot strictly be considered as a hydrophobic
residue [80, 81].

In system A.7 (Table 3.2), a cluster of 2 peptides form, and in system A.9,
a cluster of 3 peptides form. The Dimer and Trimer in each system remain
for 200 ns, but the the peptides separate again towards the end of the 250
ns simulation. By examining the trajectories with clusters of RWR-NHBn
peptides it seems like these clusters make a greater impact on the membrane
than singularly inserted peptides. The phosphate head groups of the lipids
interact with the Arg residues and N-terminal in the cluster of peptides,
but also form hydrogen bonds with the backbone nitrogens and Trp indole.
The interactions seem to “lock” the involved lipid head groups in position,
while the cluster of peptides forces them towards the membrane center as
the peptides embed deeper. The impact on the membrane resulting from a
cluster of two RWR-NHBn peptides is illustrated in Figure 3.7.

The RTbtR-NHBn peptide tends to adapt a amphipathic conformation, which
can easily be observed as relatively close trend-lines for the z-coordinates of
the atoms in the Tbt residue (NE1 and CH2) and benzylamide (C76) (Ap-
pendix E). Figure 3.10 and 3.12 illustrate the movements of two different
RTbtR-NHBn peptides, A and E, relative to the membrane surface. Both
peptides A and E are from system 1, containing 8 RTbtR-NHBn peptide (Fig-
ure E.4a and E.5a). Multiple snapshots are taken during the simulation to
better illustrate how to interpret the trend-lines of the various atom positions
during the simulation (Figure 3.11 and 3.13). In the case of peptide A (Figure
3.10), the two hydrophobic components Tbt and benzylamide, are grouped
together with the two Arg residues oriented towards the phosphate groups
of the membrane. Peptide A does not embed deeper into the hydrophobic
membrane core until the last 50 ns of a 250 ns simulation. The benzylamide
capping of peptide E “flips” into the membrane interior after approximately
70 ns, closely followed by the Tbt residue. This sudden “flipping” of both hy-
drophobic components into the membrane interior is characteristic for most
of the RTbtR-NHBn peptides in this study (Appendix E). In the three sys-
tems containing 4 RTbtR-NHBn peptides insertion of both benzylamide and
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Figure 3.7: The figure illustrates the impact on the membrane resulting from
a cluster of two RWR-NHBn peptides. The surf graphics is applied to the
polar head group of lipids including the carbonyl esters.
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Figure 3.8: The trend-lines for the z-coordinate of atoms NE1, CH2 (TRP
Figure 2.1) and CG4 which is the first atom on the C-terminal benzyl ring
(A-RWR-NHBn), as a function of time (ns). The black line shows the trend
of all phosphate atoms z-coordinates in the lipid bilayer leaflet facing the
peptides, blotted individually. The dashed lines refers to the snapshots of the
trajectory taken at 28 and 60 ns respectively shown in Figure 3.9.

(a) RWR-NHBn pep-
tide at 28 ns.

(b) RWR-NHBn pep-
tide at 60 ns.

Figure 3.9: Snapshots taken of peptide A, which movement is illustrate by
trend-line in Figure 3.8. Taken from a simulation with 8 RWR-NHBn pep-
tides. The color of the atoms in the figure match the trend-lines in Figure
3.8.
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Tbt occurred with 2, 0 and 2 peptides respectively. In the three systems con-
taining 8 RTbtR-NHBn peptides, insertion of both hydrophobic components
occurred with 4, 5 and 3 peptides, respectively. In addition the Tbt residue
of peptide G in system 1 (Figure E.5c) embeds into the hydrophobic core of
the membrane. Unlike the Trp residue of the RWR-NHBn peptides, the Tbt
residue remains deeply embedded after insertion. This is expected, consid-
ering the far more hydrophobic character of the bulkier Tbt residue. In all
systems with 4 RTbtR-NHBn peptide (first three systems in Appendix E),
peptide D did not insert as it might appear from the graphs. This peptide
had a similar effect on the membrane as the clusters of 2 RWR-NHBn pep-
tides, “locking” down several DMPG lipids buy interaction with phosphate
head groups (Figure 3.18).

In the case of the system with 8 RTbtR-NHBn peptides (B.8 and B.9 in Table
3.2), multiple cluster formations are observed. The hydrophobic components
of different peptides rapidly interacts with each other. These hydrophobic
interactions seem to “lock” the involved peptides together at the lipid bilayer
surface. In system 2 (Appendix E), the RTbtR-NHBn peptides not involved
in any cluster, rapidly insert into the membrane. Thus, overall the same
number of peptides are inserted in systems of RTbtR-NHBn and RWR-NHBn
peptides, at least at the time scale of these simulations. The antimicrobial
activity of both synthetic antimicrobial peptides (SAMPs) in this study has
been examined in previous studies [30, 26]. The RWR-NHBn has an observed
MIC value of 83 µM with S. aureus and 50 µM with MRSA [26], whereas
RTbR-NHBn has a MIC value of 3.2 µM for both of these bacterial species
[30]. If the mechanism of membrane rupture and killing of these bacterial
species is a result of pore formation due to peptide insertion, one can expect
more inserted RTbR-NHBn peptides if the simulation time is increased.

3.3 The effect of RWR-NHBn and RTbtR-

NHBn on The Lipid Bilayer

The average area per lipid 〈Å2〉 of all three parallels for each system is given
in Table 3.3. The areas obtained during the last half of the simulation time
is given in parenthesis, to detect any changes throughout the simulation.
Irrespectively of how many peptides and whether the peptide is RWR-NHBn
or RTbtR-NHBn the area per lipid of both DMPG and DMPC is slightly
larger than the values of the equilibrated lipid bilayer. The total area per
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Figure 3.10: The trend-lines for the z-coordinate of atoms NE1, CH2 (TRP
Figure 2.1) and C76 which is the first atom on the C-terminal benzyl ring
(A-RTbtR-NHBn), as a function of time (ns). The black line shows the
trend of all phosphate atoms z-coordinates in the lipid bilayer leaflet facing
the peptides, blotted individually. The dashed lines refers to the snapshots of
the trajectory taken at 30, 56 and 75 ns respectively shown in Figure 3.11.

(a) RTbtR-NHBn pep-
tide at 30 ns.

(b) RTbtR-NHBn peptide
at 56 ns.

(c) RTbtR-NHBn pep-
tide at 75 ns.

Figure 3.11: Snapshots taken of peptide A, which movement is illustrate by
trend-line in Figure 3.10. Taken from a simulation with 8 RTbtR-NHBn
peptides. The color of the atoms in the figure match the trend-lines in figure
3.10.
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Figure 3.12: The trend-lines for the z-coordinate of atoms NE1, CH2 (TRP
Figure 2.1) and C76 which is the first atom on the C-terminal benzyl ring
(E-RTbtR-NHBn), as a function of time (ns). The black line shows the
trend of all phosphate atoms z-coordinates in the lipid bilayer leaflet facing
the peptides, blotted individually. The dashed lines refers to the snapshots of
the trajectory taken at 45, 58 and 95 ns respectively shown in Figure 3.13.

(a) RTbtR-NHBn pep-
tide at 45 ns. (b) RTbtR-NHBn

peptide at 58 ns.

(c) RTbtR-NHBn pep-
tide at 95 ns.

Figure 3.13: Snapshots taken of peptide E, which movement is illustrate by
trend-line in Figure 3.12. Taken from a simulation with 8 RTbtR-NHBn
peptides. The color of the atoms in the figure match the trend-lines in figure
3.12.
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lipid has on average increased by less than 1 Å2. The equilibrated lipid bilayer
yielded 62.5±1.3 Å2 for the DMPC lipids and 63.2±1.2 Å2 for the DMPG
lipids, whereas the total area per lipid was 62.9 Å2. There is no significant
difference between the area per lipids depending on whether they are in the
leaflet facing the peptides or not. The only system that stands out due to
the area per lipid is the system containing 4 RTbtR-NHBn peptides, which
has no increase in the DMPC area and a slight decrease in the DMPG area.
In addition the area per lipid in the leaflet facing away from the peptides
is smaller than the areas in the leaflet facing the peptides (Table 3.3). The
thickness of the bilayer without peptides was 35.35 Å. Similar to the area
there is no significant change with peptides present (Table 3.3).

Table 3.3: Overview of the time average area per lipid in systems contain-
ing RWR-NHBn and RTbtR-NHBn peptides and with K+ as counter-ions.
The z+ refers to bilayer leaflet in contact with peptides, whereas z- refers to
the leaflet without peptides. The areas obtained during the last half of the
simulation time is given in parenthesis.

Peptide Leaflet Area per lipid Å2 Thickness
DMPC DMPG TOTAL Å

1RWR z+ 63.47 63.99 63.77 35.00
z- 63.45 63.93 63.73

4RWR z+ 63.58(63.56) 63.93(63.85) 63.79(63.73) 35.01(35.17)
z- 63.42(63.61) 63.95(63.69) 63.74(63.66)

8RWR z+ 63.57(63.28) 64.12(64.45) 63.89(63.96) 35.03(35.13)
z- 63.35(63.55) 63.98(64.00) 63.72(63.81)

1RTbtR z+ 63.60 63.90 63.77 35.06
z- 63.35 63.97 63.71

4RTbtR z+ 62.37(62.27) 62.38(62.59) 62.38(62.45) 35.86(35.90)
z- 61.28(60.91) 60.87(60.95) 61.04(60.93)

8RTbtR z+ 63.46(62.87) 63.89(63.99) 63.71(63.49) 35.11(35.3)
z- 63.14(63.10) 63.76(63.65) 63.50(63.42)

The order parameters SCD calculated for the sn-1 acyl chains in systems with
either 4 or 8 RWR-NHBn and RTbtR-NHBn present are given in Figure in
3.14. As for the area per lipid the SCD were averaged for the three parallel
simulations. In correlation with the area per lipid, little change is observed
compared to the equilibrated lipid bilayer. With the exception of the systems
containing 4 RTbtR-NHBn peptides, where the order parameters are slightly
increased compared to those of the bilayer without peptides present. Which
is in agreement with the observed smaller area per lipid.
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(a) SCD for bilayer without peptides,
with 4 RWR or 8 RWR.

(b) SCD for bilayer without peptides,
with 4 RTbtR or 8 RTbtR

(c) (d)

Figure 3.14: Lipid tail order parameters SCD from the sn-1 chain averaged
over three parallel simulations of 100 ns each.



3.3 The effect of RWR-NHBn and RTbtR-NHBn on The Lipid Bilayer 49

When examining the trajectories of the of RTbtR-NHBn systems containing
4 peptides it seems like there is much more structural fluctuation within
the water lipid interface. The increased fluctuation seem to be largest in
the bilayer which do not interact with the peptides. This is illustrated in
Figure 3.15, where a pyramid shape can be seen in the lower leaflet due to
some polar head groups being closer to the bilayer center. In the top leaflet
one peptide is causing a large groove as it “forces” the polar head groups of
the lipids towards the bilayer center. The difference between the area per
lipid of the two leaflets observed for the systems containing 4 RTbtR-NHBn
peptides might be a result of underestimation, as the increased fluctuation
of the monolayer might not be accounted for when projecting the area [82].

Fluctuations in the interface region can be illustrated by examining the dis-
tribution of phosphate atoms in the lipid head groups [83]. The average
distribution of the phosphate atoms as a function of the atoms z-coordinates
during the 200 ns simulation was calculated for both system 4 RWR-NHBn
and 4 RTbtR-NHBn. The distribution of the two is given in Figure 3.16,
where they are compared to the phosphate distribution in bilayers without
peptides present. In the case of RWR-NHBn the distribution of phosphate
atoms in both leaflets are similar to bilayers without peptides. For systems
with RTbtR-NHBn the width of the distribution of phosphates in the leaflet
(z+) facing the peptides decreased from 8.7 Å to 7.8 Å, whereas the width
of the distribution in the leaflet (z-) not facing the peptides increased from
8.3 Å to 9.1 Å. Thus, the distributions correlates with what is observed in
the trajectories. A similar distribution was calculated for systems containing
8 RWR-NHBn and 8 RTbtR-NHBn (not shown), which showed no signifi-
cant difference compared to bilayers without peptides present. However, by
comparing profiles of the average position of each phosphate atom plotted
individually, there appear to be a larger displacement between phosphate
atoms when peptides are present (Figure 3.17).

When comparing the profiles of phosphates atom position to the trajectories
of the simulated systems, it turns out that the low points often belongs to
phosphate atoms in contact with peptides. Figure 3.19 shows the profile for
system 1, with 4 RTbtR-NHBn peptides Figure (E.1). Peptide D (Figure
E.1d) in this system is also illustrated in Figure 3.18. The low points cor-
responding to phosphate number 68 and 158 in Figure 3.19 belongs to the
two lipids which phosphate group can be seen in the bottom of the groove
caused by the peptide in Figure 3.19. Another observation is that the major
part of the lipids being suppressed by peptide D are DMPG lipids, with one
exception. The distribution of lipids around peptide D was calculated over



50 3 Results and Discussion

Figure 3.15: Fluctuation of the lipid bilayer with 4 RTbtR-NHBn present,
where 1 of the peptides forces the lipid head groups towards the center of the
bilayer. Water within 3 Å of the lipid bilayer surface is illustrated with surf
graphics (VMD).
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(a) Leaflet with peptide (z+) and leaflet without peptides (z-) the first 100 ns.

(b) Leaflet with peptide (z+) and leaflet without peptides (z-) the last 100 ns.

Figure 3.16: The average distribution of phosphate atoms in lipid head groups
as a function of z-coordinates during the 200 ns simulation of three parallel
runs. The plots represent the distribution in a system containing 4 RWR-
NHBn peptides (red) and 4 RTbtR-NHBn peptides (black) compared to a
system without peptides (dashed lines).
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(a) System without peptides. Aver-
age position during 100 ns.

(b) System with 8 RWR-NHBn. Taken from first 100 ns and last 100 ns.

(c) System with 8 RTbtR-NHBn. Taken from first 100 ns and last 100 ns (Figure
E.4 and E.5).

Figure 3.17: Average position along the z-axis of each lipid phosphate atoms,
plotted separate for each bilayer leaflet (z+ and z-). The lipid bilayers are
oriented parallel to the x- y-plane. The peptides are placed above the z+
leaflet.
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the first 100 ns of the simulation. The result yielded a higher number of
DMPG lipids, which is illustrated by the trend-lines in Figure 3.20. Figure
3.18 illustrate how phosphate groups of the lipids are attracted to several
regions of the peptide. The obvious is the charged Arg residues and the N-
terminal. In addition hydrogen bonding with the nitrogens of the backbone
and the indole nitrogen of the Trp residues was observed by analyzing the
trajectories. Also, in the case of peptide D in Figure 3.18 the phosphate head
groups of the two lipids in the vicinity of the π-system of the Tbt residue
persisted in this position throughout the simulation time. The many prefer-
ential interactions between DMPGs and AMPs leads to a local increase in
the density of peptides at the surface, which has shown to be favorable for
the formation of pores [84].

Polyansky et al. [85] performed a microsecond long coarse grain molecular
dynamics simulation to examine the lateral structure and the main dynam-
ics of phosphatidylethanolamine (PE)/phosphatidylglycerol (PG) mixed bi-
layer. They found that the antimicrobial peptides can induce growth of
phosphatidylglycerol domains. They argued how this can destabilize bacte-
rial membranes due to large fractions of PE lipids which cannot form stable
bilayers on their own. The clustering of PG lipids may not be possible to
detect during the simulation time of this project. However, it seems like
the preferential interactions between DMPG lipids and the RTbtR-NHBn
peptide in regions of higher DMPG density induce favorable modes of mem-
brane destabilization. The deeply embedded RTbtR-NHBn peptide observed
in systems consisting of 4 peptides might have been a prestage to pore for-
mation.
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Figure 3.18: Lipids interacting with the RTbtR-NHBn peptide D, seen from
within the bilayer and from above (Figure E.1d).
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Figure 3.19: The average z-coordinate of phosphate atoms in the leaflet facing
the peptides in systems system 1, with 4 RTbtR-NHBn.

Figure 3.20: Trend-lines for the distribution of lipids around the RTbtR-
NHBn peptides in Figure 3.18.





Chapter 4

Conclusion

Molecular dynamics (MD) simulations of DMPC/DMPG mixed bilayers with
the synthetic antimicrobial peptides RWR-NHBn and RTbtR-NHBn were
conducted using the all atom force field CHARMM36 [52]. The analysis of
the results were performed using the plugins of the VMD program [54] in
combination with basic tcl scripting.

Several lipid bilayer were built composed of either homogeneous DMPC or
DMPG lipids in addition to binary mixtures of the two lipids. The system
had different combinations of the ions Na+, K+ and Cl−. The area per
lipids and order parameters obtained for the DMPC bilayers were in good
agreement with the literature values [50, 65] for all combinations of ions.
The area per lipid for DMPC ranged from 60.7 Å2 to 61.4 Å2. The area
per lipids for the homogeneous DMPG bilayer yielded 65.2 Å2 for systems
containing K+ counter-ions and 64.8 Å2 for the systems with KCl. These
values are in good agreement with experimental values [32]. The remaining
DMPG bilayers yielded slightly lower values for the average area per lipid.
Strong ion interaction yielded an underestimated area per lipid in previous
MD studies. The results of this project reveals the improvement in the force
field parameters. Due to experimental results indicating a non-ideal mixing
behavior of DMPC and DMPG lipids [76], the DMPC/DMPG mixed bilayer
system chosen for simulation with peptides had K+ as counter-ions. This
mixed bilayer showed area per lipids and order parameters differing from
both homogenous bilayers, with areas per lipid of 62.5 Å2 and 63.2 Å2 for
DMPC and DMPG respectively.

A different behavior was observed for the RWR-NHBn and RTbtR-NHBn

57
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peptides. The less bulky Trp residue of RWR-NHBn showed a greater prefer-
ence for the membrane water interface than the Tbt residue of RTbtR-NHBn.
The bulkier hydrophobic residues of RTbtR-NHBn embedded deeper into the
membrane after insertion then thous of RWR-NHBn. On the timescale of
these simulation the amount of insertions was observed in equal amount for
the two peptides. This might be due to the immediate clustering among
the hydrophobic components of the RTbtR-NHBn peptides. An increase in
displacement of phosphate head groups was observed for the lipid bilayers
in presence of both types of peptides. A slight increase in area per lipids
was observed in all simulations with peptides, except for the systems with 4
RTbtR-NHBn which showed a slight decrease.

The simulations with peptides did not induce any pore formation at the ap-
plied time scale. However, large fluctuations was observed in the leaflet facing
away from the peptides in systems with 4 RTbtR-NHBn yielding an increase
interfacial width of 0.8 Å. One of the peptides in this system was interacting
with several DMPG lipids forcing their head groups towards the membrane
interior. This might have been a pre-stage of induced pore formation.



Chapter 5

Future Work

Considering the observed effects of ions on lipid bilayers it would be inter-
esting to examine how different types of ions and physiolgical relevant ion
concentrations affects the interactions between antimicrobial peptides and
the lipid bilayers.

It would also be interesting to look at how the membrane potential changes
with different compositions of lipids and how this further affects the interac-
tions with antimicrobial peptides.

Examining wether the destabilizing effect of the antimicrobial peptides on
the lipid bilayer mainly are rlated to regions with higher density of DMPG
lipids.
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A[Å2/lipid]

71



72 Appendix A

(a) Without ions. (b) With 154 mM KCl.

(c) With 154 mM NaCl.
(d) With in total 154 mM NaCl and
KCl.

Figure A.1: Area per lipid of various DMPC lipid bilayers.
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(a) Two different DMPG lipid bilayer
with either Na+ or K+ as counter-ions.

(b) Two different bilayers with either
154 mM KCl or 154 mM NaCl.

(c) With 154 mM KCl and NaCl.

Figure A.2: Area per lipid of various DMPG lipid bilayers.
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(a) NC of K+ ions in system with 154
mM KCl.

(b) NC of Na+ ions in system with 154
mM NaCl.

(c) NC for Na+ ions (154 mM NaCl and
KCl).

(d) NC for K+ ions (154 mM NaCl and
KCl).

Figure B.1: Time evolution of coordination number NC for either K+ or Na+

ions with water-, carbonyl- or phosphat oxygens in the DMPC systems.
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(a) NC of K+ ions (only counter-ions). (b) NC of Na+ ions (only counter-ions).

(c) NC of Na+ ions (154 mM NaCl). (d) NC of K+ ions (154 mM KCl).

(e) NC of K+ ions (154 mM KCl and
NaCl).

(f) NC of Na+ ions (154 mM KCl and
NaCl).

Figure B.2: Time evolution of coordination number NC for either K+ or
Na+ ions with water-, carbonyl-, phosphat- or glycol oxygens in the DMPG
systems.
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(a) NC of K+ ions, with only counter-
ions.

(b) NC of Na+ ions, with only counter-
ions

(c) NC of Na+ ions with 154 mM NaCl (d) NC of K+ ions with 154 mM KCl

Figure B.3: Time evolution of coordination number NC for either K+ or
Na+ ions with water-, carbonyl-, phosphat- or glycol oxygens in the mixed
DMPC/DMPG systems.
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(a) SCD of the sn-1-chain.

(b) SCD of the sn-2-chain.

Figure C.1: sn-1- (a) and sn-2- (b) acyl chain order parameters (SCD) for all
the DMPG systems containing 154 mM NaCl, 154 mM KCl, 154 mM NaCl
and KCl, or counter-ions respectively.
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(a) SCD for sn-1-chain of DMPG lipids. (b) SCD for sn-2-chain of DMPG lipids.

(c) SCD for sn-1-chain of DMPC lipids. (d) SCD for sn-2-chain of DMPC lipids.

Figure C.2: sn-1- (a) and sn-2- (b) acyl chain order parameters (SCD) for
all the DMPC/DMPG systems containing 154 mM NaCl, 154 mM KCl, 154
mM NaCl and KCl or only counter-ions respectively.
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(a) SCD for sn-1-chain with 154 mM
NaCl.

(b) SCD for sn-2-chain with 154 mM
NaCl.

(c) SCD for sn-1-chain with 154 mM
NaKCl.

(d) SCD for sn-2-chain with 154 mM
NaKCl.

(e) SCD for sn-1-chain with 154 mM
KCl.

(f) SCD for sn-2-chain with 154 mM
KCl.

Figure C.3: The order parameters (SCD) of DMPC ∗ lipids (in system without
ions) and DMPG lipids in homogeneous membranes compared with the SCD
of a binary mixture of the same lipids, with different ion compositions
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(a) Pep A; 0 to 200 ns.

(b) Pep B; 0 to 200 ns.

(c) Pep C; 0 to 200 ns.

(d) Pep D; 0 to 200 ns.

Figure D.1: System 1, with 4 RWR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The CG4 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep A; 0 to 200 ns.

(b) Pep B; 0 to 200 ns.

(c) Pep C; 0 to 200 ns.

(d) Pep D; 0 to 200 ns.

Figure D.2: System 2, with 4 RWR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The CG4 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep A; 0 to 200 ns.

(b) Pep B; 0 to 200 ns.

(c) Pep C; 0 to 200 ns.

(d) Pep D; 0 to 200 ns.

Figure D.3: System 3, with 4 RWR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The CG4 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep A; 0 to 250 ns.

(b) Pep B; 0 to 250 ns.

(c) Pep C; 0 to 250 ns.

(d) Pep D; 0 to 250 ns.

Figure D.4: System 1, with 8 RWR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The CG4 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep E; 0 to 250 ns.

(b) Pep F; 0 to 250 ns.

(c) Pep G; 0 to 250 ns.

(d) Pep H; 0 to 250 ns.

Figure D.5: System 1, with 8 RWR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The CG4 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep A; 0 to 250 ns.

(b) Pep B; 0 to 250 ns.

(c) Pep C; 0 to 250 ns.

(d) Pep D; 0 to 250 ns.

Figure D.6: System 2, with 8 RWR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The CG4 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep E; 0 to 250 ns.

(b) Pep F; 0 to 250 ns.

(c) Pep G; 0 to 250 ns.

(d) Pep H; 0 to 250 ns.

Figure D.7: System 2, with 8 RWR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The CG4 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep A; 0 to 250 ns.

(b) Pep B; 0 to 250 ns.

(c) Pep C; 0 to 250 ns.

(d) Pep D; 0 to 250 ns.

Figure D.8: System 3, with 8 RWR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The CG4 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep E; 0 to 250 ns.

(b) Pep F; 0 to 250 ns.

(c) Pep G; 0 to 250 ns.

(d) Pep H; 0 to 250 ns.

Figure D.9: System 3, with 8 RWR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The CG4 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep A; 0 to 200 ns.

(b) Pep B; 0 to 200 ns.

(c) Pep C; 0 to 200 ns.

(d) Pep D; 0 to 200 ns.

Figure E.1: System 1, with 4 RTbtR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The C76 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep A; 0 to 200 ns.

(b) Pep B; 0 to 200 ns.

(c) Pep C; 0 to 200 ns.

(d) Pep D; 0 to 200 ns.

Figure E.2: System 2, with 4 RTbtR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The C76 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep A; 0 to 200 ns.

(b) Pep B; 0 to 200 ns.

(c) Pep C; 0 to 200 ns.

(d) Pep D; 0 to 200 ns.

Figure E.3: System 3, with 4 RTbtR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The C76 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep A; 0 to 250 ns.

(b) Pep B; 0 to 250 ns.

(c) Pep C; 0 to 250 ns.

(d) Pep D; 0 to 250 ns.

Figure E.4: System 1, with 8 RTbtR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The C76 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep E; 0 to 250 ns.

(b) Pep F; 0 to 250 ns.

(c) Pep G; 0 to 250 ns.

(d) Pep H; 0 to 250 ns.

Figure E.5: System 1, with 8 RTbtR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The C76 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep A; 0 to 250 ns.

(b) Pep B; 0 to 250 ns.

(c) Pep C; 0 to 250 ns.

(d) Pep D; 0 to 250 ns.

Figure E.6: System 2, with 8 RTbtR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The C76 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep E; 0 to 250 ns.

(b) Pep F; 0 to 250 ns.

(c) Pep G; 0 to 250 ns.

(d) Pep H; 0 to 250 ns.

Figure E.7: System 2, with 8 RTbtR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The C76 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep A; 0 to 250 ns.

(b) Pep B; 0 to 250 ns.

(c) Pep C; 0 to 250 ns.

(d) Pep D; 0 to 250 ns.

Figure E.8: System 3, with 8 RTbtR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The C76 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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(a) Pep E; 0 to 250 ns.

(b) Pep F; 0 to 250 ns.

(c) Pep G; 0 to 250 ns.

(d) Pep H; 0 to 250 ns.

Figure E.9: System 3, with 8 RTbtR-NHBn peptides. The trend-lines for the
z-coordinate of atoms NE1 (blue) and CH2 (red) on the Tryptophan residue
(Figure 2.1). The C76 atom (yellow) is the first atom on the C-terminal
benzyl ring. The z-coord is plottet as a function of time (ns). The black
line shows the trend of the phosphate atoms mean z-coordinates in the lipid
bilayer leaflet facing the peptides, blotted individually.
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