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Foreword

The subject matter of the present dissertation is the maspitactic mechanisms that
underlie deriving perfective verbs from imperfectiveshwilifferent event structures in
Russian. To be more precise, the main morphosyntactic meshan question is pre-

fixation. My aim is to demonstrate that prefixation in Russga non-uniform phe-

nomenon depending on a number of different syntactic anésgatactors, which has

consequences for the interpretation of the linguistic eggions prefixes are part of.

Russian aspect has invariably aroused a lot of interestepadilt of linguists work-
ing within various frameworks. The theoretical backgrowmdlerlying this work is
determined by the Universal Grammar hypothesis, the MihgnBrogram (Chomsky
(1995), Chomsky (2001b)) and the constructionalist apgr@gBorer (2005), Ramchand
(2006) and others).

Under this view there are two components involved in prodacof linguistic ex-
pressions: the lexicon and the computational system. Ttieole contains the items
with idiosyncratic properties that enter into the compotsl system. The computa-
tional system then constructs a pair of interface represents (r, A\) drawn from the
interface levels (PF (Phonetic Form), LF (Logical Formgpectively. Logical Form
is the level of representation at which meaning is assigaehe linguistic expression.
Phonetic Form is the level at which a sound representati@iven to the linguistic
expression. The operation Spell-Out removes LF-uningétabie material from the
syntactic object and sends it to the PF. Surface semanéictsfare restricted toarrow
syntax

This work is going to focus on one of the interfaces, nambélysyntax-LF interface.
In other words, | am going to investigate the relation betwibe syntactic structure and
the predicational structure of one particular domain ofdlaeise, speaking of which, |
must return to the notion of Spell-Out.

Spell-Out is a cyclic process occurring at the boundariedaafsal units, marked by
C (Complementizer) and(a functional head dominating the extended projection ef th

linterpretable features of lexical items include cateddeiatures and-features, like gender, number
and person. The rest are uninterpretable features.

Xi
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verb). This clausal units are termptiases At the point where a syntactic derivation
reaches a phase boundary, the syntactic object congjjttitenphase is accessed and
evaluated by the interfaces. My research deals with th@wasyntax of the/P-phase,
for which Ramchand (2006) coined the term ‘First Phase Synta

The relations between syntax and semantics withirvih@hase are based on the
possibility of decomposition of both structures. The pecatibnal structure constituting
the meaning of/P bears on cause-effect properties of events and theredarbecrep-
resented as separate conceptual units inside the evensyhtectic decomposition of
verbs is facilitated by their morphological complexity, iaimis often mappable onto the
conceptual units within the events they denote.

The ideas developed in the dissertation are in line with thevé¥sal Grammar hy-
pothesis. This means that the particular grammar undeuskgan, & (‘R’ stands for
Russian), is a parametrized instantiation of the human gran$ . It allows me to draw
generalizations and conclusions by comparing the Russitd respective sets of data
from other languages. Simultaneously, generalizatioashhve arisen on the basis of
the language specific empiria hopefully present an additismpport in favor of the UG
hypothesis.

As | proceed with this work, | am going to explain concreteattedic devices | will
introduce for the purpose of investigating the syntax-gdros interface where aspec-
tual composition takes place.



Chapter 1

The aspectual network

This chapter serves as a background for the whole dissertatiwill undertake two
complementary tasks here: first, | will outline the main a@gmwhes to Russian aspect
in the literature, and second, | will propose my own way ofkiog at the complicated
mechanism of constructing different aspectual interpicaia.

1.1 Perfectivity under tests

1.1.1 Anintroductory word on perfectivity

There has been a long tradition among researchers of Rugsianmar of dividing all
verbs into two big groups, labeled ‘perfective’ and ‘impmtive’. The split is justified
by the differences in grammatical behavior well demonsttdty a number of linguis-
tic tests. There are also more or less uniform morphologieéterns involved in the
formation of perfective and imperfective verbs. For examphost perfective verbs are
formed by prefixation:

(1) za-pisatj, pro-Citatj, po-sidetj, vy-ucitj
in-write”.inf Prf-read’.inf DEL-sit”.inf out-learr’.inf
‘write down, read completely, sit for a while, learn (by hggar

Consequently, most unprefixed forms are imperfective:
(2) pisatj, Citatj, sidetj, uCitj

write!.inf read .inf sit’.inf learr .inf
‘write, read, sit, learn’



2 CHAPTER 1. THE ASPECTUAL NETWORK

There is a small group of unprefixed verbs that are perfe¢deeording to Isacenko
(1960), about 30):

3) brositj, datj, kupitj. resit
throw”.inf give’.inf buy”.inf solve”
‘throw, give, buy, solve’

The morphological uniformity of perfective formation istnoolated just by this small
group of exceptions. There are other morphological meaaisniark perfectivity and
imperfectivity. For example, another group of unprefixedgaives includes semelfac-
tives that are characterized by the presence of the suffix

(4)  kinutj, prygnutj, stuknutj,Cixnutj
cast’.inf jump”.inf hit”.inf sneezé&
‘cast, jump (once), hit/ knock (once), sneeze (once)’

The verbs with a specific type of prefix can undergo furtheeesml derivation and
form secondary imperfectives. Itis, therefore, importarknow that prefixes in Russian
are subdived into two big classes: lexical and superlexicexical prefixes can attach
to all varieties of verb mentioned above, apart from alrga@yixed verbs. Superlexical
prefixes in their majority never attach to perfective velbexical prefixes have spatial,
idiosyncratic or completive meanings. Superlexical peikave systematic meanings
which can be either similar to those of quantificational adser to phasal verbs (‘be-
gin’, ‘end’)!. Verbs with lexical prefixes systematically form secondanperfectives
(5-a), verbs with superlexical prefixes, with few excepsiato not (5-b):

(5) a. zapisyvatj, perecityvatjvysizivatj
in-writel.inf re-read.inf out-sit
‘write down, re-read, hatch’

b. *zadvigivatjsja, *pererezyvatj (vsex kur),
INCEP-mové.inf.self. DIST-cut .inf. all.pl.Acc. hensacc.
*pobegivat]

DEL-run’.inf.

‘start moving, slaughter (all the chickens) distributiyeln for a while’

1Secondary imperfectives in their turn can be changed intfegiives again via attaching another,
superlexical, prefix:

0) pozapisyvatj, navysizZivatj
DIST-in-write”.inf CUM-out-sit”.inf
‘write down (one after another), hatch (a lot of)’
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As can be seen, at the end there is no uniform morphologidatation of perfective
or imperfective aspect. If we considered the presence oéfixgo be a sign of perfec-
tivity, it would be false, for a) semelfactives are formedduyfixes; b) there is a group
of unprefixed perfective verbs, likarositj ‘throw’, kupitj ‘buy’ etc.; c) secondary im-
perfective verbs preserve prefixes. If we considered thegpiee of(i)va suffix to be a
sign of imperfectivity, it would be false, for a) primary iragectives do not usually have
this suffix; b) secondary imperfectives can have other ifgoévizing suffixes {a-, for
example); c) superlexically prefixed verbs are perfecire¢ retain the imperfectivizing
suffix. It is clear that morphological characteristics act @nough for distinguishing
between the two aspects in Russian. There must be some neaiselinguistic criteria
for dividing all the verbs of the language into these two higugps, in the first place. In
fact, as | mentioned above, there are. Perfective verbsvbehapecific ways distinct
from those of imperfective verbs, which is systematicakbyrnstrated by the tests in
the section below.

1.1.2 Tests for perfectivity and imperfectivity

Many tests for perfectivity are assumed to work and are shidnerefore by different
authors (Schoorlemmer (1995), Filip (1999), Borik (2002l athers). The tests are:

» The formation of present participles (only imperfectieas form them)
» The formation of past passive participles (only perfezgican form them)
* Ability to appear as the complements of ‘Phase’ verbs test

» Future reading tests

Present participles (PAP) test

In Borik (2002) it is suggested to treat present participlafation as a test for imperfec-
tivity. This suggestion is based on the morphological sysbé participles in Russian.
Only imperfective verbs can form present participles, laattive and passive:

active passive
present | uvoljnjajust-ij uvoljnjajemyj
(6) firing’ ‘being fired’
past uvoljnja~sij ‘firing’ (past) | uvol-ennyj
uvoli-v&ij ‘having fired’ ‘having been fired’
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The upper part of the table is pretty uncontroversial. Th&dion of present participles
always involves only imperfective verbs and has no exceptidlthough verbs of both
voices can form present participles, present active ppleg (PAP) are more common
and sound more natural in Russian than present passiveipksi therefore | am going
to use PAP formation as a test for imperfectivity:

(7)
IMP PF
a. strojasCij  *postrojasCij ‘building’
b. govorjascij *skazascij ‘talking’

C. sporjasCij  *posporjascij ‘arguing’

(from Borik (2002):41)
As PAP refer to ongoing progressive events, and perfectiviesican never express
any progressivity; only imperfective stems can serve ttsesifar PAP formation.

Past passive participles (PPP) test

The impeccability of the second test, namely, the formatibRPP only from ‘perfec-
tives’, is undermined by a big number of counterexamplesofding to Schoorlemmer
(1995) for the test to work two conditions should be met bytdsted perfective verb:
a) it must be transitive; b) it must be paired (that is, it mtidbe an aktionsart verb
in her terminology, or a superlexically prefixed verb in minén addition, there are
some acceptable imperfective PPPs. In Schoorlemmer (1889 are examples ef
participles formed from monosyllabic verbs:

(8)  bityj, brityj, mytyj,
beateh.sg.msNOM., shaveh.sg.msNOM., washed.sg.msnowm.,
Sityj, kryty]

sowr!.sg.msNOM., covered.sg.msNOM.
‘beaten, shaven, washed, sown, covered’

In fact, the number of imperfective PPPs is much bigger thaeet or five. In the web
corpus http://ruscorpora.ru | found altogether 27 PPRudarby different imperfective
verbs. Some examples, to illustrate:

(9) a. Strojeno bylo eto Vsjo ploxo...
built!.sg.ntwad .ntthisNom. all.Nom. badly
‘All this was built badly’
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b. Pisannaja javno neumeloj ruko;j...
written! .sg.femnom. clearlyinapt.sg.femNSTR. hand.sgNSTR.
‘Written by a clearly inexperienced hand’

c. ..kolonna avtomasSin, gruzénnyx bumaznymi
columnNoM. cars.plNom. loaded.sg.femnom. paper.pINSTR.
paketami...
bagsINSTR.

‘a string of cars, loaded with paper bags’

According to Babko-Malaya (1999) the crucial property odigaassive participles formed
by perfective verbs is that they are adjectival, and the gtesnin (9-a) and (9-b) are
those of eventive participles. However, it is of no impodarere, because the neat-
ness a test has to possess is not characteristic of the PPshtere are too many
exceptions that go both ways. One group of exceptions had@en discussed and
encompasses quite a number of imperfective past passitieiplas. The other group
was also mentioned above: the verbs with superlexical m&fiXhey cannot form past
passive participles in spite of being formally perfectias the other tests will shdw

(20) a. *pocitannaja kniga
DEL-read.PPP.sg.femom. bookNOM.
“a book read for a while’
b. *zapetaja pesnja
INCEP-sung.PPP.sg.feRDM. songNOM.
“*a song that was started’

In addition, there are possibly ‘accidental gaps’ amondckdly prefixed perfectives -
at the moment | do not know how accidental they are:

11 a. *otkaCennaja boCka

aside-rolled.PPP.sg.ferharreINOM.
“*a rolled aside barrel’

b. *pereletennaja granica
across-flied.PPP.sg.ferlnordemnom.
“*a crossed by air border’

C. *smaxnutyj stakan
off-waved.PPRjlassNOM.
“*a flicked glass’

°The PAP test can already support the claim: neifh@fitatj ‘read for a while’ norzapetj*start
singing’ are capable of forming present active participles

(i)  *pocitajuscij, *zapojuscij
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Basing my conclusions on sheer empirical data, | suggesthibgast passive partici-
ples test is different from other diagnostics for perfativit does not reflect the ‘big’
distinction between perfectives and imperfectives, sineg®me cases imperfectives can
also form PPPs, and in others PPP formation is sensitivent@isgc nuances within the
class of perfectives.

‘Phase’ verbs test

Borik (2002) offers the following verbs as ‘phase’ verb&Cinatj ‘begin’, prodokzatj
‘continue’, zakartivatj/kortatj ‘finish’, perestavatjstop’. These verbs can take infini-
tives or nominals as their complements. ‘Phase’ verbs cemeht infinitives are always
imperfective:

12) a. Petja nacal Citatj/*procCitatj knigu.

PNOM. bega’.sg.msread/*F.inf.  bookAcc.
‘Petja began to read a book’

b. Petja zakonclil stroitj/*postroitjdom.
PNow. finished’.sg.msbuild//*.inf.  houseacc.
‘Petja finished building a house.’

c. Petja prodolzal guljatj/*poguljat;.
PNoM. continued.sg.mswalk!/* inf
‘Petja continued walking.” (Borik (2002):44)

The phase verbs themselves can be perfective (as in (123§l 2a+b)) and imperfective
(asin (12-c)); the complement infinitives cannot be peifedtrespective of the type of
prefix they have. For example, in (12-c) the vgthjatj ‘walk’ with a superlexical prefix
is as ungrammatical as the verbs in (12-a) and (12-b). Songaiwerbs, like abilitative
umetj‘be able to, know how’, can be comparable to the phase vedisior. Umet;
has the same requirements on its complements as the phaseabewe:

(13) Jaumeju Citatj/ *procitat].
| carf.1sg.read/*"
‘| can read.

As the phase verbs test is reliable, | am accepting it withxpdamations at this point.

Present Tense readings

Another certain test is connected with the only interpretet! possibility of the perfec-
tive verbs with present tense morphology, hamely, the &interpretation. Compare
the following verbs:
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(14) On Cita-jet -On procCita-jet
he.NOMread’ .pres.3sg.- he.NOMPrf-read” .pres.3sg.
‘He is reading - He will have read ...

Even if perfective verbs can be interpreted habitually i@ tight contexts, they can
never have a present progressive (or any progressivepietation; instead the event
time itself is shifted to the future.

The tests above do justify the necessity of dividing the sénko two big grammat-
ically distinct groups. Yet they do not constitute a theoithvexplanatory power of its
own, they are just a set of data. There have been numerouogxste create a theory of
perfectivity vs imperfectivity. However, none of them wagesessful enough as to give
a satisfactory definition of the phenomenon in question. ddfaitions existing are ei-
ther not formal enough or fairly contradictory. When a partar feature of perfectivity
is highlighted in such accounts, other features go unnbticdorgotten and become a
source of criticism for the opponents of this or that accowftich in its turn contains
exactly the same flaw. While not aiming at giving an ultimatswer to the aspect in
Russian, below [ cite the present day theories with theitregiictory conclusions.

1.2 Previous attempts to formalize (im)perfectivity

1.2.1 Non-reichenbachian definitions of aspect

It is not very easy to grasp the behaviors demonstrated dggime and imperfective
verbs above in a concise way, that is, in the form of a defimiticherefore, to find a good
definition of outer aspect has been a real challenge for ggoas of Slavicists. Many
words have been used in the attempt. They all sprang fromecdional wisdom, as
Klein (1995) puts it. According to Klein, most definitionseantuitive and metaphoric
but do not grasp the phenomenon accurately enough. He digltléhe definitions of
aspect into three groups:

1. Perfective presents the action referred to in its tgtalihereas imperfective lacks
this feature

2. Perfective presents the action as completed, and ingtedeoresents it as not
completed

3. Perfective implies an inner boundary, whereas impeviedoes not

The first group of definitions is quite traditional and the tpspular. Its proponents
(Isacenko (1960), Comrie (1976), Filip (1999) and othdescribe the Perfective aspect
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as referring to the event observed from the outside. As aeru®sce, there cannot
be any reference to the internal temporal constituency afuatgon (Comrie (1976)),
represented in its totality as a single indivisible whol@i1999)). The imperfective
aspect makes the internal temporal structure of an evemreddse from the inside.
Thus it is describable from the point of view of its parts, weh§art” is ‘understood in
the sense of the weak ordering relatigh (Filip (1999):14). The problem with these
definitions of aspect is that ‘totality’ of perfectivenessriot explained: probably, it
is expected that the world knowledge of the reader cont&i@srteaning of this term.
However, Klein (1995):675 offers the following examplesting that the imperfective
verbs used in them do refer to the events (or states) in thiility:

(15) a. \Velikan Rodosa vesil sto tonn.
colossusvoM. RhodeszEN. weighed.sg.ms.100tonSGEN.
‘The colossus of Rhodes weighed 100 tons.’

b. Tridcatjlet nazaditr piva stoil pjatj
thirty yearsGeN. ago liter.NOM. beerGeN. cost.sg.ms five
kopejek.
copecksGEN.

‘Thirty years ago a liter of beer cost 5 copecks.’

c. ProSluju noc Ivan spalv komnate dlja
last.sg.fermcc. nightAcc. slept.sg.msl. inroomLoc. for
goste;j.
gUEeStSGEN.

‘Last night John slept in the guest room.’

Neither of the examples in (15) refer to the event obsernau inside, as is appropriate
for imperfectives, neither of them represents a non-tatabgon. The definitions of

the first group also fail, because they predict that no refed¢o the internal temporal
structure of an event is provided by perfective verbs. Intipiytprefixed verbs some
of the internal temporal structure of the event can be padsedto the morphological

transparency of such verbs:

(16)  Onapo-vy-ry-va-la vsestranicy.
she DIST-out-tear-2IMPF-pa&tsg.fem.all pagesacc.
‘She tore out all the pages (in portions).’

In (16) the secondary imperfective suffixa- and the superlexical prefix with distribu-
tive entailmenpo-let us assume that the event repeated more than once and hawas
been spread in time - thus its temporal structure is visibkpite of the perfectivity of
the whole verbal predicate.
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The second group of approaches is more or less charaa®efisome Italian authors
(Giorgi and Pianesi (2001), Bertinetto (2001)). They pere@erfective as referring to
the terminated event or, in Bertinetto’s terms, the everh wie right boundary. The
imperfective aspect thus cannot be described from the pbinéw of terminativity and
the right boundary of an imperfective event ‘lies outside ktorizon of the language
user’ (Bertinetto (2001):183-184). The examples in (15Jermine this type of defini-
tion as well: all the events described in (15) are complefesiKlein (1995) puts it, it
is not due to the events being placed in the past, for the getioah tense must have
nothing to do with aspect. To better demonstrate his pomgitiles an example of an
adverbially bounded imperfective predicate in the futyr€76):

@an Zavtra Severinbudetrabotatj s  dvuxdo pjati.
tomorrowsS. will  work?.inf from two to five
‘Tomorrow, Sévérine will work from two to four.’

Both boundaries are given in (17) by the adverbials. Thetpmicompletion is spec-

ified in spite of the imperfectivity of the verb. As a secondakmeess of this group of
definitions, Klein notices that the point of completion isdenstood irrespective of a
time span. Thus, he finds it necessary to mention that ‘caimplehas to be viewed

relative to some time point, even if it's implicit. For himetdefinition ‘PERF presents
an action as completed’ only makes sense when it means ‘iegepted as completed
at some time T." The third weakness concerns an overly heamysfng on the end of
the situation made by this group of definitions. By doing sdgprives, say, inceptives
or motion verbs with source prefixes of the right to ever béqutive:

(18) a. Onaaprygala ot radosti.
she INCEP-jumped .sg.fem.from joy.GEN.

‘She started jumping out of joy.’

b. Onotbezal ot masiny.

he aside-raf.sg.msfrom carGEN.
‘He ran aside from the car.’

The definitions offered in Smith (1997) belong to the thirasd of approaches. For
Smith perfective events include both the initial and thelfarad-points; imperfective
events, focusing a part of a situation, have neither endtpoiAs Klein (1995) again
correctly notes, speaking about outer aspect in terms efriat boundaries equates it
with the inner (lexical, situational) aspect. In the typptoof Vendler (1967) all the
verbs are divided into accomplishments, achievementsjtees and states. The former
two have natural boundaries (end-points), the latter do Both pisatj pisjmo‘write’

a letter’ andnapisatj pisjmo'write” a letter’ would belong to Vendler’'s accomplish-



10 CHAPTER 1. THE ASPECTUAL NETWORK

ment class, but they differ nevertheless in their outer etsé characteristics (Klein
(1995):677).

The definitions above are similar with respect to their trepperfective events as
delimited, closed, such that their internal temporal stieecannot be accessible any
more: usually because the action was completed havingedath(natural) end-point.
Imperfective events have no boundaries, they are open aidriternal temporal struc-
ture is possible to observe. Consequently, the flaws of thieitiens above are similar:
they lack precision and often do not offer any explanatiowby this or that criterion
has been used for distinguishing perfective vs imperfectispect. The theory devel-
oped in Reichenbach (1947) presents the explanation ofvieepoint’ approach to
aspect via intricate relations between Event Time, Speétle &nd Reference Time.
Different researchers offer different relationship patsebetween E, S and R - and so
their representation of aspect in principle is similar te tiefinitions above with respect
to versatility, but looks more formalized and systematized

1.2.2 Definitions of aspect in terms of E, S and R

The Event Time (E), also called Situation Time (T-SIT) by soauthors (Klein (1995))
or abbreviated as EV-T by others (Demirdache and Uribedztéa (2000), Ramchand
(2004c¢)) is the actual time when the event takes place. Xgssssed by the grammatical
Tense in the sentence. The Speech Time (S) or Utterance Tith@{(ein (1995), UT-T
(Demirdache and Uribe-Etxebarria (2000), Ramchand (2)@&IBIOW. The idea of the
Reference Time (R) or Assertion Time (T-AST, AST-T) was deped by Reichenbach
from the original idea by Jespersen (1924) as the time redfiar accounting for perfect
tenses (Giorgi and Pianesi (1997), Alexiadou et al. (2003))

(29 a. *John has left at six. R,S & at six(R)
b. ©9KJohn had left at six R_S & at six(R)

Klein (1995):687 characterizes the time of assertion astitine for which the assertion
is made’. This is the deictic point relative to both E and Su§;tE and S are never in
immediate relation to each other. They are always mediageld. l§5iorgi and Pianesi

(1997) are the researchers treating E, S and R as points.olis pn the time axis can
only precede, follow each other or coincide with each othiéollows that there are two
groups of relations possible as a consequence of such noedibetween S and R (T1)
and between E and R (T2), various tenses being the resulhgbasition of relation of

atype T1 with a type T2 (Giorgi and Pianesi (1997):27):



1.2. PREVIOUS ATTEMPTS 11

T1:. SR future T2: ER perfect
R_S past RE prospective
(S,R) present (E,R) neutral

(20)

However, even if the system including the Reference timayadg, invented for account-
ing for perfect tenses, Giorgi and Pianesi (1997) encowmsarious problem of Future
Perfect in English (they also refer to Comrie (1985) and HHt@im (1990)). The future
perfect results from the combination offSand ER:

(21)  John will have finished his manuscript by tomorrow.

Here both E and S precede R and the mediation of the lattereletthe former two is
not possible. The Reichenbachian system has been critifvzés inability to correctly
deal with aspect, which requires that time intervals candsta the inclusion relation
(Alexiadou et al. (2003)). So if one considers perfect areasmot a tense, and shares
the criticism of the Reichenbachian system, one can lookeatdlations between E, R
and S in a different way. Indeed, the majority of researcl@moach E, S and R as
intervals (Klein (1995), Demirdache and Uribe-Etxebaf2@00), Borik (2002)) related
to each other via operators like ‘WITHIN’ (Demirdache anddgrEtxebarria (2000))
or INCLUDES’ (Paslawska and von Stechow (2003)). As is knditom the Neo-
Davidsonian literature on events beginning with Parsof8%), Parsons (1990), there
is a variablee ranging over events, like in (22-b):

(22) a. Marysaw John
b. dJe[Seeing§) & Agent(m,d & Object(,e)],

in which Seeingé) means thae is an event of seeing, Agem(e means that Mary is
the agent of that seeing event, and Objegt(neans that John is the object of the seeing
(Parsons (1985):235). The time of event is not stated by ¢hnle directly, it has to be
elicited by a special function applied & the temporal trace function that maps the
event on its run time (Krifka (1989), Kritka (1998)), ‘therie at which an event is going
on.” To be more accurate when speaking of aspect as a tenrptaibn, a number of
authors (Pancheva (2003), Paslawska and von Stechow (Z&3)chand (2004c)) use
7(€) instead of just E or EV-T. They express the R - E ordering asstiperset - subset
relation (Pancheva (2003)):

(23) a. iC 7(e) = Imperfective
b. 7(e) Ci=Perfective,
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where i is a (reference) temporal interval. The same ideavshgp in different (but
similar) notations from author to author. For instance,iB{2002) expresses the con-
tainment relations between R and E a&]. This is a fixed relation. There are two
more relations, however: between S and E (morphologicakeand between S and R
(aspect). The former stand in the relation of overlap or gdeace with each other, and
thus two configurations are possible: present, when S andceBapy and non-present,
when either E precedes S or vice versa. If the eventis imgtarée R includes the whole
S-E affair:

(24) a. cital ‘read.sg.ms.

If the verb is perfective, S is excluded from the immediatatren with R:

(25) a. protital ‘read”.sg.ms’
b. [zE]<S
(Borik (2002):160)

A number of authors map the semantic relationships betweeiirnes onto their
syntactic representation, following Zagona (1995), Stb(#©96) who view Tense as a
predicate head taking two arguments, Z(eit) Phrases. Tteerat ZP is the Reference
time and the internal ZP is the Event time. Demirdache antidJEtxebarria (2000)
extend this proposal to aspect. They say (p.162, 164):

(26) Both Tense and Aspect are dyadic spatiotemporal orderindiqates taking time-
denoting phrases as arguments. The external argument eEAgksp) is a reference
time; its internal argument is the time of the event denotethb VP.

(27) Both T° and Asp are spatiotemporal ordering predicates. The head of TRimpdral
ordering predicate with the meaning of AFTER for Past TemsBV&ITHIN for Present
Tense (Stowell (1996)). The head of AspP is a spatiotemmodaring predicate with
the meaning of AFTER for Perfect Aspect and WITHIN for Pragiee Aspect.

Thus, Present Progressive under this approach will be ciesized by two WITHIN
relations: first, progressive aspect places the time oftewéhin the assertion time,
then the assertion time is taken by the present T as its mit@mgument and placed
within the time of utterance:

(28) a. Henryis building a house.
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T

UT-T T

T AspP
WITHIN

AST-T Asgd

N

Asp’ VP

WITHIN P
EV-T VP

Ramchand (2004c) develops this line of thought with two iedutifferences. First, she
treats E, R and S as points (like Reichenbach (1947) and iGiady Pianesi (1997)).

Second, AspP binds the event variable introduced by the MPtedicate over events)
and introduces a Reference time, t (the predicate over Jirfilss particular t is related

to the event via the temporal trace function, which makeesspble to include t into the

running time of the event. Thus, the relation will always be

(29) ter(e

This point of the event time in Asp can be definite or indefinefinite t characterizes
perfectives, indefinite imperfectives:

(30) a. [Asp] =APAt3e:[P(e) &te 7(e)]
Indefinite assertion time= Imperfective Asp
b. [Asp] = AP M[there is a single unique moment t in the event that is
salientBe:[P(e) & t=t,.; € 7(e)]
Definite assertion time= Perfective AsgRamchand (2004c):345)

Thus, the variety of definitions of aspect in the Reichenlzacterms of three times
is comparable with the variety of less formal definitionsl the authors approaching
aspect via R, E, S can be subdivided into those who treat tisgooiats (Reichenbach
(1947), Giorgi and Pianesi (1997), Ramchand (2004c)) aosethvho treat them as in-
tervals (Klein (1995), Schoorlemmer (1995), Demirdache Eribe-Etxebarria (2000),
Borik (2002), Pancheva (2003), Paslawska and von Stech@@3j2 Alexiadou et al.
(2003) and others). Most of the authors agree that Refettmeemediates between E
and S, otherwise no ordering is possible (for example, &uperfect in English). For
many of them imperfective is represented as the supersgioebetween R and E and
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perfective as the superset relation between E and R. Sugipaneech makes the internal
temporal structure of the event inaccessible as was alswgubout in a lot of traditional
literature on the viewpoint aspect. However, in the systewetbped in Borik (2002)
it's not necessarily the case. For Borik (2002) it is impotthat S and R do not overlap
when the verb is perfective and can overlap when the verbpeifactive; this approach
accounts for non-distribution of perfect in the presensé&rand mainly focuses on the
relation between R and S rather than on the relation betwesmdHE, more popular in
the literature on aspect. Another deviation from the commioture is the analysis pre-
sented in Ramchand (2004c). The author describes theorelagitween the Reference
time and the Event time in terms of function composition: airdgte (for perfectives) or
indefinite (for imperfectives) time point picked out fromethunning time of event by
Asp and re-introduced by it as a temporal argument of Tensieigltaneously an Event
time and a Reference time. The event time proper, thouginatdoe considered a point.

The approaches above do make their contribution in the sthidgpect; however
each or them has problems, as will be demonstrated below.

1.3 Internal distinctions between types of imperfective

In this section | will show that imperfective verbs do not sbtute an internally uni-
form aspectual class, even if they are clearly differentfioerfectives. On the view
where aspect is described as a relation between the Redéefene and the Event Time,
non-uniformity of imperfectives is surprising. Yet, thestinction within this class is a
linguistic reality.

1.3.1 Many readings of imperfective

Russian Imperfective has a number of interpretations samestcontradicting each
other or the whole notion of imperfectivity

PROGRESSIVE

(31) Kogdaprisla Margarita,ja zég svoju
when camé’.sg.fem.M. | burned.sg.msself's.femacc.
rukopis;j.

manuscriptacc.
‘When Margarita came, | was burning my manuscript.’

3General factual reading in (34), annulled result readin8B) and experiential perfect reading in
(37) are available only for imperfective verbs in the past&e
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SIMPLE

(32) Okna gostinicy vyxodili najug.
windowshotel. GENout-went.pl. on southacc.
‘The hotel windows faced south.’

HABITUAL

(33) Kazdojeutro on otkryval okno.
each morningAcc. heNoM. aside-coveredsg.mswindowAcc.
‘Every morning he opened the window.’

GENERAL FACTUAL

(34) Onpokazyval mne  jejéfotografiju.
he showed.sg.msmeDAT. her photoAcc.
‘He showed me her picture.’

ANNULLED RESULT

(35) K tebje kto-to prixodil .
to YOUDAT. someoneNOM. by-camé.sg.ms.
‘Someone was here to see you.’

UNIVERSAL PERFECT

(36) S dvuxtysjathog@oda Aleksandrazivét v Los Anzelese.
from 2000 yearGEN. A.NOM. lives'inL. A.Loc.
‘Since 2000, Alexandra has lived in LA’

EXPERIENTIAL PERFECT

(37)  Aleksandrayla v LosAnzelesgranjse).
A.NOM. wad.sg.fem.inL. A.Loc. (before)
‘Alexandra has been in LA (before).’
(examples (32) through to (35) are from PaduCeva (199&3meles (36) and
(37) are translated from Pancheva (2003):277)

General factual, annulled result and experiential pelifaperfectives stand for events
that have already taken place and can be argued to induadlestese. Tense-relatedness
of these readings is the reason for competition for a distiobal slot between some
imperfectives and their perfective counterparts. | wiialiss it further in the chapter.
Now | would like to concentrate on the two most common impetie interpretations:
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progressive and habitual.

1.3.2 The Puzzle of Motion Verbs and two points of view

The availability of different interpretations of impertee depends on its finely grained
aspectual make-up. In this view, it is fair to speak abougR¥ssive and Habitual aspec-
tual characteristics of imperfective, for the vast majodf imperfectives are ambigu-
ous between these two readings without additional condrtaterial (see also Delfitto
(2004)). There is at least one group of imperfective verbRussian the members of
which do not demonstrate this ambiguity. The group of ver@s Italking of is motion
verbs. Motion verbs is Russian are divided into two subelsisslirected (DMV) and
non-directed (NDMV). Morphologically DMV and NDMV sharedfsame root but dif-
fer in a thematic vowel. Root suppletion is another way ofogliieg ‘directedness’ vs
‘non-directedness’

(38)
Directed Motion Verbs Non-directed Motion Verbs
let-e-tj ‘fly .dir. let-a-tj ‘fly /.ndir.
idti ‘walk?.dir. xoditj ‘walk’.ndir.’

Semantically, directed motion verbs stand for the moti@nglan uninterrupted
path whose subparts are adjacent, therefore they yieldgrgmsive reading ontynon-
directed motion verbs stand for disjunct motion, the mobooken into subparts either
spatially or temporally and depending on the type of disjiomcthey can have either
progressive or habitual/iterative reading

(39) a. Jaegu nazanjatija.
| run’.dir.1sg.onclassesscc.
‘l am running to the classes’.

b. Gde Bonzo?-Bonzo begajet po cCuzim
whereB.NOM. B.NoM. run’.ndir.sg.ms.aboutstrange.pbAT.
dvoram.
yardsDAT.

‘Where is Bonzo? -Bonzo is running about other people’s yard

c. *Onacastoletit v Moskvu.

she oftenfly’.dir.3sg. in MoscowAcc.
‘She often flies to Moscow’

4According to Paduteva (1996), there are other verbs thkidadabitual reading in their imperfective
form, like degree achievemenggxnutj'get.dry’.
51 will discuss motion verbs in more detail in chapter 3.
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d. Onacastoletajet v Moskvu.
she oftenfly’.ndir.3sg. in MoscowAcc.
‘She often flies to Moscow.’

Non-directed motion verbs imply iteration even on theirgrassive instantiation. Each
subevent in the event represented by the verb ‘fly’ in (40)ec®exactly one circle
around the tree

(40) Drakon letajet  vokrugdereva.
dragonnow. flies’.ndir. aroundtreeGEN.
‘The dragon is flying around and around the tree.’

Iterated events made from multiple resultative subevétesn (40) are clearly different
from the traditional notion of ‘habituality’. | think it is wre reasonable to use a term
that would describe all the cases of the repetitive evenh@menon. | will call such
cases ‘pluractional’ events without further explanatianthis point (but see Chapter 5).

Returning to the discussion of the reichenbachian systenust note that it seems
difficult to solve the problem of imperfectivity using jusvént time, Speech time and
Reference time as the mediator between the former two pecise how one treats
these times: as points or as intervals. If they are condiderée points, anchoring a
progressive imperfective event (39-a) to a reference tiseoimes a trivial matter: the
event is always in progress at some specific point on the iimee This is not the case
for pluractional events, though (39-d).

The relation between Reference time and an imperfectivetésenot always cor-
rectly described, since imperfective contains such a latiféérent interpretations part
of which is connected with Tense. Take, for example, a foenalow (Borik (2002)):

(41) [zE<S]

Such a formula would describe a progressive or even a uriMeesfect interpretation of
imperfective, but will inevitably fail when applied to expential Perfect imperfective.
Borik’s formalism would have identical representationstfe latter and the perfectives:

42) [zE]<S

The unclearness of the Reference Time in imperfectivesiaected with different per-
spectives on the event provided by pluractional and pregre®perators. The thing is
that the Reference time does not exist independently of aksgpeand is directly con-

5There are different ways of describing the phenomenon ih (40der the view developed in Zwarts
(2006) the cycles can connect and be concatenated into ngelai increasing path. However, | still
perceive the eventin (40) as iterated, since even a cirdéhgabeginning point and the end point.
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nected with the individual perception of time. Considerfiblowing picture:

(43)

Figure 1.1: Different points of view

If you look at the cube for some time, your perspective changjest it may look
like the cube is standing on the ground and you see its uppfcsufrom above, then
it looks like the cube is hanging in the air and you look atatsér surface from below.
It happens because the picture offers a two-dimensionajentd the cube, the third
dimension is added by our conceptual apparatus. The sanpemapvith the Refer-
ence time: the formalism of E and S is schematic in a two-dsiweral way; the third
dimension, the Reference time, is added by our conceptyerapus and we have an
ambiguous subjective perception of the schematic imagheobbjective reality. The
context can help us disambiguate between different readihgnperfectives, just like
the placement of a cube in the real three-dimensional woddlev And then it is clear
that in reality there are different axes that define the wayereeive a cube. The same
is true of imperfective events. With pluractional there somnded subevent, whose run
time is included into the run time of the unbounded macrogy@ngressive picks up a
time point in the running time of the event. Thus, the pluadl operator picks out the
event with the result state and makes a process (activityyfauby multiplying it; pro-
gressive aspect can deal only with the process part of the.eizeen if the comparison
to the cube is not a good linguistic argument for the existesfanore than one way of
perceiving imperfectives, it is called for additional soppfor distinguishing between
their progressive and pluractional instantiations.

However, the notion of imperfectivity that unites at leasbgressive and plurac-
tional is a grammatical reality as we saw in section 1.1.Z2r&must be some common
denominator in all the imperfective readings discussed@bshich makes them clearly
different from perfectives. It is problematic to call thistbminator a Reference Time,
for, as we have seen, it often fails the researchers in cangplyith all the possible
imperfective interpretations. At this point | am not readyoffer a solution to the im-
perfective uniformity criterion. This is just the staterhehthe problem.
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Here | summarize some readings of perfective and impevieaspects and directed
motion verbs in the table beldw

(44)
Progressive Habitual | Exp. P. and Annulled Res.
Impf (] O (]
Impf [ [ O
[+dirM]
Perf 0 a oo

At least two points can be seen from the table above.

» Directed motion imperfectives differ from both imperfiwets proper and perfec-
tives

» The progressive operator tolerates only imperfectivesar its domain, whereas
perfectives are never compatible with it.

So far, the Progressive reading of imperfectives seems toha¢ makes them be-
long together and differ from perfectives. Let's see whaeotangles are available for
observing the evidence for the existence of these two aspect

1.4 Internal distinction between types of perfective

As well as inside the class of imperfective verbs, there etendtions inside the class of
perfectives which cannot be detected morphologically. t\desfectives are formed with
the help of prefixation. The type of prefix on the verb playsuc@& role in syntactic
distribution and semantics of this perfective. As was byieflentioned above, all the
prefixes are divided into

* lexical

* superlexical

(Smith (1997), Babko-Malaya (1999), Romanova (2004a), &wwwa (Forthcoming),
Ramchand (2004c), Svenonius (2004a), etc.).

Lexical prefixescan be spatial, in which case an LP-verb is interpreted caitipo-
ally; or they can be idiosyncratic in meaning, in which casd_R-verb is interpreted
idiomatically. The attachment of lexical prefixes giveserts perfective accomplish-
ments and achievements:

’If some readings for perfective are markd@l, it means that the typical pattern is negative but there
are cases or contexts where this pattern can be violated
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(45)  ACTIVITY: bitj ‘beat’ - ACCOMPLISHMENT: vybitjiknock? out
ACTIVITY: jexatj‘drive, ride’’ - ACHIEVEMENT: prijexatj ‘arrive’”

Mostsuperlexical prefixes(SLPs) have characteristics of quantifying adverbialeyrh
measure the event expressed by the host verb in differers,waynark a specific phase
within the macroevent (like the inceptive prefia- or the terminative prefixt-). An
SLP-verb has only a compositional interpretation. Thechatt@ent of a superlexical
prefix gives rise to all kinds of perfective aktionsarts (Wemian classes): activities,
states, accomplishments and achievements, depending anitthl event type:

(46) lezatj‘lie”” STATE - polezatj‘lie” for a while’ PERF STATE
petj ‘sing”” ACTIVITY - propetjsing” for a specified amount of time’ PERF
ACTIVITY
igratj ‘play”” ACTIVITY - zaigratj‘start playing” ACHIEVEMENT
stiratj ‘do laundry” ACTIVITY - perestiratj‘'wash” (everything)’ ACCOM-
PLISHMENT
otkrytj ‘open”” ACCOMPLISHMENT - priotkrytj ‘operf” a little’ ACHIEVE-
MENT?

Thus, lexical prefixes always change the event structurbeterb they attach to si-
multaneously changing its ‘outer’-aspectual charadiesssuperlexical prefixes do not
always change the event structure. However superlexiefikps also always turn im-
perfective verbs they attach to into perfective verbs.

Lexically and superlexically prefixed verbs differ from basther at least along two
criteria: a) passing telicity tests and b) formation of PPP:

(47)
Lexically  prefixed| Superlexically pre-
verbs (LPV) fixed verbs (SLPV)
Passing telicity tests|| 0 depending on a prefix
Forming PPP mostly yes mostly no

In the following subsections | will show how telicity intexi@ with perfectivity in
general and verbs with different types of prefix in particuiut first | need to introduce
the notion of telicity as it is described in the literature.

1.4.1 Ontelicity

Inner aspect is often equated to telicity. Unlike perfattjwhich is presumably formed
by grammatical means, telicity is considered to be a phenomef the lexical domain.
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The verbs are supposed to come from the lexicon in one of tme(éw more) varieties,
based on the distinction made in Vendler (1967): activifiesrk, read, accomplish-
ments build a house, write a lettdr states ljate, si} and achievementsvn, find a
key). Activities and states are atelic events, accomplisheant achievement are telic
events. The word ‘telic’ comes from Greédlos ‘purpose, end’. So, originally, telic
events haveelos or end-point. Dowty (1979) decomposed the vendlerian tsvieto
semantic primitives DO, CAUSE and BECOME and charactergates, activities, ac-
complishments and achievements in terms of their causeteffteraction:

(48)
Atelic Telic
states achievements
V (x1,..., Xn) BECOME V(x1,..., xn)
activities accomplishments
DO( x1, V(x1,..., xn)) DO(x1, V(x1,..., xn)) CAUSE
(BECOME V(x1,..., Xn))

Smith (1997) also isolates a class of semelfactives, whiehcharacterizes as ‘dy-
namic, atelic, instantaneous.” As already could be notioad the bracketed examples
above, there is a certain controversy in the notion of léxasgect. It is often not just
the verb alone that is said to belong to one of the vendletasses. Sometimes it must
come with a complement to be counted as, say, an accomplighiDewty’s represen-
tation of events accounts for this fact: if DO, CAUSE and BEMI®are predicates in
their own right, each of them has to have something they pageliof. States, achieve-
ments and activities are ok with one argument, accomplisitisnmaust have at least two.
Thus the level of characterization of the event shifts fromo VP. The shape of the com-
plement is also an important factor in creating the propsrtf a telic or atelic event:
thus, ‘write a letter’ is an accomplishment, because it masradpoint, or a subject of
BECOME predicate; whereas ‘write letters’ is an activitgving no endpoint and no
subject of BECOME and therefore no BECOME.

Similar facts underlie the theory of compositional aspgctérkuyl (1972), Verkuyl
(1993). For Verkuyl, aspect can be made up minimally at tkiellef a VP, and it does
not have anything to do with the ontological meaning of safgaverbs, which he con-
siders philosophy blurring the linguistic picture. Thuse werb ‘write’ is characterized
by the property+ADD TOJ, the noun ‘a letter’ is characterized by the propér$QA|,
‘letters’ by [-SQA]. ‘The [+ADD TO]-property of the verb expresses dynamic progress,
change, nonstativity or whatever term is available to dgtish it from stative verbs,
which have a minusvalue. THeSQA-feature expresses that the NP pertains to a spec-
ified quantity of things or mass denoted by its head noun’Kigr (2002):203). To
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yield a telic interpretation, both the verb and the noun hauge characterized by posi-
tive values.

It seems to be important to take a stance with respect to tied & which telicity
is determined. Once you exclude the level of V, the picturm@e or less neat and
could be fit into the scheme most researchers follow (Verke@02), Pancheva (2003),
Ramchand (2004c)), namely: everything up to the level of ¥iPvP) belongs to the
domain of lexical aspect (telicity) and the aspectual vati¢his level, or the event
time, discussed in the previous section, is what is passed tme higher domain of
grammatical aspect:

However, when a prefix is added to an imperfective verb, dteactivity or a state, the
verb becomes both, a) perfective; b) an accomplishment ackievement. In addition,
the compositionality of inner aspect becomes irrelevamt attaching a prefix the verb
is telic irrespective of the shape of its complement. It wak though the neat boundary
between the inner and outer aspects is washed away. Howbeerpnsequences of
prefixation are not so catastrophic as they seem. The lindidg/the tree in (49) in
two aspectual domains, is simultaneously the boundarydssiviwo classes of prefix.
Lexical prefixes in (49) originate below this borderline. pStlexical prefixes would
typically originate above the borderline in (49). As will seen from the following
subsections, the site of attachment of a prefix has consegsédor telicity of its host
verb.

1.4.2 Lexical prefixation and telicity

As was claimed at the end of the previous section, lexicakyfixed verbs are always
telic. How do we know that? In this section | am going to memtame popular test
for telicity: the time adverbials tést As the time adverbial ‘in an hour’ is supposed

8The progressive entailment test is based on the notion oblgeneity. The event is homogeneous
(and thus, atelic) if all the subevents constituting it aoe different from the event itself and therefore
the ongoing event always entails that some part of it hasdvaggh Non-homogeneous events (telic) are
made up by the subevents which are different from the evseifitand the ongoing event cannot entail



1.4. INTERNAL DISTINCTION IN PERFECTIVES 23

to measure a bounded time span, it is natural to apply it t@eWeats with an inherent
end-point, like accomplishments. As the time adverbial &0 hour’ measures an event
that lasts in time, it is natural to apply it to the atelic etgrike states and activities
(Dowty (1979)). It is more problematic when ‘in an hour’ ispdipd to achievements
or to semelfactives, for both are rather short lasting aedetiore hard or impossible to
measure. Using this test alone, we get the following resottanprefixed and lexically
prefixed verbs in Russian:

(50)
Unprefixed Prefixed
States znatj otvet poldnja | priznatj *(oSibku) za
pjatj minut
‘know the answer for ‘confess a fault in five
half a day’ minutes’
Activities guljatj dvacasa vyguljatj *(sobaku)
za dvatasa
‘have a walk for two| ‘walk a dog in two
hours’ hours’

It is not correct to term the prefixed verbs in the table states or activities; on
prefixation they clearly change the status and become amhients (‘confess’)and

that part of the event has already happened:

() a. Heisrunning— He has run.
b. Heisdying.» He has died.

Borik (2002) employs this test for Russian in the followingyw

(i) Petjaiskal knigu polcasa — Petjaiskal knigu
P. looked.fof.sg.msbook.ACChalf.nour. ACC P. looked.for.sg.msbook.ACC
pjatnadcatminut.
fifteen minutes.GEN
‘Petja was looking for a book for half an hour Petja was looking for a book for fifteen minutes.’

| do not use this test here, because unlike in English, iniBagene adverbials should be included in the
VP (ii) to make the test work. Thus, it is unclear what is betegted, telicity of VP or cumulativity of the
time adverbial.

9Therefore the time adverbial used in the table with the vednfess’ might sound bad to some
speakers. Such adverbialstagaszeor nemedlenndoth meaning ‘immediately’, would go better with
it. Beavers (in press) offered a test for punctual eventigligh:

0) The settler will cross the border in two hours.
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accomplishments (‘walk a dog’). As a consequence, theyiexaqun obligatory direct
object even if prior to prefixation they were intransitivielguljatj ‘walk’. And as an-
other consequence, the verbs are perfectivized. On the lo#éimel, it is not correct to
claim that only activities and states can be imperfecticenanplishments and achieve-
ments can be imperfective as well. For example,

(51) a. Po utram on vygulivajet svojego  kota.
aboutmorningsbDAT. heNoM. out-walks! self’'sAcc. catAcc.
‘He walks his cat in the mornings.’
b. Umenja v komnate umirajet osa.
atmeGEN. in roomLoc. dies WaspNOM.
‘There is a wasp dying in my room.’

As you can see from (51-a), the accomplishment from the tahkised habitually, which
was facilitated by its imperfectivization. Now | will not delop a discussion of why
lexically prefixed accomplishments obligatorily requireedt objects: it is clearly a
result of prefixation (see Chapter 2). It has to be checkezkitally prefixed verbs are
telic, perfective or both. As was seen from the table abdwey aire telic according to
the time adverbials test. If the valid perfectivity tests applied to them, they come out
as clearly perfective as well. The example in (52-a) dematest PAP test, in (52-b)
PHASE VERBS test and in (52-c) FUTURE INTERPRETATION test:

(52)  vyguljatj sobakuwalk a dog’
a. *vyguljajuscij sobaku
out-walking’.sg.msnoMm. dogAcc.
‘walking a dog’

b. *On perestal vyguljatj sobaku
heNoM. stopped.sg.ms.out-walk”.inf dogAcc.
‘He stopped walking the dog.’

c. On vyguljajet sobaku.

heNowm. out-walkd” dogAcc.
‘He will walk his dog.’

Yet, telicity and perfectivity belong to different semanénd syntactic domains. The
former basically represents the event structure reflectdide first phase syntax (below
the borderline in (49); see also Ramchand (2006)), therlatteloser to the temporal
system of the clause. Thus, telicity cannot be analyzed aar avjgh perfectivity, first

If the event is durative, the time adverbial measures itatitum; if the eventis punctual, the time adverbial
marks the initiation point of the event in the future. Untorately, this test does not work in Russian,
because we use a different preposition for the future ratere
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and foremost, because these two phenomena apply at diffevefs. | am going to limit
my terminology concerning thé”-domain to the event structure. On lexical prefixation
the event structure definitely changes, once Dowty’s BECQJdts added to an activity
or a state. For the present purposes the presence or abs$énicaesultative part in the
event structure of a predicate is crucial.

1.4.3 Superlexical prefixation and telicity

As was said in section 1.4.1, superlexical prefixes do naaygdvehange the event struc-
ture of the verb. This has been noticed in the literature feefd-or example, Borik
(2002) in her dissertation showed that there is no two-wagikment between perfectiv-
ity and telicity. To demonstrate the point, Borik (2002) sedwo superlexical prefixes,
delimitativepo-and perdurativero-. It turned out, the verbs prefixed wigo- andpro-
can be modified only by the ‘for an hour’ adverbial:

(53) a. Petjpoiskal knigu polCasa.
P. DEL-looked.fof’.sg.msbookacc. half.houracc.
‘Petja looked for a book for half an hour.’
b. Petjaprosidel v tjurjme pjatj let.
P. PERD-saf.sg.ms.in prisonLoc. 5 yearsGEN.
‘Petja has been in prison for 5 years.

These adverbials cannot be easily omitted, so, regardfetbe @ccount for this phe-
nomenon, they would rather not be used as a test for telicity:

(54) a. Petjapoiskal knigu ?(polcasa).
b. Petja prosidel v tjurjme *(pjatj let).

Remaining agnostic of their ‘rough’ telicity status, | amsfitve about the perfectivity
of superlexically prefixed verbs. The verbs below fail thePP#&st in (55-a) and the
PHASE VERSB test in (55-b), since they are perfective:

(55) a. *poiSCuscij, *prosidjascij
DEL-looking.for’.sg.msnoM., PERD-sitting’.sg.msNom.
“*looking for for a while’, **sitting for a specified amountfdime’

b. *Petjanacal poiskatj knigu/ prosidet; %
P. started’.sg.msDEL-look.for”.inf bookAcc./ PERD-sitf".inf in
tjurjme.
prisonLocC.

“*Petja has started looking for a book for a while/ sittingprison for a
specified amount of time.
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‘Look for’ is an activity, so is 'sing’, and they do not have BBME predicate in their
structure even after attachment of the superlexical prefidhile lexically prefixed
perfectives have result state Perfect readings, this isrnetof superlexically prefixed
verbs. Compare:

(56) a. Aléna spela romans.
A.NOM. PRF-san§j.sg.fem.romanceacc.
‘Aléna sang a song.’
b. Nastjapopela i uSla guljatj.
N.  DEL-sand’.sg.fem.andaway-went.sg.femwalk.inf.
‘Nastja sang for a while and went for a walk.

In (56-a) the prefixs- describes the result state that holds of its subject, thg,sdrihe
moment of speech. In (56-b) there is no result state. Thegiré verb only describes
a situation in which Nastja sang for a while. This can be betéggnonstrated with the
help of past passive participles: they describe the rets# and therefore can be formed
only out of the lexically prefixed verbs. The PPP for (56-ajeiadily derived from the
corresponding verb (57-a). The PPP for (56-b) is impossible

(57) a. spetyj (A&noj) romansa romance sung by Aléna’
b. *popetyje pesritsongs sung for a while’

In other words, having no resultative subevent, the agtrgmains activity, even if it

is bounded. The perdurative verbs can even bear an intatiprecorresponding to the
English Perfect Progressite which creates an exception out of the rule (otherwise,
this interpretation is available only to imperfectives,lahowed in subsection 1.3.1).
Thus, the attachment of a prefix does not always bring abeutesult state, although

it always turns an imperfective verb into a perfective onevill follow the intuition

of many authors before, who refused to mix telicity and peigy (see Smith (1997),
Borik (2002), Bertinetto (2001) etc.). There are at leastt¥ear patterns in the behavior
of perfective verbs, depending on the type of prefixatiory thedergd®:

(58)
Result state ‘in an hour’ modification
(PPP formation) (‘rough’ telicity)
Lexically prefixed V O U
Superlexically prefixed V| 0 depends on a prefix

0This reading is usually termed U(niversal)-Perfect (Panal(2003)).
Note that some superlexical prefixes do not disallow PPP dtion, like distributivepere-and cu-
mulativena-
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1.4.4 Perfectivity and presupposition

Thus, perfectives are not uniform either. However, theyataifa separate class, as we
have seen from their distributional patterns. This meaesetts a common denominator
in all the perfective verbs. To capture this common denotomawill have to compare
perfectives and imperfectives describing the same stnaéind see why one aspectual
instantiation of the verb is not sufficient.

There has been a debate in cognitive semantics literatunat sitre competition of
two aspects in Russian because of the easy mutual subisilitytaf the perfective and
imperfective verbs in some contexts, like general factu@bnsider the perfective in
(59-a) and the imperfective in (59-b):

(59) a. Direktor uze  vystupal
directornom. alreadyperformed’.sg.ms.
‘The director has already spoken.
b. Direktor uze  vystupil.
directorNnom. alreadyperformed”.sg.ms.
‘The director has already spoken.

However, there is a meaning difference between an impeéréeahd a perfective verb,
revealed in negative and common question contexts:

(60) a. Ty pokazal iej eto pisjmo?
you showed .sg.ms herpAT. this.ntAcc. letteracc.
‘Have you shown her this letter?’ = ‘It was expected that yad ko show
the letter, so, have you?’
b. Ty pokazyval i€ eto pisjmo?
you showed.sg.ms.herpAT. this.ntAcc. letteracc.
‘Have you shown her this letter?’ (PaducCeva (1996):53)s4t'true that
you have shown you this letter?’

(61) a. Jae vyzyval taksi.
| notout-called’.sg.ms.taxi.Acc.
‘I haven'’t called a taxi.” = ‘| haven’t even called for a taxi.
b. Jane vyzval taksi.
| notout-called”.sg.ms.taxi.Acc.
‘I haven'’t called a taxi.” = ‘I might have called for a taxi, bdidn’t come

through’ or ‘I was supposed to call for a taxi, but | didn’t do i
c. Universiteta BernardShawne koncal.
universityGEN. B. S. notfinish!.sg.ms.
‘Bernard Shaw didn’t graduate from the university. = ‘Heveestudied
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at the university.
d. Universiteta BernardShawne koncil.
universityGEN. B. S. notfinish”.sg.ms.
‘Bernard Shaw didn’t graduate from the university. = ‘Heidied at the
university, but didn’t graduate.’

‘The content of an expression divides into an asserted amdsapposed part.” (Geurts
(1999):24). Presupposition, or ‘givenness’ of informatics triggered by multitude of
factors. So-called aspectual verbs, ‘begin’, ‘start’ acwhtinue’, in English are consid-
ered to be such presupposition triggers (Geurts (1999)% ribt surprising that there
is a component in the semantic constitution of a Russiarepve verb that does the
same work: triggers presupposition. Paduceva (199aneléhat it is the activity com-
ponent of perfectives that constitutes the presupposititime resultative component,
or in Paduceva’s terms, ‘reaching the boundary’-comptrisrthe asserted part of the
meaning of perfective verbs. Geurts (1999) offers a systetasts distinguishing pre-
suppositional expressions from mere assertions or intplies, labeling them ‘PTB’:
Projection Test Battery. For the present purposes and égpuinposes of the illustration
of Geurts’ idea, it is enough to mention only the first staghisfPTB:

Let{x} be asentence containing a candidate presuppositiontrighieh
induces the inference thatis true. So ify contains the definite NEhe
Queentheny is that there is a Queen; orfis theit-cleft in (62), theny
is that someone called the police.

(62) It is Fred who called the police.

In order to establish if is a presupposition, we enter stage one of the PTB:
we must check if sentences like the following would normatiply that y
is true:

(63)  notp{x}
it is possible thatp{x}

a believes thatp{y}

if o{x} theny
eitherp{x} or¢’

(Geurts (1999):5)

Geurts agrees that the context of a negation or modal opesfadwld be natural to
infer that y is true. Paduceva (1996) also considers yes-no questiobs & test for
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presupposition. When there is a presuppositional elenresept in the meaning of per-
fective events, it does not get under the scope of negatiori@rogative operator. If in
imperfectives it is the whole event that is questioned omated), in perfectives it is only
the asserted component of their meaning, that is, ‘reaethiedoundary’ component.
While the whole approach seems to me intuitively right, ¢éreme two notes to be made.
First, | agree with Geurts (1999) that scope and presupposian be phenomena of
two different characters, one of syntactic, the other ofpratic. They do often overlap,
however to be accurate and not to mix notions | will refranirspeaking of scope in
the context of presupposition. Second, it is not true thdy oesultative verbs or the
verbs with ‘reaching-the-boundary’ component, can beamptfesupposition of perfec-
tives. Superlexically prefixed verbs, including inceptageverbs, do as well. In fact,
this is one thing which makes all perfectives a uniform cfass

(64) a. Tonjane zapela Svoju pesnju.

T. notINCEP-sang’.fem.sg.self's.femacc. songacc.
‘Tonja didn't start to sing her song (contrary to the expgotg.

b. Jane pocitala putevoditelj(i  zabludilas)).
| notDEL-read”.sg.femguideacc. (andgot.lost’.sg.fem)
‘I haven’t consulted the guide (and got lost)’ = ‘| had a gyides expected
to read it, but didn’t.

c. Jane Citala putevoditel].
| notread’.sg.femguideAcc.
‘I haven't read the guide.” = ‘I might not even have a guide,| shdn’t
read it

There is no ready-made explanation for the arising of pnessipions in literature.
Geurts (1999):28 writes:

The content of an utterance is complex, not only at sentezwad but also

below that; even the content of a single word will rarely béapte matter.

In view of this complexity, it is natural that the interloous will concentrate
their attention on selected parts of the content conveyehhytterance; the
rest is of secondary importance, it is backgrounded. Thexg Ibe many
factors that can influence this selection process, but dmedotcal points

have been identified, what remains tends to be presupposed.

Thus, irrespective of the event structure that is achiewegrbfixation, perfective
verbs must have a complex semantic structure, where onéspastserted, the other is

12The presupposition of the perfective verb in (64-a) hasingtto do with reaching the boundary. It
is an inceptive verb and the presupposition here is thatalwag expected to start singing a song.
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presupposed. There is no one-to-one correspondence assbaed activity part to the
stem of a perfective verb and of the presupposed part to gfexpiThe presupposition
is present even in unprefixed perfectives:

(65) Ty kupila xleb?
you.sgNom. bought’.sg.fem.breadacc.
‘Did you buy bread?’ (*You were supposed to.")

This division into assertion and presupposition is absemhfimperfectives, even from
habituals that do not represent a monodimensional eveasuppositionality is clearly
a phenomenon that belongs to the domain of perfectivityeirigetivity rather than to
the domain of the internal event structtite

1.5 Aspect and objecthood. The data

In some non-Slavic languages the aspectual interpretatiarV/P structure depends on
the make-up of a direct object of the verb (in these langudagesmpossible to say if
the aspect in question is outer or inner). Compare the fatigienglish and Finnish
examples in (66) and (67) to the Czech and Bulgarian exampl&8) and (69):

(66) English
a. John ate apples for an hour/ *in an hour.
b. John drank wine for five minutes/*in five minutes.
c. John ate the apples *for an hour/ in an hour.
d. John drank the wine *for five minutes/ in five minutes.

(67) Finnish

a. Jussboiperunoita tunnin/*tunnissa.
J. atepotatoesRART. hourAcc./hourINE.

13The connection between presupposition and perfectivijyires more research. For example, it is
difficult to test some superlexically prefixed verbs withpest to presuppositionality: they fare badly in
common questions and negative sentences:

0) a. ??Jae pereslusala vsepesnhi etoj gruppy.
I notDIST-listened’.sg.fem.all songsacc. this.femGEN. bandGEN.
‘I haven't listened to all the songs by this band.’
b. ??0me nadaril i€j podarkov.
he not CUM-presentefl.sg.msherbAT. gifts.GEN.
‘He didn't give her a lot of presents.’

| am appealing to presupposition here as one of the clear efaistinguishing between the two aspects.
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‘Jussi ate potatoes for an hour/ *in an hour.’

b. Jusssoiperunat *tunnin/tunnissa.
J. atepotatoesscc. hourAcc./houriNE.
‘Jussi ate the potatoes *for an hour/ in an hour.

In English the definiteness of the object affects the chofca ttme adverbial, which
is supposed to be testing ‘rough’ telicity, or the telicitiytbe whole VP structure. In
Finnish the case of the object defines the aspectual intatfme of the VP and, con-
sequently, the adverbials used. However, in Slavic thectime of influence seems to
be the reverse. For example, in the Czech examples belovbjbetdooks the same in
both cases, but the aspect of the verb changes, as can be@edhé prefix on it, and,
contrary to (66) and (67), the object’s reading depends eratipect of the verb. But
similarly to English, the object of the perfective verb gatdefinite interpretation:

(68) a. Otail vino.
O. dranK.sg.mswineAcc.
‘Ota drank wine/?the wine.’
b. Otavypil vino.
O. drank’.sg.mswineAcc.
‘Ota drank the wine/*wine.

Itis true that most Slavic languages lack overt determiogtise type of English articles.

However, even for the languages with articles, like Bulgayi(perfective) aspect has
been claimed to be the source of quantification over NPs (illBcand Slabakova

(2005)):

(69)  xudoznikt na-risuva kartini i izleze da gi
painter.defPrf-paint £ .aor.3sg.pictures andout-went’.3sg.thatthem
prodade naulicata
sell”.3sg.on street.def
‘The painter painted some pictures and went out to sell thertiné street.
(Di Sciullo and Slabakova (2005))

According to Di Sciullo and Slabakova (2005), in (69) therplwbject of the perfec-
tive verb ‘paint’kartini ‘pictures’ has a strong reading even without the definitlart
(although, ‘strong’ here rather means ‘specific’).

In the following two subsections | am going to investigate tfuestion whether
perfectivity and imperfectivity of the verbs affects thdirect objects in Russian.
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1.5.1 Object interpretation and verbal aspect: perfective

Naturally, the patterns cited from Czech are also obsenv&iissian:

(70) a. Andrejpererézal provoda.
A. across-cut.sg.mswiresAcc.
‘Andrej has overcut certain/the wires.’
b. Lizavypila vino.

L. out-drankK.sg.fem.wineAcc.
‘Liza drank the wine.’

Without overt quantifiers it is really difficult to show thdue object is definite or specific
-in (70) I am relying on my native intuitiod% In some cases of lexically prefixed verbs
the object NP is interpreted as definite, in some as specifecitze boundary between
these two interpretations is really thin in Russian. | wdllgt ‘strong’ as opposed to
‘weak’, non-specific indefinite.

Diakonova and Romanova (2003) used a number of tests fonglisshing strong
NPs from weak NPs:
SCOPE: Op [articles(y)] Every, [student(x)] x read y

(71) Kazdyjstudendocital statji.
each studentup.to-read.sg.msarticlesacc.
‘Every student read the (same set of) articles to the end.’

SCRAMBLING

(72) Statji Rizzi studenty docitali.
articlesR.GEN. studentsvom. up-to-read’.pl.
‘The students have finished the articles by Rizzi.

DP-EXTRACTION

(73) ??0 Cém Tanja vycCitala informaciju?
aboutwhatLoc. T.NoM. out-read’.sg.fem.informationAcc.
“*About what did Tanja read the information?’

14The situation described in (70-a) could be the following.affly bought a new air conditioner. It's
impossible to install before the old one is eliminated. Thebpem is, the wires of the old conditioner
are not detachable from the socket anymore. After the replag socket is not active and is under a
very heavy cupboard. So, the sentence ‘Andrej cut certeniires’ describes a long-awaited event for
installing the new equipment. In other words, it implies kmewledge of a particular entity (‘wires’) on
the part of a speaker, or specificity of the NP.
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The SCOPE test shows that the object DP raises at LF to sormatopeherefore
it has a wide scope in the sentence in (71). Such a behavibared by definite and
specific indefinite NPs (Hallman (2004), lonin et al. (2003for some reason, with
plural objects this test seems to work only with the verbdtetinerefore it is not reliable.

The SCRAMBLING test is designed along the lines of Diesin@9@) and her Map-
ping Hypothesis: object DPs can leave their VPs and raise avertly, to the operator
inducing a definite or specific interpretation.

The DP-EXTRACTION test is based on the idea that definite @R® islands and
cannot be extracted from (Ross (1967)). However, islandgimeextractability; weak
islands allow extraction from them; thus, this test sholdd &e applied carefully.

Applying SCRAMBLING and DP-extraction tests to the senenin (70) we get
the following results. Examples (74-a) and (74-c) demaatstthat the DP objects of
the perfective verbs can scramble; examples (74-b) and&how poor acceptability
of these DPs with extracted Wh-words. Both behaviors te$if the definiteness or
specificity of these DPs:

(74) a. Provoda Andrej pererezal (a rozetki ne
wiresAcc. A.NOM. across-cut.sg.ms.(butsocketsacc. not
zamenil).

exchangefl.sg.ms.)
‘The wires Andrej overcut (but the sockets he didn’t charige)

b. 2?0t Cego Andrej pererezal provoda? (Ot
from whatGEN. A.NOM. across-cut.sg.mswiresAcc. from
kondicionera)

conditionerceN.
“*Of what did Andrej overcut the wires?’ (of the air conditimg)

c. Vino Liza vypila (@ k mineraljnojvode
wineAcc. L.NoM. out-dranK’.sg.fem.(butto mineral ~ waterpAT.
ne pritronulasj).
nottouched’.sg.fem.)

‘The wine Liza drank up (but she didn’t event touch the mihesater).

d. ??1z  Cego Liza vypila vino? (I1z
out.ofwhatGEN. L.NOM. out-dranK’.sg.fem.wine Acc. out.of
vinograda Kaberne)

grapesceN. K.
“*Of what did Liza drank up the wine?’ (made of Cabernet)

The same sentences can be uttered with overt quantifiers:
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(75) a. Andrejpererézal vse provoda/ mnogoprovodov.
A. across-cut.sg.msall.Acc. wiresAacc./ many wiresGEN.
‘Andrej has overcut all the wires/ many wires.’
b. Lizavypila vsé vino/ mojé  vino.

L. out-drankK .sg.fem.all.Acc. wineAcc./ my.ACC. wine ACC.
‘Liza drank all the wine/ my wine.’

One construction demonstrates a clear contrast betweestrtrey object DP in (70-b)
and (75-b) and the non-specific indefinite object in (76)s thia construction with the
partitive genitive complement of a perfective verb:

(76) a. Lizavypila vina.
L. out-drankK.sg.fem.wineGEN.
‘Liza drank some wine.’
b. *Lizavypila vsego vina/ mojego vina.
L. out-drankK .sg.fem.all.GEN. wine GEN./ my.GEN. wine GEN.
intended ‘Liza drank some of the wine/ some of my wine.’

The construction with the genitive case on a bare mass ngui®)ns not very typical, it
is characteristic of some verbs, whose non-superlexiedix@s have lost much of their
lexical content. This construction is nearly obligatoryttwihe superlexical cumulative
prefix na-:

(77 Lizanastroila  (kucu) planov navyxodnyje, no
L. CUM-built (pile.acc.) plansGEN. onweekendacc. but
vypitoje vV pjatnicu  vino ne dalo im
drunk.PPP.sg.mioM. in friday.Acc. wineNoMm. notgave’.sg.nt.thembDAT.
voplotitjsja.
realize.self.inf
‘Liza built a lot of plans for the weekend, but the wine she Haghk on Friday,
kept her from realizing them.’

So, not all perfective verbs have strong DP objects; butisanféthe examples above the
objects were quantified in some way. In the example belowbtdrue anymore:

(78)  Japocitala (*vse) anekdoty/ *mnogoanekdotov [
| DEL-read”.sg.fem.(all) anecdotescc./ many anecdotesEN. and
usnula.

fell.asleep’.sg.fem.
‘| read (*all/ *a lot of) anecdotes for a while and fell asleep
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The bare object of the delimitative verb in (78) is not deéirot quantified in any way
(Diakonova and Romanova (2003)), neither can it occur witeroquantifiers. The
generalization at this point is:

Lexically prefixed perfective verbs induce some quantifica-
tion on their direct objects and tolerate overt quantifists;
perlexically prefixed verbs should be treated separatem fr
lexically prefixed ones, and separately from each other. Per
fectivity per se does not seem to be hiding covert quantifiers
all over the area of its influence.

1.5.2 Object interpretation and verbal aspect: imperfectves

Quantified NPs are impossible as complements of progreissparfectives (Wierzbicka
(1967), Paduceva (1996)). Even the secondary impereecfithe verb from (75-a) does
not tolerate quantified compements when used progressively

(79) *Andrejpererezal vse provoda/ mnogoprovodov
A. across-cuf.sg.ms.all.Acc. wiresacc./ many wiresGEN.
vCera Vv semj utra.
yesterdayn sevenmorningGEN.
“* Yesterday at seven in the morning Andrej was cutting aé thires/ many
wires over.’

The generalization holds of both types of imperfectivesnpry and secondary, when-
ever they get a progressive reading. Paduceva (1996)i¢82 g lot of ungrammatical
examples of progressive primary imperfectives with questtiobjects:

(80) a. *Vtot moment onjel nemnogobuljona.

in that. msacc. momentacc. heate/ .sg.ms.a.littte  brothGEN.
“*He was eating a little broth at that moment.’

b. *V eto vremja onpil stakan  vody.
in this.ntacc. timeAcc. hedrank’.sg.ms.glassacc. waterGeN.
“*At that point he was drinking a glass of water.’

c. *Onprinimajet tabletku aspirina.
he by-takes’ pill. AcC. aspirinGEN.
“*He is taking a pill of aspirin.’

d. *Onsidel za stolom i jel neskoljko
he sat.sg.msbehindtableiINSTR. andate’.sg.ms.several
sliv.

pluUMSGEN.
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“*He was sitting at the table and eating several plums.
e. *Jacitaju tri  stranicy.

| read!.pres.1sgthree pagessEN.

“*| am reading three pages.’ (Paduceva (1996):182)

Only progressive imperfectives are incompatible with diiea objects. When the im-
perfective has a habitual instantiation, the compatibi$itthere:

(81) a. Onnogda s’jedajet nemnogobuljona.
he sometimesPrf-eats’ a.little  brothGEN.
‘Sometimes he eats a little broth.

b. Onpjet stakan moloka v den].
he drinks’ glassacc. milk.GEN. in day.AccC.
‘He drinks a glass of milk a day.’

This is a point of view under which the incompatibility of artaen aspectual interpre-
tation of the verb with a certain type of an object is verbtdenThere is another way
of looking at the phenomenon. It is not that progressivesa@mpatible with quantifi-
cation, whereas habituals are; rather, the make-up of sjletines what interpretation
an imperfective verb will get. Sometimes just the pluratifyhe object suffices for this
end. If | sayJa Citaju romany‘l read novels’, it is clear that the interpretation of the
imperfective verb ‘read’ is non-progressive, contrarnjaitaju roman‘l am reading a
novel’, which cannot be habitual (unless an attractive extrforces it to be). In fact, in
Chapter 3 | will argue that the pluractional interpretatedmon-directed motion verbs
is induced by a path with a special shape (Z-path).

Another case when the interpretation of the imperfectivb depends on the shape
of its object is when a plural object makes a distributivedieg of the event possible
(and, correspondingly, a singular object does not):

(82) a. Onbrosal kamen;.
he threw .sg.ms.stoneacc.
‘He was throwing a stone.’
ITERATIVE/ *DISTRIBUTIVE
b. Onbrosal kamni.
he threw .sg.ms.stonesacc.
‘He was throwing (the) stones.’
ITERATIVE (COLLECTIVE)/ DISTRIBUTIVE



1.6. BACKGROUND TO LATTICE THEORY 37

Thus, the progressive-habitual split of imperfectivedss gustified by their different
behavior with respect to their objects. The generalizagiatihis point is:

Progressive imperfectives do not tolerate quantified |DP
complements, whereas pluractional imperfectives do.

The alternative way of looking at imperfectivity and objeatd is via the influence
of the object DP structure on the interpretation of the véthglish-style but finer-
grained.

1.6 Background to Lattice Theory

To be able to explain the intricate relations between thd® ad its objects, | will
need a powerful theoretical tool. A number of researchensk([1983), Bach (1986),
Krifka (1989), Landman (1991), Krifka (1992), Krifka (199&andman (2000), Land-
man (2004)) looked into the problem from the perspectiveaitite Theory.

1.6.1 (Semi-)lattices and algebraic relations

Lattices are relational structures (partial orders). Iragtigl order,{ A, < ), for a set
XCA (assumeX is shown in Figure 1.3),

(83) aisalowerboundfoXif ¥x € X: a< x
Let LB(X) be the set of all lower bounds fof

(84) aistheinfimum ofX iff a € LB(X)and
Vb e LB(x): b < al®

The supremum is the opposite of the infimum. They are writetifor the infimum of
Xand\/X for the supremum oX.
Leta, be A

(85)  themeetof aandb, a A b: = A{a, b}
thejoin of aandb, a Vv b: =\/{a, b}

Hence, meets are infimums of two element sets and joins areraums of two element
set.
A lattice is an algebraA, A, V), whereA andV are two place operations satisfying

15The definitions are from Landman (1991).
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Figure 1.2: A lattice for two-element sets

(86)

1. idempotency (ana)=a
(ava)=a
2. commutativity (aAb) = (bra)
(avb) = (bva)
3. associativity  (anb)Ac =aA(bAc)
(avb)vc=av(bvc)
4. absorption an(avb)=a
av(anb)=a
In addition, another law underlying the Boolean algebréf isnportance heredis-
tributivity:
either 1. aA(bvc) = (anb)v(anc)
or 2. av(bAc)=(avb)A(avc)
Not every lattice is subject to the laws of the Boolean algefmly bounded lattices
have a 0 and a 1 (see Figure 1.3). A bounded lattice is a steu&tuA, Vv, 0, 1), where:

87) (A A, V) is alattice.
Lawsof0and1l an0=0
anl =a

Landman (1991)
A complemented lattice is a bounded lattice where every efgimas a complement.
The complement ad is written as—a.

(88) aisacomplementdbiff aAb=0andavb=1.

Some lattices are atomic, like powerset lattices. Powseetthe sets of all the subsets
in a set,(powA, N, U). An atom is an element that is minimally greater than 0. Adatt
without atoms is called atomless. A lattice without O or 1 @ complete. A lattice
without 0 is ajoin semi-lattice a lattice without 1 is aneet semi-latticeThe minimal
elements of a join semi-lattice are atoms. For a concretapbaconsider Figure 1.3:
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Figure 1.3: A complete Boolean lattice

The structure in Figure 1.3 represents a complete Boolegbed, (A, —, A, V, O,
1). It means that:

1. the structure is atomic: there are three atom®b, andc, each of which is mini-
mally greater than O (thefimumof the lattice)

2. A andV satisfy idempotency, commutativity, associativity, aipsion, distribu-
tivity (the relations can be tested with the help of (86))

3.an-a=0;av-a=1

Atoms, viaV (join operation) form sets of atomg§ab}, {ac} and{bc} (later on they
will be termedpluralities); sets of atoms via form the supremum of the latticéabc}
= 1. ‘Elements minimally smaller than 1 are calldwlal atoms(Landman (1991):241).

Within this model, plurals can be treated both as sums oWiddals or as plural
individuals (Link (1983), Landman (1991), Landman (2000Ror example xBOY
represents the sum of singular individuals. A sum operasidrasically a part-of rela-
tion applied to the domain of singular and plural individtiaAccording to Landman
(1991),i-join semilattices are structures ideally suited for suslations { stands for
‘individual’). Here he diverges from Link (1983), who usesmplete Boolean algebras
for analysing singular, plural and mass terms. Landmarg@saring comes from the
number of operations available fejoin semilattices and full Boolean lattices. The for-
mer is only equipped witl/; whereas the latter also has which does not prevent the
individuals frommeetwith the lowermost bound, which is a zero, thus yielding a @ as
sum. This is an unwelcome complication in treating sums dividuals. The gridding
operation ofgroup formationshifts the sum of boys as m(-+BQY) to a corresponding
semantically singular interpretatidifc(«BQY)) as agroup atom ‘the boys regarded
as a singular entity in its own right, i.e. with its part-ofigtture of singular boys, so to
say, ignored’ (Landman (2004):239).
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The same operations that are applicable to individualskaid$ums, are also appli-
cable to mass terms in the system developed by Link (1983g=tmhded by Landman
(1991). Link (1983) proposed a unified analysis for plurald enass terms. He based
it on the empirical observation that ‘there is a striking iamty between collective
predication and predication involving mass nouns’: thesnehtly collective predicate
‘gather’ in (89) is equally compatible with plural and massmnals.

(89) a. The children gather around their teacher.
b. The water gathers in big pools.

‘Moreover, a characteristic feature of mass terms, tb@mulative reference property
can be imitated by plurals.’

(90) a. Ifaiswater and is water then the sum @fandb is water.
b. If the animals in this camp are horses, and the animalsanhdamp are
horses, then the animals in both camps are horses.

(Link (1983):127-128)

However, Landman (1991) notices that even if sums of massstef the typehe
water in glass A and the water in glassdBe possible, these sums are not the same
as the sums of minimal individuals making up plurdf8aterhas no minimal parts (if
non-linguistic atoms are disregarded), which leads Landtossuggest that the mass
domain should be an atomless structure. On the other hdmuhréd of water are also
water: ‘the mass entity water is the sum of its parts’ (Landr{©91):313). Thus,
the structure containing the mass domain is still-goin semilattice,(A, \/), a part-of
structure by Landman (1991), with the following characteristics:

91 1.A does not have a minimum
2. distributivity: if a< b Vv cthena<bora<cor
do’ <bdc’<ca=bvc
3. witness if a< bthendc < b: ~(a (O ¢)

The latter formula stands for the overlapping relationsvieena andc, the definition of
overlapbeing:

(92) aoverlapsb,d@) biff 3c:.c<aandc<b

The maximal part-of set (blockset) is constituted by partg. Mathematically speak-
ing, apartition is a way of writing an integen as a sum of positive intergers where
the order of the addends is not significant, for example 10 =23+2 + 2 + 1 (http://
mathworld.wolfram.com). Returning to the lattice in Figut.3, it is a good structure
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for representing relations between individuals and sunigdividuals, although for the
latter the lower bound 0 has to be removed, see Landman's\abave. If we wanted
to have a purely part-of structure for mass terms, not ordyldwer bound has to be
absent, but also the atomasb andc. Thus, if there are no individuals, there are no
sums of individuals and the lattice structure will look gugar, for it will be made up by
partitions.

My position in this dissertation heavily relies on the ledtitheory as it can well
capture the nature of the distinction between perfective ierperfective verbs. This
means that | am not going to syntacticize this distinctiothpostulate its dependence on
some node, say, AspP, even if there could exist such a nod@itigle. For my story,
the lattice-theoretic approach to (im)perfectivity makesre sense than the approach
involving AspP, since both perfective and imperfectivebgedisplay a great number
of aspect-internal differences. These differences afeudlif to unify according to the
distribution and interpretation of perfectives, on the baad, and imperfectives, on the
other - an unwelcome result for a possible functional ptapacthat would represent a
set of features describing either of the two aspects. Thusg following subsections |
will employ the theory of lattices to describe perfectivatyd imperfectivity.

1.6.2 Perfectivity in lattices

| will assume that the domain of events is like the domain diiiduals and mass terms
in that it can be dealt with within the lattice-theoreticedrhework (see also Landman
(2004)). Thus, events can represent both part-of and atstmictures.

Krifka (1998) defines two types of predicates, cumulative gnantized:

(93) a VX CUp[CUMp (X) <« X Y[XX) AX(Y) A-x=Y]
AY X, Y [X(X) AX(Y) — X (X DpY)]
b.  VXCUp[QUAR(X)«— VX, YIX(X)AX(Y) — -y <pX]]
(Krifka (1998):200)

where W is a part-of domain. If we imagine that the descriptions 8- and (93-b)
are given for events, in (93-a) x is a subevent of y and doesqoéal y, and if X is
cumulative predicate that holds of x and of y, it must alsaltaflthe unit of x and y. In
(93-b) y is not a subevent of x and X holds of y and of x as of twaesate events. Borik
(2002) offers an interesting test for cumulative and quaatievents: a conjunction test.
If we conjoin two separate time spans, they would stand fordifferent events in case
of a quantized event, and for one and the same event in cassuof@dative event. This

is achievable via the temporal trace functio(see section 1.2.2) which maps the event
on its run time. The join of the temporal traces of two evenjisads the temporal trace
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of the join of these events.’ (Krifka (1992):33).
(94) Ve, elr(e)ur(e’) =1(eue’]

Thus if you conjoin two run times and they remain discontunsio/ou are conjoining
quantized events. It seems to hold of all the perfectivespective of their prefixes:

(95) Petjagpoiskal knigu v ponedeljniki  vo vtornik .
P. DEL-looked.for”.sg.ms.bookAcc. in Monday  andin Tuesday
‘Petja looked for a book for a while on Monday and on Tuesdayhere were
two events of looking for a book for a while by Petja, one on Mayand one
on Tuesday.

So, we can conclude that perfective verbs, irrespectivaaf type, are either separate
atoms or atoms combined under join.

Figure 1.4: A semi-lattice representation of atomic essitlescribing perfective events

A perfective verb can be a single atom a in Figure 1.4, likeriignutj‘jump once’,
or a supremum abc, as perebil vsju posudtDIST-broke all the dishes’, where the
sum of events in the denotation of the perfective verbs \guderthe operation gfroup
formation (Landman (2004)). As atoms can be summed via the join operaii is
expected that perfective events can form pluralities as Wéle data also corroborate
this prediction:
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(96) Pjatjlet nazadmuz  nacal menja izbivatj. \%
five yearsGeN. ago husbandegari.sg.msmeacc. Prf-beat.inf. in
2003godu on izbil menja pjatj raz, %
2003yearLoc. heNoM. Prf-beat”.sg.ms.meAcc. five timesGEN. in
proslom godu onizbil menja jeSCocCetyre
last.msLoc. yearLoc. he Prf-beat”.sg.ms.meAcc. yet four
raza.
time.GEN.

‘Five years ago my husband started beating me. In 2003 hevieeéive times;
last year he beat me four times more.’

Though the lattice-theoretic approach treats all the pavies as atoms, it does distin-
guish between lexically- and superlexically-prefixed $gec The reason for this dis-
crimination lies in the diverging character of the two ckEs®f prefixes. Remember
that in addition to treating events as mereological stmestuthere is a parallel, decom-
positional, way of analyzing them. From the latter perspectlaborated in Dowty
(1979) and developed by his followers, the events | call aaan represent a tripartite
structure with CAUSE, DO and BECOME subatomic componengsidal prefixes are
BECOME events. Superlexical prefixes belong to the domadguuanhtifiers or delimiters
measuring the event in some way, they cannot attach to gli@adic events. Rather
their attachment converts the plurality or cumulation cfre¢ to a derived atomic indi-
vidual by packaging it. On this view lexical prefixes can eftt¢éo the verbs standing for
atomic events, whereas superlexical prefixes (at lpast;) usually attach to the verbs
standing for pluralities of events. The general descnptibperfective verbs then is:

Unprefixed and lexically prefixed perfectives represent|the
minimal elements of the join semi-lattice in Figure 1.4, su-
perlexically prefixed verbs represent ‘packaged’ partiip
or pluralities of atoms, for example, at the level of the gupr
mum of the join semi-lattice (as witbere). In both cases
the resulting mereological structure of the verb is atomic.

1.6.3 Imperfectivity in lattices

The test applied to the perfective verb in (95) does not abwegyrk in the opposite way
for imperfectives: on an Experiential Perfect reading oad@eneral Factual reading the
conjunction of two different events is conceivable. The @ripctive verb in (97) retains
both of its readings, so the test characterizes the prdgeessstantiation of the verb
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as homogeneous (reading A) and the pluractional instaotias non-homogeneous
(reading B):

(97)  Petjaiskal kniguv ponedeljniki  vo vtornik.
P. looked.fof.sg.msbook in Monday andin Tuesday
‘Petja was looking for a book on Monday and on Tuesday.’ = AerEtwas one
event of looking for a book by Petja, which lasted on Mondag an Tuesday.
B. There were two events of looking for a book by Petja, one amdlay and
one on Tuesday.

Reading B of the imperfective verb ‘look for’ in (97) suggesitat even if pluractional
events are not atoms in their own right, they contain pltiesiof atoms. The inter-
nal presence of atoms does not determine the shape of theveatand pluractional
events remain unbounded, as opposed to the case of supatigpafixation, where the
macroevent itself is always measured or packaged. Howataemns constituting plurac-
tional events make it possible for the corresponding veshsass the ‘rough’ telicity
test:

(98) a. Onest buljon polcasa/ *za polCasa.

he eatd brothacc. half.houracc./ for half.houracc.
‘He is eating broth for half an hour/ *in half an hour.’
PROGRESSIVE

b. Ons’jedajet buljon *polCasa/ za polcasa.
he PERF-eatsbrothacc. half.houracc./ for half.houracc.
‘He eats broth *for half an hour/ in half an hour.’
HABITUAL

Naturally, a pluractional imperfective can stand for npl#ievents:

(99) Onizvinjalsja za eto uze pjatjraz, skoljko
he apologized.sg.msfor thisAcc. alreadyfive timesGEN. how.many
mozno?
needed
‘He has already apologized for it five times, how many moreesndo you
need?’

In (99) the imperfective has the reading of the experieq@fect. This reading, be it
a singular event or a multiple event, comes from the caritynaf the verbs denoting
pluractional events. Yet, in spite of the presence of (suihatoms at some level of the
pluractional structure, this type of imperfective différsm perfective verbs.
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The difference lies in the unboundedness of the macroegest ((L00-a)). Plurac-
tional imperfectives represent infinite sums of atoms, acdprding to Krifka (1998),
‘infinite part structures need not have a top element’. Thikes the structure of plu-
ractional imperfectives different from the structure offpetives which always either
represents a singular atom or has a top element.

The general description of imperfective verbs then is:

The two types of imperfective reflect different kinds of semi
lattice: progressive events are atomless part-of stresfur
(100-b), whereas pluractional imperfectives are pluesit
of atoms (100-a). The feature uniting all imperfectives as a

separate class is the absence of the supremum in both types
of structures (the infimum is not present either)

(100) a. {a} {b}{c}..{n} —-{a,b},{a,c,{b,c},{a,b,g..{a, b}
b. {.}{.}{.}—={.}

As | said in the previous subsection, the indefinite pluyalitatoms or a part-of struc-
ture in (100) can be packaged with the help of a superlexiedbp Thus, the applica-
tion of the Lattice theory to treating (im)perfectivity iruRsian results in the following
generalization:

(101)

Internal structure
Atoms\ Partitions| Top element presence

IMPF U U N
PERF U U U

As can be seen from the table, imperfectives cannot be disshed from perfec-
tives on the basis of their internal structure: both canesgnt underlyingly atomic
events and both can represent part-of events. The crutfiatatice lies in the presence
or absence of the supremum in the event-describing setiwdatimperfective event
semi-lattices are top-less. A perfective event expresseinanal element in a join
semi-lattice, or a join semi-lattice with a maximal elemehé supremum.

1.6.4 Homomorphisms

Thus, having arrived at the lattice-theoretic charadiessof both types of perfective
and both types of imperfective, | can use these charagterist explore the mysterious
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behavior of the verbs with respect to their complementsemamd of the results reached
at this point:

lexically prefixed perfectives induce a strong interptieta of their objects and
tolerate overt quantifiers with them;

 supelexically prefixed perfectives behave in differenysvasome induce a quan-
tified reading of their objects, others do not;

* pluractional imperfectives can occur with quantified ahbge
* progressive imperfectives cannot occur with quantifiegctis

When | was speaking of perfective verbs and the quantificatieffect they have
on their objects in section 1.5.1, | never mentioned that #ffect appears only on
the mass and plural nominal complements of the verb. Bare iaad plural nominal
complements are also a decisive factor in the English agpkesystem: their presence
signals the atelic VP structure. | repeat (66) as (102) below

(102) English
a. John ate apples for an hour/ *in an hour.
b. John drank wine for five minutes/*in five minutes.
c. John ate the apples *for an hour/ in an hour.
d. John drank the wine *for five minutes/ in five minutes.

The lattice-theoretical approach and especially its pamterning the homomorphism
from objects to events has been widely used as an explarfatidhe facts in (102).
Krifka (1992) extends the formalism to accounting for thdirdeeness of objects of
perfective verbs also in Czech (68). Then it is worthwhiyértg it on the Russian facts.

Homomorphism is an important relation holding between twmore structures. Its
importance mainly lies in its structure-preserving prejest

If we have a homomorphism from a lattice onto some other stracthat
other structure will be a lattice as well, and similarly if \wave a homo-
morphism from a particular type of lattice (say, a Booleattida) onto
some other lattice, the other lattice will be of that sameetyfLandman
(1991):239)

The famous application of homomorphism from one structyr@nuanother has been
executed by Krifka (1992), who postulated that objectsnevand times can be looked
upon from the point of view of lattices (Krifka (1992):32):
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Assume that we have two non-overlapping sorts of entitiBgcts(charac-
terized by a predicate), eventgcharacrerized by a predicatg andtimes
(characterized by a predicate). The extensions op, £ and7 have a
structure of a complete join semi-lattice without a bottdemeent.

The relations within the sets, £, 7 satisfy the laws of the Boolean algebra (com-
mutativity, idempotency, associativity, part), and tHattices have no 0 levels. As was
mentioned in the previous subsection, mass terms are algecsuo the laws of the
Boolean algebra. However, as their domain is the domain ditipas and blocksets
(according to Landman (1991)), they are joined via a sp@patation offusion Ac-
cording to Krifka (1992) (p.32; see also Higginbotham (1995392), fusion maps a set
P to its lowest upper bound:

(103) ¥, P[[(PC oV PC £V PC 7) — FU(P) =]
« WYP(y) — YEX] AVZVY[P(Y) = YE Z] — xC Z]

In section 1.6.2 | mentioned tliemporal tracdunctionr from the extension of to the
extension ofr; the function that maps an event to its ‘run time’. It is honayphism
relative to the join operation. Below | repeat (94) as (104):

(104) Ve, elr(e) ur(e’) =7(el e’)]
(Krifka (1992):33)

In a similar way a homomorphism from objects to events, “tlpceserves the lattice
structure’, is assumed by Krifka. The relations underlythig homomorphism are:
summativity, uniqueness of objects, uniqueness of evergpping to objects and map-
ping to events. Informally, with the use of examples, thedations are explained as
follows (Krifka (1992):39):

» Summativity two (distinct) events of drinking a glass of wine yield areet/ of
drinking two glasses of wine

» Unigueness of eventfor a specific glass of wine there can be only one drinking
event

» Uniqueness of objecta drinking of a glass of wine is related via the patient role
to this glass of wine and nothing else

» Mapping to objectsevery part of drinking of a glass of wine corresponds to & par
of the glass of wine

» Mapping to eventsevery part of a glass of wine being drunk corresponds tota par
of the drinking event
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The formalism above is applicable only to incremental vethe term by Filip
(1999)), as can be seen from the examples featuring verbsdat’ or ‘drink’. As
proposed in Krifka (1989) and Krifka (1992), ‘eat an appladdsee a zebra’ differ
in thematic relations between the verb and the object ang with the former predi-
cate the homomorphism from the object to the event is pasdigicause it satisfies the
conditions above and an additional condition of gradualityus, only gradual effected
(‘write a letter’), gradual consumed (‘eat an apple’) anddyral affected patients (‘read
a letter’) have the right thematic marking for being mappatbdhe event. It makes
them different from both affected patient (‘touch a cat'flatimulus (‘see a horse’).

According to Rothstein (2004), the BECOME event providestamon for individ-
uating atoms. So, lexically prefixed vetbsre atoms ire-semi-lattice. Atoms cannot
induce homomorphism: they do not have parts and cannot benrental. This makes
any kind of mapping impossible.

Superlexically prefixed verbs represent ‘packaged’ samticks. As packaging can
occur at different levels, superlexical prefixes behavenaraber of ways different from
each other. For example, the delimitative prgio< has no quantificational effect on the
object of its host verb; the cumulative prefia- induces weak quantification, and the
distributive prefixpere-indicates the presence of the universal quantifier in thestre
(examples (78) and partly (77) are repeated below). It isaatbvious that the relation
between superlexically prefixed verbs and their objectsbmescribed in terms of
homomorphism, even if this class of verb represents eveithiamereological structure.
| will return to this question in Chapters 4 and 5.

(105) a. Jaocitala (*vse) anekdoty/ *mnogo
| DEL-read”.sg.fem.(all) anecdotescc./ many
anekdotov I usnula.

anecdotesEN. andfell.asleep’.sg.fem.
‘| read (*all/ *a lot of) anecdotes for a while and fell asl€ep
b. Lizanastroila (kuCu) planov navyxodnyje.
L. CUM-built pile.Acc. plansGEN. onweekendacc.
‘Liza built a lot of plans for the weekend.’
c. Gerasinv gneve perebil VSju posudu.
G. in rageLoc. DIST-broke”.sg.ms.all.Acc. dishesacc.
‘Gerasim broke all the dishes in rage.’

Progressive imperfectives have S-cumulative structurelwtan be compatible with a
similar structure in the non-evental domain. Rothstei®@&uggests that, for example,
‘fence’ stands for such a structure in the nominal domaimadjacency is taken for one

Byunprefixed perfectives can be treated on a par with lexiqakfixed ones.
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of the major indications of S-cumulativity, then paths, a&eribed in Krifka (1998),
are the best reflections of S-cumulative events. For Kriflahs are elements that are
convex and linear, a notion that can be enforced by adjacémoydisjoint, non-adjacent
parts of a path are always connected by exactly one subpltis.’true that directed
motion verbs, which are imperfectives completely strippéany pluractionality, are
compatible with paths expressed by directed PPs:

(106) a. letet naJug
fly!.dir.inf on southAcc.
‘be flying to the South’
b. katitjsja pod stol
roll.sja’.dir.inf undertableAcc.
‘be rolling (to) under the table’

In Chapter 3 | am going to investigate the behavior of motierbg in more detail.
Progressive instantiations of ‘usual’ verbs, as we saw 0),(&re incompatible with
guantified NPs. This is expected if we perceive progressigats as having no relation
to any quantized structure: they have no access to the iatoymrevealing the event
structure of the verb, they are just temporal cuts of thijmevey homomorphism, such
verbs will not care for what structure their object NPs reprd, either. However, proper
parts of the entity denoted by the object NP should be mappatto the parts of the
event denoted by the progressive imperfective:

(207) a. jestj jabloko
eaf .inf appleacc.
‘be eating an/the apple’
b. gryztf semecki
cracK .inf seedsacc.
‘be nibbling sunflower seeds’

As can be seen from (107) nominal complements of progressiies can be both count
singular nouns and bare plural or mass nouns. Both typeseaidminal complement
of the verb ‘eat’ in (107) represent path-structures, camape to real paths in (106)
(cf.Hay et al. (1999)). Real paths in (106) and path-likeictires in (107) conform
with the ideas of homomorphism and incrementality.

Pluractional verbs represent an indefinitessemi-lattice, which means that nothing
restricts the join operation on its atoms. Direct objectglafactional imperfectives can
be a) plural; b) mass; ¢) quantized:
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(108) a. pisatj pisjma
writel.inf lettersacc.
‘write letters’

b. nositj vodu
carry’ .ndir.inf. wateracc.
‘carry water’
C. pit dvastakana moloka v den;

drink’.inf 2 glassessEN. milk.GEN. in dayAcc.
‘drink two glasses of milk a day.’

However, the structures above do not exhaust the combynptdential of pluractional
verbs. They can also freely occur with count singular noisina which case the lat-
ter refer to the same object throughout the repetition ofetent. The occurrence of
pluractional verbs with singular count objects can be a phemon of the same order
as the occurrence of non-directed motion verbs with dickpeghs. The path remains
the same, but the trips along the path expressed by nont&tirewtion verbs are many.
Such cases do not satisfy Krifka’s uniqueness of eventsnagent as one of the con-
ditions for homomorphism:

(109)  jezditj naKanary
go’.ndir.inf. on Gran.Canariacc.
‘travel (many times) to Gran Canaria’

Homomorphism of a pluractional event is different from tbaa progressive event. If
in the latter each subpart is a chunk (partition) of the axdguath directly mappable
onto a similaro-semi-lattice, in the former each subpart is an atom idahtecall the
other atoms (like the reflection in the mirror corridor). Bgrhomorphism, the-semi-
lattice should represent a similar top-less structureainimg atoms or partitions as
its subparts. An atom i -semi-lattice is mapped onto an atom, a join of atoms or
a partition ino-semi-lattice. There is no graduality in this type of mapgpint just
requires the bottom-less top-less structure to be preg@nveoth related semi-lattices.
Thus, homomorphism between progressive events and thikifliga objects bears a
more dynamic (incremental) character than homomorphigmesn pluractional events
and their part-of objects. In Chapter 4 | will discuss thatieh of the former type, and
in Chapter 5 of the latter.

As we have seen in this subsection, homomorphic relationgpassible between
progressive incremental verbs and their objects, on thénand, and pluractional verbs
and their part-of objects, on the other hand. Events reptedeby lexically prefixed
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verbs (-atoms) and their objects cannot be homomorphically rétateNeither can
iterated pluractionals and their singular objects thataianthe same throughout the
event.

In fact, treating the relation between verbs and their dbjescnot just limited to the
mereological approach. Another useful way of looking atgthenomenon is offered by
the Mapping Hypothesis of quantification. As | am going to bsth the Lattice Theory
and the Mapping Hypothesis at different points of the workye a short account of the
latter below.

1.7 Perfectivity in the light of Mapping Hypothesis

As | stated at the end of the previous section, the Latticertte approach cannot solve
all the cases of verb-object interrelations. What it mearthat homomorphism is not
the only mechanism underlying them. Some authors try toagxphe quantificational
implications of perfectivity structurally. Discussinggtiexample in (69) Di Sciullo and
Slabakova (2005) suggest that there is a terminative fegfumtroduced into the com-
putation whenever the verb is perfective (or aorist - bug ihbeyond the point here) and
this feature[T] provides existential closure. More generally, the mairaidencerning
the Slavic paradigm in Borer (2005) also boils down to theesaonclusion: perfective
aspect is responsible for the definite (quantity) readingetirect objects of the verb. |
will describe the system in more detail in Chapter 4. Now | aaticipate the discussion
and say that such systems, though noble in their attemptsecagunified account of
aspect and quantification, fail when challenged by condiegeistic material. They do
not consider the scenarios in which perfective verbs donthiée quantification on their
objects and they do not distinguish between different wéygiantifying depending on
a particular prefix. They do bear, though, on the Mapping Hypsis worked out by
Diesing (1992).

The trend mentioned above goes back to the seminal work by KE982) (based
on Lewis (1975)), in which the author structured the doméiguantification into three
subparts: the quantifier proper, the restrictive term ofdbantifier and the nuclear
scope. These three subparts were neatly mapped onto agtuattsc structures by
Diesing (1992) and have been widely used ever since. Thenrscigeme of the quan-
tificational structure mapped onto syntax would look like tbllowing then:

17At least, they cannot be homomorphically related in the waglying mutual mapping of proper
parts.
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(110)

Nuclear scop

According to Diesing’s Mapping Hypothesis the nuclear scigpmapped onto VP, the
restrictive clause of the quantifier is above the VP. If peiare quantifiers, the interpre-
tation of the objects of prefixed verbs must depend on thesel#loey find themselves
in. Suppose, lexical prefixes are definiteness inducersn T objects of their host
verbs must always end up in the restrictor of the Q (= a lexpoaiix) and thus get their
definite interpretatiol¥. There are several complications underlying this hypasifes
the lexical prefixes:

* there are perfective unprefixed verbs whose objects aeepirgted in the same
way as the objects of lexically-prefixed verbs;

» some non-superlexically prefixed verbs, likgitj ‘out-drink’, allow definite and
indefinite objects (76-a);

» some perfective verbs (mainly, achievements) do not iadigfinite readings even
on their bare plural and mass objects, likenm&! zoloto‘found” (the) gold’ or
uvidel mebeljsaw” (the) furniture’

| will undertake a detailed investigation of lexical prefxand connected issues in Chap-
ter 2. Superlexical prefixes must differ in their quantifieatl character and the sites
they attract the objects of their host verbs to. | will shoe pthausibility of this proposal
in Chapters 4 and 5, devoted to the quantificational poweunpégexical prefixes.

1.8 Conclusion

1.8.1 Common distinctions between perfectives and impertéives

The natural conclusion to be made at this point should enesmall the differences in
the behavior of perfective and imperfective verbs disctisd®ve. The differences were
described from four major perspectives:

BNote, that throughout the discussion of quantification ahivals in Russian it refers only to bare
plural and mass objects, for they introduce a variable thatbte bound by the quantifier (following the
theories in Heim (1982), Link (1983), Carlson (1977a), veaar a singular count noun has a reading
ambiguous between that of an argument and a predicate (Brag1998))
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passing the traditional perfectivity tests;

(non-)homogeneity (atomic vs part-of structures);

presuppositions

effect on object interpretation

If perfectives and imperfectives are distinguished by ¢hasaracteristics, the latter
must correlate with each other irrespective of the intediffi¢érences within the two
big classes of verbs. Here is the demonstration of how thetsia work for two
big groups of perfectives - Lexically Prefixed Verbs (LPV)da8uperLexically Pre-
fixed Verbs (SLPV); and for two big instantiations of impetiges - progressive and
pluractional. UNIT means two things: a) representing tloeratb) representing a join-
semilattice with a top element.

(1112)
Traditional PERF tests presupposition UNIT
PERF LPV W W O
SLPV [ N O
IMPERF | Prog O O O
PA O O O

| began the present chapter with demonstrating how pevéeetind imperfective
verbs fare on the traditional perfectivity tests withoupksning the latter: | just took
them for an axiom based on the empirical data. As | moved oenriahstrated that there
were some more features common for perfectives on the ortedrahimperfectives on
the other.

One of such features is presupposition, carried by all thepive verbs. Accord-
ing to Paduceva (1996) and Geurts (1999), presupposgianbiackgrounded piece of
information, assertion is a focused piece of informatioa roposition, which can be
as small as a word. This is what we deal with in perfectivesdaohat encode decom-
posable structures (informational, semantic and theeefgntactic).

The other feature is a ‘packaging’ of an event: events dehbyeperfective verbs
represent atoms or bound join semi-lattices, events ddmytenperfective verbs repre-
sent semi-lattices without a top element irrespective eirtimternal organization. The
external ‘packaging’ is what important for the juxtapasitiof the two verb classes,
which is reflected in the table above. Pluractional verbs beygonstituted by atoms
and sums and atoms, but such a structure does not have a smpiemd therefore we
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view it as unbounded. Some superlexically-prefixed verlskbeinternally homoge-
neous, but the part-of structure underlying them is ‘paekia@y prefixation that turns
the structure into atomic. This, again, bears on the disonsd presupposition above
and on the augmentable structure of perfectives.

Another angle at which perfectivity and imperfectivity watiscussed in the present
chapter is their relation to their complements. | attempoestate the relation in terms of
homomorphism on the one hand, and in terms of the Mapping thgscs, on the other.
At this point it was not possible to choose one approach dweeother, because it is not
clear to which extent they are applicable to the issue intoqredt is clear, though, that
they are phenomena of a different order. Homomorphism isralypgemantic notion,
worked out within the lattice-theoretic framework (KrifkB992), Krifka (1989), Krifka
(1998), Landman (1991), Landman (2000), Landman (2004jh$ein (2004) etc.)
and referring to atomic and non-atomic (homegeneous)tsires: The alternative way
of looking at the relation between the verb and its compldsenvia quantificational
structure. This approach captures the differences in the of prefixation. If all the
prefixes are considered to be akin to quantificational advetrbollows that the objects
of their host verbs are interpreted according to the parhefttipartite quantificational
structure they end up in: for instance, in the restrictohef quantifier they will get the
reading induced by the quantifier.

Thus, this chapter has laid the ground for dealing with (enfgctivity in the disser-
tation. Here | have established

what tests are reliable for distinguishing between pésfe@nd imperfective verbs;

that the interpretation of a perfective verbs is determhibg the verbal root and
the prefix it carries;

that the interpretation of imperfective verbs depend @xcibntext or the shape of
their direct objects;

that the interpretation of the whole VP is based on the cempiterrelation be-
tween the verb, the prefix and the object

| should underlie the importance of the framework | have enofor describing
(im)perfectivity in Russian with respect to the points eished above. Lattice theory
makes it possible to keep the aspect-internal distincti@msparent and to explain the
intricate relations between the structure of the event &edstructure of arguments,
simultaneously. As a single aspectual projection (AspPyldimot cope with these
tasks equally well, I have no syntactic account for perfégtimperfectivity in Russian
at this point, although | appeal to syntax for revealing arglaning the structural
relations between the verb, the prefix and the object throuigthe whole thesis.
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1.8.2 The layout of the work

Chapter 2 concentrates on the first way of constructing pevi, namely, on lexi-
cal prefixation. The main finding of the chapter is the gelmabn stating that even
the subclass of lexically prefixed verbs is not uniform: ihtans three distinct struc-
tures. Non-uniformity of this class is conditioned by thguanent structure of unpre-
fixed verbs. Lexical prefixes are claimed to merge in the mitjomal domain and to
head the complement small clause of the lexical verb. Tiaasind unaccusative verbs
readily combine with the SC yielding two respective stroetu DR,;,; PRF-V DR,
PP and DB,;,; PRF-V PP. Unergatives do not combine with the complement@&@ &
they can (rarely) take lexical prefixes. The resulting streecof prefixed unergatives is
DP,.,; PRF-V DR, *PP. The puzzle of lexically prefixed unergatives and thatom-
patibility with (complement) PPs is passed over to the nbapter.

Chapter 3 deals with the type of verb naturally inclined tketaomplement PPs
even in unprefixed form: motion verbs. Two groups of motiorbgedirected and non-
directed, are neatly mapped onto two argument structureausative and unergative,
respectively (transitive MVs are left aside for the momemjefixation patterns char-
acteristic of each of the motion verb groups also neatly dgmjth the generalization
made in Chapter 2: directed MVs take lexical prefixes, noeeated MVs do not. Tak-
ing lexical prefixes by DMVs follows from their combinabylitvith directional PPs. A
solution for incompatibility of NDMVs with lexical prefixes offered in this chapter.
It is based on detailed discussion of the notion of ‘path’ #r&relation between the
event structure of the verb and its path complement. Theisaloffered for NDMVs
can be extended to other unergatives. However, non-ddeuntgion verbs in particu-
lar and unergative verbs in general do not completely avaéb@tion. Nothing in the
analysis proposed stops them from taking superlexicala®fiThus, the natural flow
of narration takes us further, to exploring superlexicafipation.

In Chapter 4 | will discuss the second class of perfectivamely, the verbs with
superlexical prefixes. In that chapter | will concentratdlmprefixna-, labeled ‘accu-
mulative’ by IsaCenko (1960). | will show the interactioattveen the quantificational
properties ofna- and the event represented by the ved attaches to. In some way,
the relation betweena-prefixed verbs and their arguments can be analyzed from both
theoretical perspectives: Lattice theory and Mapping Hiypsis.

In Chapter 5 | will discuss another superlexical prefi@re- Investigating its behav-
ior, I will return to the notion of pluractionality, and nowwill be developed in greater
detail than in Chapter 1. | will show that, like-, pere-possesses quantificational prop-
erties that influence the event and have an indirect impatt@arguments of the verb
expressing the event withere- | will describe the relation betwegpere-verbs and
their arguments with the help of Mapping Hypothesis.
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Chapter 6 is going to take us back to this chapter and to shaehvatfithe problems
postulated here received their solution, and which probleannot be solved at this
point and require further research.

1.8.3 Background syntactic assumptions

As | mentioned eatrlier, the aim of this dissertation is a elowestigation of one par-
ticular area of the syntax-LF interface, namely aspectoah#tion of Russian verbs.
In addition, the investigation is going to concentrate oe particular domain of the
clause: theP-phase. In general, this work is written within the framenaf Generative

Grammar and the ideas it elaborates are based on the resetdgiaents in the theory
(Chomsky (1995), Chomsky (2001b)). More concretely, | ampaithg a construction-
alist approach to the syntax-semantics interface advddateorks by Marantz (1997),
Borer (2005), Ramchand (2006) etc. This approach empl@/mtlowing assumptions:

» There is a universal hierarchy of functional projections
» Complex morphology reflects complex syntactic hierarchy

» Event structure and argument structure come from the sfatanvironment of a
verb

This approach varies in the amount of grammatical inforamedivailable for lexical
items (listemes) in their storage place (lexicon, encyetb@). In the extreme cases
(Borer (2005)) all grammatical information is represenigdthe functional structure
of the clause. In other analyses (e.g. Ramchand (2006)dexems are inserted into
syntax with category information.

The clause is generally mapped onto a tree with binary bragatonsistent with
the X-bar theory (Chomsky (1995)). The head X is a termingthefmaximal projection
XP. XP has the Spec(ifier) and the Comple(ment). Such a steictflects the relation
of predication between the heads and their arguments. Takexample, a predicate
of the semantic typece,<e, t>, where e is an individual and t is a truth value. Each
syntactic position bears certain interpretative implmad for the compositionality of
the predicate and its arguments:
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(112) XP
t

T

Spec X’
e <e, bt
X0 Compl
<e,<e, b e

Every verb has an event argument (Parsons (1990)). Eventbecdecomposed into
subevents. Under mereological views (Landman (2000), ireamd(2004), Krifka (1998)
etc.) subevents are proper parts of the events with spebtificacteristics (much like
mass and plural entities). Under decompositional viewsand1979)) subevents are
predicates in their own right.

Dowty (1979) isolates three such primitive operators: CEJBO and BECOME.
CAUSE stands for the predicate bringing about the eventekample, in (113-a) ‘John’
causes the door to be closed. The process of closing the godwhn is represented
by the predicate DO and the result state of the door’s beioged comes as a conse-
guence of BECOME. CAUSE is not always present in the eveutsitre of verbs, like
in (113-b).

(113) a. John closed the door.
b. The door closed.

Thus, different combinations of Dowty’s predicates yidid following templates:

(114)  States: V(X...,X,)
Activities: DO (%, V (X1,. .., X))
Accomplishments: DO (% V (X4,..., %,)) CAUSE (BECOME V (x,...,

Xn))
Achievements: (BECOME V (..., X,))

Pustejovsky (1991), Pustejovsky (2004) takes Dowty’s theacstep further. According
to Pustejovsky (2004):376, ‘even those theories that relgame internal structure for
word meaning (Dowty (1979)...) do not provide a completeabirization for all of the

well-formed expressions in the language.” He notices thatet is certain systematicity
in the ambiguities exemplified below:

(115) a. Mary hammered the metal.
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b. Mary hammered the metal flat.

(116) a. Johnwiped the table.
b. John wiped the table clean.

According to Pustejovsky (2004), such a systematicity ssggthat ‘a more general
and simpler explanation is possible.” The ambiguity doediaan either of the verbs in
examples (115) and (116). The event structure of both reptagves of the ambiguous
pairs is the santé. It is described from the point of subevental analysis, wHeuste-
jovsky (2004) isolates states®je processes (8 and transitions (€. ‘In this view €
may be decomposed into two sequentially structured sulbevesi, €)' (p.378). The
verbs in (a) and (b) examples of (115) and (116) are both lyidgly specified with
an event type of process. The adjectival phrases ‘flat’ aledrc are clearly stative in
nature:

(117)
el

/\

e’ <el el >

John hammer the metal flat

\ NP AP

\‘/

VP

As the meaning of the sentence in (115) ‘is determined by fastbtion application
of hammer to its arguments and function application of ‘ftatthe event-type of the
verb, this is an example of compositionality’ (PustejovéR904):381).

The approach developed by Pustejovsky is a close precuirsloe theory | am go-
ing to follow. The First Phase Syntax by Ramchand (2006) nizpsty’s and Puste-
jovsky’s subevental predicates onto the syntactic streabfithe verb representing the
decomposed event. In this approach, too, events are augdheid three subparti-
tiation, corresponding to Dowty’s CAUSHyrocesscorersponding to Dowty’s DO or
Pustejovsky’s €, andresult roughly corresponding to Dowty’'s BECOME. Unlike in
Dowty (1979),resultclearly represents a result state, not a transition to mftiee pro-
cessual part of the event. As now the subevents have theiflowetional projections in

19“Event-based interpretation of a word or phrase’ is termgdPbstejovsky (2004):378 ‘event struc-
ture’.
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the syntactic structure of the verb, Ramchand’s systemcismpatible with the Theta
criterion, since the same argumetitd stickin (118)) can be multiply represented as a
subject of a separate subeventive predicate:

(118) From Ramchand (2006):69

a. Katherine broke the stick.
b.

initP

Katherine /\

init procP
break /\
the stick
proc resP
<break>

<the stick> P
res XP

<break>

Multiple representation of arguments is described in dg¢iawal terms of Merge and
Move (Chomsky (1995)). The argument merges as the subjebedbwest predicate
that ‘shares’ it with other predicates: i.e, the argumenv@sao their Spec positions.
The argument is spelled-out in its top-most site.

Thus, considered from the mereological point of view on the band and the view
developed in the First Phase Syntax on the other, the sarfecies verb in Russian,
sorvatj ‘rip off’, simultaneously represents an indivisible ata@nevent (a minimal ele-
ment in the join-semilatitce) and a complex macroevent agxxsable into three predi-
cational augments.

The details of the proposed machinery are going to be exéatpin the chapters to
come.
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Chapter 2

Lexical prefixes

2.1 Foreword

| already introduced the notion of lexical prefixes in Chapte It was claimed that

lexical prefixes embody Dowty’s BECOME predicate and tunivéges and states into

telic accomplishments and achievements. | repeat (45)) an(llthe table from Chapter
1 demonstrating the telicity of LP verbs below:

(1)  bitj ‘beat’ ACTIVITY - vybitjknock?” out’ ACCOMPLISHMENT
jexatj‘drive, ride”” ACTIVITY - prijexatj ‘arrive” ACHIEVEMENT

(2)
Unprefixed Prefixed
States znatj otvet poldnja | priznatj *(oSibku) za
pjatj minut
‘know the answer forl ‘confess a faultin five
half a day’ minutes’
Activities guljatj dvacasa vyguljatj *(sobaku)
za dvatasa
‘have a walk for two| ‘walk a dog in two
hours’ hours’

| also mentioned that lexical prefixes can be spatial or yghogatic in meaning.
In this chapter | am going to elaborate on the assumptionermealiously and using
relevant literature show how they work in semantics andasynBefore | do so, | will
present the class of lexical prefixes proper.

As prefixes have historically developed from the preposgiMatushansky (2002)),
some of them have retained prepositional meanings. Fromomawwill translate them
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systematically according to their prepositional meanifygsdo-, na-, nad- pod- ot-,
pri-, s- andu-), or according to their newly developed onea{ 0-/ob- pro-). Some
prefixes have no corresponding prepositiong.,(pere; raz-), so their translation is
based on their spatial meanings. The prefixes are:

3)
V- ‘in’ vy-  ‘out.of’
do- ‘up.to’ za- ‘on’
na- ‘on’ nad- ‘above’
o-/ob- ‘around’ ot- ‘aside’
pro-  ‘through’ pere- ‘across’
pod- ‘under  pri- ‘by’
raz-  ‘apart’ S- ‘with’ or ‘off’
u- ‘away’

As | have already said, the view that is maintained in thiskasithat the prefixes
above are resultative predicates that represent the statdt‘in’, ‘out’, ‘on’, ‘through’,
‘by’, ‘above’ and ‘below’. Lexical prefixes can also attachstemelfactives and the verbs
like brositj ‘throw’, kupitj ‘buy’, datj ‘give’, which are already perfective. However, as
| will show below, the ability of lexical prefixes to attach &fready perfective verbs is
not inconsistent with their usage as resultative predscate

In addition to the claim that lexical prefixes are resul@atpredicates, | give here
several tangible characteristics that isolate lexicaliyee as a separate class (I briefly
mentioned them in Chapter 1). The characteristics are:

* lexically prefixed perfective verbs have secondary imgaive (2Impf) counter-

parts:

4) Opjatjjego direktor segodnjgropescil! -On
again him.Acc. directorNom. today  through-sand”.sg.ms. heNowm.
jego kazdujunedelju propescivajet.

him.Acc. each weekacc. through-sandd
‘- The director again tore a strip off him today! - He tears @psoff him every
week.’

» when two prefixes stack a lexical prefix is always the innex @g-in (5)):
(5) Avtor navydumyval sjuzetnyx linij.

authorvom. CUM-out-thought”.sg.ms.plot. ADJ.pIGEN. linesGEN.
‘The author has invented a lot of story lines.
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* lexical prefixes often have no regular meaning, for whiclythave tradition-
ally been considered ‘modifiers of verbal meaning’ (Is&@ef1960)) or pieces of
derivational rather than inflectional morphology (Fili@@o)) - they create ‘new’
words:

6) On menja perebil.
heNoM. meAcc. across-beat’.sg.ms.
‘He interfered with me.’

Below | will use these characteristics as a diagnostic atldxprefixes to distinguish
them from ‘superlexical’ prefixes.

2.2 Theoretical premises

2.2.1 Event structure in the semantics literature

In Chapter 1 | stated that lexical prefixes are the closesbrpts of the BECOME
predicate in decompositional structure of events. BECOBIER marker of resultative
verbal predicates. The Vendlerian verb classes and ré&saltgecondary predication
have fit together in the literature since Dowty (1979). Taate®owty (1979) decom-
posed events into CAUSE, DO and BECOME semantic componéasording to
him, the verb classes have the following templates:

(7) States: V(X,..., X,)
Activities: DO (X, V (X1, .., %))
Accomplishments: DO (x V (Xi,..., X,)) CAUSE (BECOME V (%,..., X))
Achievements: (BECOME V (x..., X,))

As can be clearly seen from (7), accomplishments are thecoagblex event templates:
they include activities and achievements, connected bgAlusE component. More re-

cent approaches have remained faithful to Dowty (1979) watine adjustments. For
example, Levin (1999) isolates simple event structure tetep (activities, states and
achievements) and complex event structure templatesrtgdsihments). Accomplish-

ments are composed by the activity and achievement bothrirsyfstem and in the

system of Rothstein (2004):

(8) a. Levin (1999): [[x ACT MANNER.JCAUSE[BECOME[y<STATE-]]]
(causative)
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b. Rothstein (2004)Ae. e, Jes[e=5(e,Ue,) A (ACTIVITY(P))(e:)
A (BECOME(P’))(e)],

where®(e;Lie,) is an operation summing two atomic events into a new simgavient.

Pustejovsky (2000) also develops the idea of decomposifitime neo-davidsonian
event predicate into subpredicates associated with theveualbs constituting the bigger
event. Thus, instead of representing the accomplishmelatas\y \x\e[build(e, x, y)],
he proposes the following event tree for this verb where ttity part is represented
by el and the resultative part is represented by e2:

9)

e

RS

el*PROCESS €e2STATE
As accomplishments have such a complex event structure nivti surprising that
the verbs representing this class are often morphologicalinplex as well. In Slavic
they usually consist of a verbal stem and a prefix. Resudigtiedication in English and
other Germanic and non-Germanic languages is realizedgarate words, adjectives
((10-a), (10-d)), PPs (10-b) and particles (10-c):

(20) a. Mary painted the house red.
b. John ran to the store.
c. | ate the soup up.
d. John sang the baby asleep.

The sentence in (10-a) is a typical example of an accompksiiaterived from a tran-
sitive activity; that in (10-d) is an example of an accomimiieent derived from an in-
transitive activity. The analysis of the semantic processeolved in such derivations
proposed in Rothstein (2004) contains the operation RSUM:

* RSUM = resultative summing operation that sums the verbadipate and the
adjectival predicate;

* atype shift that takes place on secondary resultativeigagadn.

(11)  a.  RSUMf, 8] = Aylede Fey[e=%(eUey) Aa(er,y) AB(e:.Y)
A TPCONNECT(CU(g), &,y)]

'Rothstein (2004) deliberately eliminates theuse part from the event structure, because there are
non-caused accomplishments, like ‘eat a sandwich’.
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b- SHIFTactz'm’tyHacc(a<d,<e,t>>):
=\yede,ee="(e,Ley) Aa(ery)
N BECOME.y (&) A Arg(e)=y
N, e,C(&))]

c. SHI F-Ezctivityﬁacc (a<e,t>) :
Aylede,e[e="(eLle;) Aa(e)) A Arg(er)=y
N BECOME.y- (&) A Arg(e;)=Th(e)
A INCR(e,8,,C(8))]

In (11-a)a andj stand for the two predicates, the verbal and the adjects/ad &Mary
painted the house red’, TPCONNECT is an operation conrgthia time (T) and the
participant (P) of the complex event, which culminates;in"€he culmination modifier
denotes a function from activities to accomplishmentg].agsigns the culmination to
an event, and selects the theme (or affected argument) aifahex verb to be the argu-
ment of the culmination. When the matrix predicate is araimitive, the second clause
in the culmination modifier, Arg(e’)=Th(e), forces the variganing to shift from type
<e,t> to type<d,<e,t>, adding an argument to the matrix predicate which is the-argu
ment of the culmination event and thus the incremental théRwhstein (2004):101-
102), where d is a type for a free variable x, belonging to themain of individuals, e
is an individual, t is a truth value. (11-b) represents a tartafor the aspectual shift
from transitive activities to transitive accomplishme(it8-a): ‘resultative conjunction
is object-oriented, and thus the process conjoins exnessit type<d,<e,t>>’ (Roth-
stein (2004):76), (11-c) is a representation of the shdfrfrintransitive activity of the
type <e,t> to the transitive accomplishment (10-d) of the above meetiktypes. Thus,
all the accomplishments are transitive, because the catinimsubevent has an argu-
ment, an incremental theme, shared with the verb throughPIE&ONNECT operation.

Intuitively, in the terms of Pustejovsky (2000), the anaysf the sentence ‘John
painted the white house blue’ can be represented in a sirspl@matic notation, in
which the activity subevent precedes the result state subeand the two share the
argument throughout one macroevent:

(12) dxJdeldeZ[paintact(el, j, X)A house(x)\ blue(e2, x)A el<e?2]
This model is the closest semantic precursor of syntaghiesentation of event decom-

position.

2.2.2 First Phase Syntax

| do not find treating event and argument structure suffiomtitout appealing to syn-
tactic mechanisms underlying the composition of prediceti relations. Even if the
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systems in Dowty (1979), Levin (1999), Rothstein (2004) et@anage to capture cer-
tain regularities of the phenomena in question, they faiffter a systematic explanation
for non-arbitrary morphosyntactic derivations crosdliisgjcally.

Lexicalist systems account for various structures on a-bgsease basis. For them,
the verb comes from the lexicon with a semantic denotatiah phesupposes its ap-
pearance in certain semantic structures. For examplestifyjaransitivity emerging in
originally intransitive verbs containing the BECOME preatie, Rothstein (2004) postu-
lates the complicated type shift operation (11). Howewes,@peration is not applicable
to all intransitive verbs. Compare:

13) a. John sang the babies asleep.
b. The firewood burnt (*the paper) black.

This is one thing templatic systems cannot always pred&tmely, a way in which
resultative predication correlate with the argument stnecof the verb. However, when
one treats argument structure of the verb as the contribofids syntactic environment
which simultaneously determines structural options feulative predication, one can
draw a number of enlightening generalizations based orastiotregularities provided
by grammar.

| will appeal to Ramchand (2006) and her First Phase SyntagXplaining argu-
ment structure and event structure interdependence. TheHhase Syntax is a tri-
partite structure includingit(iation) P(hrase)proc(ess) P(hrase) amédqult) phrase.
Re® is the name of the resultative predicate locus that canxiealezed by a verbal
root (‘break’) or a separate morpheme or word in English (digla or a resultative
adjective):
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(14)
initP
(causing projection)

DP;
Subj. of ‘cause’ /\

init procP
(process projection)

Subj. of process /\

proc
(result prOJection)
DP;
Subj. of result res  Xp

_

An activity verb coming from the lexicon is inserted simuak@usly in two projec-
tions: initP andprocP, because it is agentive and stands for a process; it has amasme
of filling resP. As | will show below, theesP is filled by a prefix (see also Ramchand
(2004b), Ramchand (2004a), Svenonius (2004a)). The dbtigabject then is the
obligatory Subject of ‘result’ - and this is consistent wilothstein’s story. As | will
demonstrate in the coming sections, lexically prefixed sertten require not only a
direct object but also a PP, and the direct object of the &lyiprefixed verb is often a
specifier of the prepositional phrase. Thus, in the systemerevthe prefix is a head of
resP, the resultative predicate and the verb share one argRethistein (2004)) and PP
is an obligatory complement of the verb, one and the sameragtis simultaneously
an argument of the preposition, a Subject of ‘result’ and laj&ut of ‘process’.

From the perspective of syntactic constraints on lexicggiition known as the Theta-
criterion and the Projection Principle, the system desctibove does not seem very
plausible. | conclude that it works only at the macrolevieg tevel of the verb and its
arguments; at the level of event decomposition the argusneinthe event augments
inevitably ‘collect’ more than one role. Brody (1993) usedltiple Theta-marking of
one and the same argument as evidence against the Thet@aaritChomsky (1995)
for a number of reasons similar to those in Brody (1993) arel tdunon-existence of
D-structure rejected the Theta-criterion altogether.
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2.2.3 Two approaches to analyzing particles

Russian lexical prefixes can be analyzed on a par with Gempeanticles, having a lot
in common and inducing similar structural effects. Belowrégent the catalogue of
their similarities:

» phonologically most lexical prefixes on the one hand andr@eic particles on
the other have counterparts among prepositions;

* in Slavic as well as in Germanic the prefix (particle) and pheposition of the
same phonological form often coocur;

* they can have spatial meaning;
* or they can have idiosyncratic meaning;
* lexical prefixes and Germanic particles form accomplishitsiand achievements;

* the internal argument of a lexically prefixed verb and aiplgrtverb is a subject
of BECOME predicate;

* particles and prefixes often demonstrate similar behawgtiinternal argument
selection.

| will discuss how Germanic particles have been treatedendture and extend this
discussion to lexical prefixes.

There have been two main approaches in analysing Germanici@st the complex
predicate approach (CP) and the small clause (SC) apprdaelformer approach takes
the verb and the patrticle to form a constituent. One of th@@nents of this approach
is Zeller (2001). According to him, the contrast betweertiplarverbs and prefix verbs
in German and Dutch can be illustrated like the following:

(15) a. Particle verbs VP
/\
Spec V

N
PrtP V

|
Prt
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b. Prefix verbs VP

Spec Vv

PN
V

N
Pref V

The constructions in (15) explain why particle strandingdssible with the particle
verbs and impossible with the prefix verbs - the former nevakerup a complex head.
However, the direct object of the verb is directly left outlo¢ picture.

The second major approach to treating verbs and partictefiXgs) shows how the
presence of a prefix extends the argument structure of te ver

This is a Small Clause approach (den Dikken (1995), Dehé. ¢2@02) and the
references cited there, Ramchand and Svenonius (2002))prdponents claim that
a particle and the direct object are the Head and the Speoffigre same maximal
projection, that is, the particle predicates of the dirdgeot:

(16) [vp...write [sc[npthe number]p,, :.down]]]

In Ramchand and Svenonius (2002) V and Prt (Particle) areateetby R(esult) Phrase.
This is a position where the particle end up after the parsbift takes place. In the view
advocated by these authors, the internal argument of theisw@rtroduced by Prt:

(17) [Vp AGT throw-v [VP UNDR ty [Rp HOLDR of-R [PrtP the rat [Prt tpe ] ] ] ] ],
where WNDR is Undergoer and HLDR of-R is a Holder-of-Result State.

As is clear at this point, this is the analysis | am adoptinthis work. It is also cor-
roborated by the data above and the part of the semanticsamalijered in Rothstein
(2004), which deals with the argument introduction in acpbshments.

(18) a. Heran his shoes ragged.
b. She wiped the table clean.

. [rp[pphe]lyrran]rp[pprhis shoes]rragged]]]

It remains to clarify what category a lexical prefix actuakypresents. In section 2.2.1 |
mentioned a group of verbs which have a culmination compidneheir event structure
prior to prefixation. According to the First Phase Syntax eipslch verbs lexicalize all
the three subevent projections without extra morpholddawls (like prefixes). Con-
sider the example from Ramchand (2006):
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(19) a. Katherine broke the stick.
b.

initP

Katherine /\

init procP

break / \
the stick /\

proc resP
<break>

<the stick> o~
res XP

<break>

The example in (19-b) demonstrates that RP can be presem istiiucture of the
verb even without a prefix. Thus, the prefix must originateriather projection, lower
down than RP. Lower down there usually can be a PP. This id@aascorroborated by
Ramchand and Svenonius (2002) to which | return in the faligvgection.

2.3 Types of lexical prefix

In this chapter | am going to show how the first type of perfexis formed. As lexical
prefixes head a small clause, they introduce a predicatsbnadture of their own. Thus,
attaching to the verb, they interact not only with its aspaktharacteristics, but also
with the relation between the verb and its arguments, sorigaal argument structure
of the verb itself is important in combining the two predioatl structures.

Prefixed transitive verbs remain transitive; however tligiect object can be se-
lected not by the verb but by the prefix. In addition, some pesfinduce the presence
of a PP in the complement position of a transitive VP. Intitaresverbs are subdivided
into traditional unaccusatives and unergatives. Quitesisbently the former demon-
strate the following structure: DP PRF-V PP, whereas thesire of the latter (when
they exist) is DP PRF-V DP. The patterns outlined here do epedd on the thematic
role or incrementality of the object, neither do they dependemantic characteristics
of the verb apart from its (in)transitivity.



2.3. TYPES OF LEXICAL PREFIX 71

As prefixes are a subclass of the category of preposition aneldn argument struc-
ture, at this point we should discuss the prepositionattire. The argument structure
of prepositions involves two important spatial notions@hdused in research on the cat-
egory P (see, for examples, works by Peter Svenonius onpi® téigure and Ground.
‘Figure’ and ‘Ground’ are substitute terms for ‘Theme’ ariadb¢ation’ arguments of
prepositions. Prepositions are normally conceived of &giom between Figure and
Ground. Talmy (1978):627 characterizes Figure and Grosrfdlbws:

(20) The Figure object is a moving or conceptually movablafpohose
part or site is conceived as a variable the particular valuwehech is
the salient issue.

(21) The Ground object is a reference-point, having a statip setting
within a reference frame, with respect to which the Figupaith or
site receives characterization.

For example,

(22) a. Thepen lay on the table.
b. The pen fell off the table.

‘In both, the penspecifies the object which functions as Figure, tredtablethe object
which functions as Ground’ (Talmy (1978)). Prepositiongéhaertain characteristics
with respect to both, Figure and Ground, discussed in diet&lenonius (2002) and
Svenonius (to appear):

* if there is a complementto P, it is always the Ground;

» P determines (lexically) whether there is a Ground;

P can place selectional restrictions on the Ground;

» a Figure is expressed or implied;

P does not c-select Figure
» P can s-select Figure

Consequently, prefixes have the characteristics aboveanbdaye a different argu-
ment structure. With respect to that predicational stmactihere are three main types of
prefix:

* Prefixes with a Figure and a Ground
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» Prefixes with a Figure

* Prefixes with a Ground

2.3.1 Prefixes with a Figure and a Ground

In this group | consider cases where a resultative preditatees the final location of
the object (the Figure). Such resultative predicates adema by a prefix introducing
the Figure argument and a preposition introducing the Gioun

Transitive verbs

With transitive verbs, consider the example in (23). Therptetation of this example
would be: ‘Waldemar made the street name be copied out ofdtebook by writing
it elsewhere.” The sentence in (23) is a demonstration ot#lectional properties of
the resultative predicate, combined with the selectiorhefvterb: withpisatj ‘write’
something goes to a new location by way of being written

(23) Waldemawy-pisal nazvanije ulicy iz
W. out-wrote” .past.3ms.nameAcc. streetGEN. out.of
bloknota.
notebookGEN..

‘Waldemar copied the street name out of the notebook.’

Thus, the spatial prefixes do not add to the argument struofithe transitive verbs, but
they do seem to co-(s-)select for the arguments:

(24)  pisatj pisjimo'write a letter’

a. vypisatj *pisjmo/  predlozenije iz pisjima
out-write?.inf letteracc./ sentenceacc. out.ofletterGEN.
‘copy *a letter/ a sentence from the letter’

b. vpisatj *pisjmo/  predlozenije v pisjmo
in-write ©.inf letterAacc./ sentencecc. in letteracc.
‘insert *a letter/ a sentence into the letter’

C. zapisatj *pisjmo/  predloZenije s doski
on-write”.inf letteracc./ sentencecc. off blackboardzEN.
‘put down *a letter/ a sentence from the blackboard’

2In this particular case the original stays where it is; bathies are preserved, so to speak. A lot of
spatially-prefixed verbs stand for a real change of locatisrwill be seen below.
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d. pripisatj *pisjmo/  predlozZenije
by-write ©.inf letteracc./ sentencecc.
‘add *a letter/ a sentence’

e. propisat] *pisjmol/lekarstvo
through-write *.inf letteracc./ medicineAcc.
‘prescribe *a letter/ a medicine’

f.  nadpisatj ?pisjmo/knigu

above-write”.inf letteracc./  bookAcc.
‘sign (on top) ?a letter/ a book’

The verbs of creation are not the only cases where prefixestgel the argument. As |
mentioned at the beginning of the section, it does not medtehich semantic class the
verb belongs. Take the transitive verb of motmgmatj ‘chase, drive’. In its unprefixed
form the verb selects for the internal argument whose refaseeither animate or a
vehicle, when it is prefixed witpro- ‘through’, the internal argument of the verb can be
‘an article’ or ‘a speech’

(25) Neuzelineljzja bylo  statju shaCala&erez  WORD
prt. not-possiblavas.defarticleAcc. first  throughWORD AccC.
prognat;j?

through-drive *.inf.
‘Why didn’'t you first test the article in the Word?’ (meanirggtspelling check)
(http://www.ryazancity.com/guestbook/index115.html)

In such cases where lexical prefixes seem to substitute ¢uenants of the transitive
verbs with their own, the thematic relations between thé @& its object are different
from the original. You can ‘under-write a letterpodpisatj pisimo but this VP does

not stand for the event of writing a letter at all, it is an eveinsigning a letter.

Another interesting fact about the prefixed transitive gagithat they must have a
PP as their complement. The presence of a PP seems to be guwemse of the presence
of a prefix:

(26) a. Vasjgisal predlozenije (??iz rasskaza)
V.  wrote!.sg.ms.sentencexcc. out.of short.story.GEN.
‘Vasja was writing a sentence (??from a short story).’

b. Vasjavypisal predlozenije??(iz rasskaza)
V.  out-wrote”.sg.ms.sentence out.of short.story.GEN.
‘Vasja wrote a sentence out of a short story.’
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The question marks instead of a star in (26-b) is an indinadfcomittability of PPs for
pragmatic reasons.

The prefixes homophonous with prepositions are the stromyghscers of PP pres-
ence:

27) a. Kamenj; nadetskoj ploscadke byl sliSkom
stoneNoM. onchildren’sgroundLoc. was.mstoo
boljSim, jego  nevozmozndoylo razbitj, i togda
big.sg.maNSTR. it.ACC. impossible was.def.break.inf.andthen
Heikki vdavil jego  *(v zemlju).

H.NOM. into-pressed’.sg.ms.it.Acc. into earthacc.
‘The stone on the playground was too big, it was impossible¢ak it, so
Heikki just pushed it *(into the earth).’

b. Steparotkatil boCku s ogurcami ??(ot
S. aside-rolled”.sg.ms.barrelacc. with cucumbersnsTR. from
saraja).
barnGEN.

‘Stepan rolled the barrel with pickles away ??(from the haai).

c. Katjastérla kroski ??(sostola).

K. from-rubbed”.sg.fem.crumbsacc. from tableGEN.
‘Katja cleaned the crumbs ??(from the table).’

d. \eternagnal tuCi ?(naijuljskoje tromsovskoje
wind on-drove’.sg.ms.cloudsacc. on  July Tromsg.ADJ.
nebo).
skyAcc.

‘The wind has blown the clowds ?(onto July Tromsg sky).’

However as can be seen from the examples above, even theeprie@imnophonous with
prepositions allow PPs to drop in contextually clear caldlesin (27-b), (27-c) or, es-
pecially, (27-d) and maybe even in (27a$ome prefix-verb complexes are lexicalized
and their interpretation depends on the presence of a RRnlkybrositj musorout-
throw rubbish’ varybrositj sobaku *(iz oknaput-throw a dog *(out of the window?¥’ If

3This phenomenon is similar to the direct object drop in Rarssine discussion of which is beyond
the scope of this research

4As was noted to me by Asya Pereltsvaig, the presence of @plartPP can also change the meaning
of the Prefix-Verb combination:

0] Vybrosj eto iz golovy.
out-throwP.imper.2sgthis.Acc. out.ofheadGEN.
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the second example is used without a PP, the meaning wilkberithe first, ‘discard’.
Therefore, | will consider PPs obligatory with lexical prefs attaching to transitive
verbs. | will assume that a lexical prefix together with a psafponal phrase introduces
a predicational relation, the Figure, which then gets pri@hdo the object position of
the verb:

(28)  Kakvsegday vosemjcasov babuska  zagnala
as alwaysin eight hoursGeN. grannynowm. into-chased’.sg.fem.
korovu v  xlev I prigotovilasjjejo  doitj.
COWACC. (into barmcc.) andprepared it.Acc. milk.inf.
‘As usual, at eight o’clock granny drove the cow into the band was about to
milk it

The direct object ‘cow’ is the Figure of the preposition,cgnt goes into the barn, the
subject of the result state denoted by the prefix, since is epdin the barn, and the
internal argument of the verb. The internal argument of i \sometimes gets only
the accusative case from the verb, like in (27-c), and sonestithe accusative case and
the thematic role, like in (28): the object in (27-c) is ursdéed and incompatible with
the same verb without a prefix; in (28) the object can be theesaran when the verb is
unprefixed.

The case facts will be better seen when speaking about tfamsgitives. The resul-
tative interpretation of lexical prefixes makes it possiblethe VPs to pass the "rough”
telicity test ‘in an hour’:

(29) a. Katjastérla kroski So stola zapjatj minut/

K. off-rubbed”.sg.fem.crumbsacc. off tableGENin five minutes/
*pjat] minut.
five minutes.
‘Katja cleaned the crumbs from the table in five minutes/ *iee min-
utes.’

b. Veternagnal tuci nanebo zakakije-to
wind on-drove’.sg.ms.cloudsacc. onskyAcc in some
polCasa/*polCasa.
half.an.hour/half.an.hour.
‘The wind has blown the clowds onto the sky in half an hountialf an
hour’

c. BabuSkaagnala korovu v xlev zadesjatj
granny into-chased’.sg.fem.cowAcc. into barmcc. in ten

‘Forget it!”



76 CHAPTER 2. LEXICAL PREFIXES

minut/ *desjatj minut.
minutes/terminutes.
‘Granny drove the cow into the barn in ten minutes/*for temutes.’

The first conclusion that can be inferred on the basis of iigaserb prefixation and
its consequences for the argument realization of theses &b

1. After prefixation transitive verbs can have unselecteelotliobjects

2. The direct objects of the prefixed verbs are also ‘subjjetthe result state rep-
resented by a prefix and Figures of prepositions

3. Prefixed transitive verbs require PPs as their complesytimis the structure being
DP PRF-V DP PP.

Now | am going to establish the co-occurence patterns betW&eand PP. At some
point of the analysis (section 2.4) | will have to put the stwes in (30) together to
form a complex VP with the template above: DP PRF-V DP PP. Thmdexation of
DPs is decoded in the following waty

| | Arguments of V[ Arguments of P|

Internal Th =Theme G= Ground
External Ag = Agent F = Figure

Schematically, the two predicational structures repreeskhy a transitive verb and
a prefix with both arguments are:

(30)  [vp DP4y [VDPy, 1]+ [pp DPr [P DP; ]

As we know, in resultative structures the external argunoémihe preposition and the
internal argument of the verb is the same DP, that is;;DPDP in (30).

Intransitive verbs

There are two main patterns characterizing lexically pegfimtransitive verbs. Pattern
| describes the situation in which the subject of the verltss the Figure of the PP, and
the PP is obligatory with the prefixed verb:

SThe subscripts on the arguments of the verb are inspired bwtyp991): Ag corresponds to
Dowty’s Proto-Agent, and Th corresponds to Proto-Patibaimatic roles; the subscripts on the argu-
ments of the preposition follow the terminology from Talmiy9¢8).
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(31) Pattern |
a. Erik,zaCemty opjatjzalez *(nakletkus
E. why you.sg.againon-climbed”.sg.ms.ontocage with
popugajCikom)?

parakeetNSTR.
‘Erik, why have you climbed onto the parakeet's cage again?’
b. Xotj umenja i neboljSajasumma nasScéte, *(na

thoughatmeGEN. andnot.big sumNOM. onaccount.oC. on

nejeé) uze nabezali  procenty.

it. Acc. alreadyon-ran”.pl. percentsvom.

‘Although the sum in my account is not big, it has already it some
interest.’

c. lzmucennygazdoj putnik pripal *(k xolodnomu
tortured  thirstINSTR. travellerby-fell”.sg.ms.to cold
gornomurodniku).
mountainspringDAT.

‘The traveller, exhausted by thirst, knelt down and stadedking from
the cold mountain stream.’

d. Xozjainsobaki podlez *(pod komod) i
owner dogGEN. under-climbed”.sg.ms.underclosetacc. and
dostal sprjatannyjej televizionnyjpuljt.

got’.sg.mshidden  sheiNsTR. TV.ADJ. remote.controhcc.
‘The owner of the dog crawled under the closet and got the recuntrol
it had hidden away there.

If the surface subject of the verb is a Figure of a PP, there meisases of apparently
unselected subjects. This is indeed the case in (31-b): abyrfinterests’ do not ‘run’
in the usual sense of this verb, but considering the facttti@iGround is a sum of
money, the Figure is ‘interests’, and this is then promotegkternal argument position.

In Pattern Il, an intransitive verb becomes transitive aod®PR is required even in
those rare cases when the verb has a prefix. | am taking twansitive verbs in (32)
for an example and demonstrate what happens to them aftedgpien in (33):

(32) a. *dumatj Sutku b. *dutj svecu
think Z.inf. joke Acc. blow’.inf. candleacc.
“*think a joke’ “*blow a candle’
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(33) Pattern Il

a. Dimavydumal kakuju-toSutku k NastinomuDnju
D. out-thought”.sg.ms.some jokeAcc. by N.s dayDAT.
rozdenija, no onanikomu ne ponravilas;.

birth.GEN. butit nobodypAT. notappealed..sg.fem.
‘Dima invented some joke for Nastja’s birthday, but no okedi it.’

b. Rzevskijzadul svecu i stal medlenncsnimatj
R. on-blew” candleacc. andgot?.sg.msslowly take-off.inf.
obmundirovanije.
uniformAcc.
‘RZevskij blew on the candle to extinguish it and startexhdy to take off
his uniform.’

The presence of the PP in (33-a) is not obligatory, it is nob@mmement of VP. The
verbs in (33) seem to belong to the most interesting classause after prefixation
they become transitive, which supports the idea that itédixes that introduce a new
argument.

One possible exception to the generalization that Pattererbs disallow the pres-
ence of the PP is the case of the prefix

(34) a. Takgrazdaninydujte-ka vozduxvotv etu truboCku.

SO citizen  in-blow.prt. air prt. into thistubeAcc.
‘So, citizen, blow the air into this tube.

b. NaSnovyjsotrudnikuze vrabotalsja v projekt.
our new worker alreadyin-worked.self”.sg.ms.into projectacc.
‘Our new colleague has already submerged into the project.’

c. Vdumajsja v eti slova.
into-think.self.2sgiMP into thesewordsAcc.
‘Consider these words.’

This might be a property of a single prefix - in addition, as banseen from (34-b)
and (34-c), the verbs are not exactly transitive, insteath@fdirect objects they have
reflexive markerssja. If we assume thatsja in the examples above represents the
internal argument of the verb, the structures there aréyrdadse demonstrated by the
transitives: DP PRF-V DP PP

5The same verbs without prefixes have a different typesjs that does not represent the internal
argument, but rather changes the whole construction intmparsonal(-causative?) one:

0] Mne  zdesjxoroSodumajetsja/ rabotajetsja.
me.DAT here well  think ’.sja.3sg./ worK .sja.3sg.
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In general, the behavior of Pattern | intransitive verb®miniscent of that demon-
strated by transitive verbs:

1. After prefixation Pattern | intransitive verbs can haveealacted subjects (under-
lying objects)

2. Pattern | intransitive verbs (nearly) obligatorily taREs as their complements,
thus the structure being DP PRF-V PP.

If | put exceptional- prefixed cases aside, the general behavior demonstrated by t
Pattern Il intransitive verbs is different from the onedetafor transitive and Pattern |
intransitive verbs and has the following characteristics:

1. After prefixation Pattern Il intransitive verbs trangite
2. The newly acquired object of the verb is shared by the vedilae prefix.

3. Prefixed Pattern Il intransitives do not take a PP as tlmirptement, thus the
structure being DP PRF-V DP

2.3.2 Verb classes in Russian. The tests for (un)ergativity

As we saw from the behavior demonstrated by prefixed inttiaasi there seems to be
two distinct intransitive classes. The purpose of thisieads to examine whether the in-
transitive classes stated in the previous section corresfaathe unergative-unaccusative
division in the literature (Perlmutter (1978), Hale and Kewy(1993), Levin and Hovav
(1995), Kratzer (1996), Arad (1998), Harves (2002) etc.).

Some languages are luckier than others in having, for ex@rdgferent auxiliaries
with unergative and unaccusative verbs. Italian and Dutelree best known examples:

(35) a. Jarheeftgesprongen
J. havejumped
‘Jan has jumped.’ Dutch, unergative
b. Janisin de slootgesprongen
J. isintheditchjumped
‘Jan has jumped into the ditch.” Dutch, unaccusative
c. Gianniha corso.
G. haverun
‘Gianni has run.’ Italian, unergative

‘Thinking/ working is easy (pleasant) for me here.
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d. Giannié corsoa casa.
G. isrun tohouse
‘Gianni has run to the house.’ Italian, unaccusative
(examples from Arad (1998))

Russian does not have any overt expression of unaccugatdiviinergativity, or so it
seems, therefore a number of tests were coined for testngttins with respect to their
argument structure. The most popular tests are genitiveegétion and distributive
(preposition)po. | have doubts about the validity of these tests. Below | shibw why.

Genitive of Negation

The popular tests for unaccusativity in Russian, namelpjtive of Negation (GN) (Pe-
setsky (1982), Neidle (1988), Schoorlemmer (1995), Balgbav et al. (2001), Baby-
onyshev (2002), Harves (2002), Bailyn (2003)) and distriaupo phrase (Pesetsky
(1982), Schoorlemmer (1995), Schoorlemmer (2004), Ha{2@82)), are not reliable.
GN was proposed in Pesetsky (1982) as a diagnostic for ugatieitly because it is a
famous fact that genitive is often the case of the object®hiegated verb:

(36)  Jane Citaju knig.
| notread.pres.1sgbookSGEN.
‘I do not read any books.’

As the only argument of an unaccusative verb is its undeglyhbject, the GN phe-
nomenon has to hold of it too and it has to be ungrammaticél wiergative$

(37) a. Zdespe voditsja lose.
here notbe.found.pres.3sgmoose.plGEN.
‘Here moose are not found.” (Neidle (1988):73)
b. Zdesjtravy ne roslo.
here grassGeN. notgrew .def.
‘No grass has grown here.” (Schoorlemmer (1995):32)

c. *Nikakix devoCek ne tancevalo.
no.kind.pIGEN. girls.GEN. notdanced.def.
‘No girls danced.” (Babyonyshev et al. (2001):12)

However the following examples from Babby (2001):50-51@mesidered grammatical
by the author (Leonard Babby) and many native speakers tegagh they are supposed
to be unergative:

"The example in (37-c) is acceptable for a lot of native spesakecluding me.
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(38) a. Tam(boljSe)ne igrajet nikakix detej.
there(more) notplay’ .pres.defno.kindchildrenGEN.
‘There are no longer any children (seen) playing there.

b. Uze byli ne toljko kvartiry, no dazecelyje doma, %
alreadywerenotonly flatsNom. butevenwhole.pl.housesioMm. in
kotoryxne zilo ni odnogoceloveka.

which notlived’.def. notsingle personcen.
‘There were not only flats but even entire buildings in whicbre wasn’t
a single person living.’

On the other hand, the example in (39) is not as grammaticabaid be expected:

(39) *Ne upalo jabloka/jablok.
not away-fell’/!.def. apple/applesEN.
‘No apple(s) fell.

On adding a negative concord element the example dragtiogiroves:

(40) S etogo dereva ne upalo ni odnogo jabloka.
from this.ntGEN. treeGEN. notfell”.def. not.NPIsingle.ntGEN. appleGEN.
‘Not a single apple has fallen from this tree.

In addition, the picture is not as uniform as one would hopth wespect to passive
constructions: sometimes, like in (41-a), GN is possiblg,dometimes, as in (41-b) it
is not (the examples are from Testelec (2001):337):

8Compare the following unergative sentences with and withegative concord elements:

0] a. *V etoj komnate ne spalo detej.
in this.femLoc. roomLoc. notslept .def. childrenGEN.
‘No children were sleeping in this room.’
b. ?Vetoj komnate (jes¢é)ne spalo ni odnogo rebénka.
in this.femLoc. roomLoc. (still) notslept.def. not.NPIsingle.msGEN. child.GEN.
‘Not a single child has ever slept in this room.
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(41) a. Deneg ne bylo  prislano.
moneyGEN. notwas.def.sent.PPP
‘No money has been sent.’
b. *Statej ne bylo procitano.
articlesGeN. notwas.def.read.PPP
‘No articles have been read.’

As there are such a lot of contradictory facts about GN andidgements differ dras-
tically from one speaker to another, | am taking a stand agaising GN as an unac-
cusativity diagnostic.

So the facts justifying my doubts about this test are sunmadrbelow:

* A lot of factors are at play with GN: word order, negative cord elements, ref-
erentiality, presupposition of existence, possibly evigreat. Thus the right envi-
ronment for GN can be generated with any class of verb

» Without the above mentioned factors even unaccusativéigesubjects may
sound ungrammatical under negation (see (39))

Thus, even if GN is assigned to the subjects of unaccusagrlesymore easily than
to the subjects of some unergatives, it is not applicablediagmostic for unaccusativity
for reasons mentioned above (general messifess)

Distributive po construction

Distributivepois a preposition used in distributive constructions withlSTRIBUTOR
and a DISTRIBUTEE (or distributed share). The DISTRIBUTGR DQP (Distributive
Quantifier Phrase) headed by ‘each/ every’; the DISTRIBUT&E®hat is distributed
(Beghelli and Stowell (1997)). In Russian the latter is oftearked by prepositiopo.

The motivation that led Pesetsky (1982) and other authacthdose the distributive
po phrase as a diagnostic for unaccusativity was its syntdeattcbution: it is limited
to non-oblique VP-internal NPs:

42 a. Jaal kazdomumaljCiku po jabloku.
| gave’.sg.msevery boyDAT. poappleDAT.
‘| gave every boy (a different) apple.
(Harves (2002):92)

9For those interested, Paduceva (1997):107-109 offensgablat not exhaustive list of verbs allowing
GN on their subjects.
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b. Pojabloku wupalo s kazdogodereva.
po applepAT. fell”.def.fromevery treeGeN.
‘A (different) apple fell from each tree.
(Harves (2002):93 citing Babby (1980))

c. *V kazdoj kvartire smejalosj pomaljCiku.
in each.femflat.Loc. laughed.def. po boyDAT.
‘A (different) boy laughed in each flat.’
(Schoorlemmer (1995):33)

However, there are cases whemphrase can be a subject of a transitive or unergative
verhto:

(43) a. Kazdyfiljm posmotrelo poodnomu zritelju.

each film.Acc. watched'.def. po oneDAT. spectatoDAT.
‘Every film has been watched by one spectator.’

b. ?Kazduju rukopisj Citajet po redaktoru.
each.femmanuscriptacc. read.pres.defpo editorpArT.
‘Each manuscript is beign read by an (different) editor.’
(Testelec (2001):338)

c. (?)Po(odnomu)amerikancu v kazdoj komnate igralo
po (one) AmericanDAT. in every.femroomLoc. played!.def.
vV russkuju ruletku.
in Russian.femrouletteAacc.
‘One American in each room was playing the Russian roulette.

d. ?Vkazdoj pesocnice igralo po rebjonku.
in each.femsandbox.oc. played.def. po child.DAT.
‘There was a child playing in each sandbox.’
(Testelec (2001):338)

So the main reason for doubting the distributp@ phrase as a valid unaccusativity
diagnostic in Russian is:

» The empirical data show thab phrases are not limited to the internal argument

OHarves (2002) claims that ‘distributiveo phrases are disallowed with subjects of transitive and
unergative predicates due to the fact that transitive aretgative predicates are incapable of licens-
ing non-agreement in Russian’ (p.103). The claim is celgtaimong as has been seen from the examples
above and as was well shown in Pereltsvaig (2006), whereautthe@acomes to the conclusion that it is the
size of the nominal projection that matters for agreemenboragreement: DPs do agree with the verb,
QPs do not.

Ut is true that it's hard to judge such examples. The speakbrsaccept them claim that they sound
like puzzles from a maths book.
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position of the verb.

Thus, due to the general lack of understandingp@phrase and the contradictory
empirical data, this phenomenon cannot be used as an uadigdysliagnostic (though,
again,pophrase is more acceptable as an internal argument of thehaarlas any other
argument).

The test that works. Distributive and cumulative prefixes soping over the subjects

This test has been offered in Borik (1995), Schoorlemme®%),.9Harves (2002), Ro-
manova (Forthcoming). It is based on the structural pasibibsome superlexical pre-
fixes - namely, accumulativea- and distributivegoere-- with respect to the verb and its
arguments. The main idea is that cumulatige and distributivepere-scope only over

the internal arguments of the verb.

(44) a. ApostoAndrejnalovil peskarej.
apostle A. CUM-caught?”.ms. gudgeonssEN.
‘Apostle Andrew has caught a lot of gudgeons.’
b. | kto eto peremyl vse bokaly posle

andwho this DIST-washed”.ms. all.pl. gobletsacc. after

korporativnoj  vecCerinki?

corporative.fempartyGEN.

‘Who was that that washed all the goblets after the officeypart
c. O,skolko S8isek napadald

oh how.manyconesceN. CUM-fell .def.

‘Oh, what a lot of cones have fallen down!’
d. Vsekrysy peredoxli.

all ratsNom. DIST-died” .pl.

‘All the rats died.’

Thus, in (44-a) and (44-b) the superlexical prefixes undsrudision take scope over the
direct objects of the verb, in (44-c) and (44-d) they scoper dve subjects of the verb
- but in fact, they are still internal arguments. | think itbstter demonstrated by the
accumulative prefixia-, because it requires an overt or covert quantifiers whicigass
genitive to the objects: in (44-a) it is ‘gudgeons’ that aemitjve, in (44-c) it is ‘cones’
(here there is an overt quantifier though). The same configare not possible with
unergative verbs at all: cumulativea- does not attach to the majority of theff and

12A so-called saturativea-can attach to unergatives, but it scopes esgrcoreferent with the external
argument.
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with those it attaches to it never scopes over the subje& .s@ime is true of distributive
pere:

(45) a. *Pod batarejej naspalo mnogokotjat.
underradiatoriNsTR. CUM-slept?.def. many kittensGEN.
‘A lot of kittens slept under the radiator.’
b. *Deti pereplakali nad skazkoj.
childrenDIST-cried” .pl. overfairy.taleINSTR.
“*Children cried over the fairy tale one after another.’

From now on | will use this test for classifying the Russianbginto unaccusative and
unergative and thus it will be clear if we are getting an adddl test for unaccusativity
reflected in the pattern of attaching behavior of lexicafigess.

The unaccusativity test applied to Pattern | and Pattern Il intransitives

Here | am going to apply the valid unaccusativity test to tedog from section (30) (see
(48) for Pattern | and (49) for Pattern Il). The examples dfd?a | verbs in section (30)
are:

(46)  goretj‘burn’, bezatj‘run’, leztj‘climb’, (u)pastj‘fall’.

Under prefixation they bring about the structure similaihiat bf transitives: DP PRF-V
PP. The examples of Pattern Il verbs in section (30) were:

(47)  dumatj'think’, dutj ‘blow’, rabotatj‘work’, zitj ‘live’

Under prefixation these verbs project structures diffeh@mh both transitives and Pat-
tern | intransitives in that they do not have a PP: DP PRF-VA&¥an unaccusativity
diagnostic here | am using the accumulative prefix only, fistributive pere-or po-
attach to different verbs for independent reasons:

(48) a. nagorelo elektriCestva
CUM-burned *.def. electricityGEN.
‘lots of electricity was used’
b. nabezalo ljubopytnyx
CUM-ran ?.def. curious.plGEN.
‘lots of curious people have come (by running)
c. nalezlo vsjakix pridurkov
CUM-crawled”.def. sundry.pIGEN. MOronsGEN.
‘lots of different morons got in
(the forum on sqd.ru/music/metal/tigeldenage of_grotesque/
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review/print)’

d. napadalo apeljsinov
CUM-fell ".def. orangessEN.
‘lots of oranges fell down’

(49)

a. *nadumalo (mnogo)maljCikov
CUM-thought”.def. (many) boysGEN.
‘a lot of boys have thought’

b. *narabotalo kompjuterov
CUM-worked *.def. computersseN.
‘lots of computers have worked’

C. *nadulo uraganov
CUM-blew” .def. hurricanessEN.
‘lots of hurricanes have blown’

d. *nazilo mnogostudentov
CUM-lived ”".def. many studentsseN.
‘lots of students have lived’

As the tests in (48) and (49) show, | can boldly rename ‘Pattarerbs ‘unaccusative’
verbs and ‘Pattern II’ verbs ‘unergative’ verbs.

2.3.3 Prefixes with just a Ground

In the previous type of lexical prefixation, the prefix intunes the Figure that becomes
the internal argument of the verb, and the preposition thtees the Ground of the
spatial-resultative predication. In this section | am gadim investigate the prefixes that
introduce only a Ground argument and do not introduce a Eigwrill consider prefixes
like o- ‘around’, za-‘on’ andiz- ‘out.of’:

(50) a. Jussispisal vsju tetrad] (stixami).
Jussiout.of-wrote”.3sg.msall.femAcc. notebookacc. poemsINSTR.
‘Jussi used up the whole notebook (by writing poems in it).’
b. Ivan zakleil dyru (bumazkami).
Johnon-glued”.sg.ms.holeAcc (paperaNsTR.)
‘John glued the hole with pieces of paper.’

All the verbs in (50) select for different objects from theesrin the examples. You do
not write a notebook (51-a), you write somethingt, and you do not glue the hole, you
glue pieces of paper onto it (52-a). Compare the examplegabdhe unprefixed coun-
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terparts of the verbs in (50) yielding ungrammaticalityhwitit a PP and fully acceptable
with a PP:

(51) a. *Jusspisal vsju tetrad,.
Jussiwrote’.3sg.msall.femAcc. notebookacc.
“*Jussi wrote the whole notebook.’
b. Jusspisal stixi v tetradj.
Jussiwrote’.3sg.ms poemsacc. into notebookacc.
‘Jussi was writing poems into the notebook.’

(52) a. *lvankleil dyru.
Johnglued'.sg.ms.holeAcc
“*John glued the hole’
b. Ivankleil bumazki  nadyru.
l.  glued.sg.ms.papersacc. onholeAcc.
‘lvan was gluing paper pieces onto the hole.

As the verbs do not select for the arguments in (51-a) andajb#ie sentences are
ungrammatical or unacceptable; remember that with theiiiy@d counterparts in (50)
these nouns were licit. The sentences in (51-b) and (524w s¥hat source the argu-
ments in (50) have; namely, they are Ground arguments ofréggopitions. There are
also Figures in (51-b) and (52-b). What happens to them #ifeeattachment at-, za-
andob-? And what happens to the prepositions?

As we can see, the Ground argument in (50) immediately fallthe transitive verb
and has accusative case. With an overt preposition thisigosind this case are allo-
cated to the Figure ((51-b), (52-b)). When za-andiz- attach to the verb, the Figure
argument becomes optional and gets marked with the instriahease (50). All this
is very reminiscent of the passivization of a verb: its exé¢argument can be present
in the structure, but then it is optional and marked with the&rumental case (53-5)
meanwhile the internal argument of the verb occupies thé&iposand gets the case
typical of the external arguments of active verbs:

(53) Passive verbs

a. Policija arestovala studentov.
policeNoM. arrested”.sg.fem.studentsxcc.
‘The police arrested the students.” ACTIVE

b. Studenty byli arestovany policijej.
studentsvom. were arrested.PPP.pl.policeINSTR.
‘The students were arrested by the police.” PASSIVE

13The instrumental case on the external arguments corresgotide English ‘by-phrase.’
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The possible problem in the discussion is connected withnteepretation of the pre-
fixes and their relationship with the only argument they havieen a notebook ends up
in the result statés- ‘out.of’, it does not mean that the notebook is out of sonreghi
except for spacé.

Ground selecting prefixes and spray/load alternation

Besides the argument reversal type verbs like ‘fear-feghimentioned in footnote 14,
Ground selecting prefix constructions might be also reroemis of the ‘spray/load’ al-
ternation type verbs, only in this case the alternation ceiged by prefixation. The
Figure+Ground prefixes preserve the original argumentiogla of the verb ((54) and
(55)); the Ground prefixes reverse it (56):

(54) a. Kkleit oboi na b. *Kkleit] stenu
gluel.inf. w.paperacc. on gluel.inf. wall.Acc.
stenu obojami
wall.Acc. W.papennNsTR.
‘glue wallpaper onto wall’ ‘glue wall with wallpaper’
(55) a. nakleit oboi nastenu

on-glu€e”.inf. wallpaperacc. onwall.Acc.
‘glue the wallpaper onto the wall’

b. *nakleitj stenu obojami
on-glue”.inf. wall.Acc. wallpapennsTr.

4pointed out to me by Peter Svenonius, who suspects therd beghst an argument reversal similar
to Subject/Object experiencer cases like ‘frighten/fegither something goes out of space (like, poems),
or space goes out of something (notebook); either sometfoeg out of existence (i-a) or comes into it

(i-b):

0] a.  He cut his name out from the list.
b.  He cut his name out on a rock.

Interestingly, the sentence in (i-a) contains a changleadtion Theme, the sentence in (i-b) contains an
effected Theme. This pattern is also present in Russiant isutot connected with passivizing prefixes:

(i) a. Onvyrezal slonika iz dereva.
he out-cut”.sg.ms.elephantacc. out.ofwoodGEN.
‘He chipped a little elephant out of wood.’
b.  Onvyrezal zametku iz gazety.
he out-cut”.sg.ms.articleAcc. out.ofnewspapeGeN.
‘He cut an article out of the newspaper.’

| will return to such cases later in the chapter.
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‘glue the wall with wallpaper’

(56) wall’
b. zakleitj stenu
a. *zakleitj oboi on,-glue”.inf. wall.Acc.
on,-glue’.inf. wallpaperacc. obojami
nastenu wallpapennsTr.

onwall.AccC. ‘be-glue the wall with the wallpa-
“*be-glue the wallpaper on the per’

Most unprefixed verbs refuse to alternate between FigureGaodnd arguments,
includingkleitj ‘glue’, kapatj‘drip’, lepitj ‘paste’, bryzgatj‘spray’ etc. However there
is a limited number of verbs in Russian that truly behave iggray’ and ‘load’ even

when unprefixed:

(57) a. gruzitj seno na C. mazatj maslo na
load’.inf. hayAcc. on smear .inf. butteracc. on
telegu xleb
cartAcc. breadacc.

‘load hay onto cart’
b. gruzitj telegu

load’.inf. cartacc.

senom

hayINSTR.

‘load cart with hay’

‘smear butter onto bread’
d. mazatj xleb

smear’.inf. breadacc.

maslom

butterINSTR.

‘smear bread with butter’

The alternating nature of such predicates is preservedragilre+Ground prefixes:

(58)

a. namazatj maslo na namazatj xleb
on-smear’.inf. butteracc. on on-smear’.inf. breadacc.
xleb maslom
breadacc. butterINSTR.

‘smear the bread with butter’

‘smear (the) butter on the bread’

The difference between the majority of verbs (cf. (54)) dmelterbs in (57) is that
in the former case, the Ground prefixes create an order ofrtharents which is not
available otherwise, and in the latter case both orders\aiéahle prior to prefixation,
but one (Figure.c P Ground,c¢) gets blocked when a Ground prefix attaches:
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(59) a. zamazatj stenu kraskoj
on-smear’.inf. wall.AccC. paintINSTR.
‘bedaub the wall with paint’

b. *zamazat] krasku  nastenu
on-smear”.inf. paintacc. onwall.Acc.
“*bedaub the paint onto the wall’

C. izmazatj stenu kraskoj
out.of-smear.inf. wall.ACC. paintiINSTR.
‘smear the wall with paint’

d. *izmazatj krasku  nastenu
out.of-smear’.inf. paintAcc. onwall.Acc.
‘smear the paint onto the wall’

This set of data is supposed to show that the selectionakpiep ofza- iz- ando- are
strongly restricted to the Ground of a preposition.

Ground selecting prefixes and unaccusatives

There is basically one structure available with unaccusatith Ground selecting pre-
fixest:

(60) a. Nastupila osenj i derevia obleteli
came.fem.3sgautumnNoM. andtreesNomM. around-flew.3pl.
(opali).

(around-fell).
‘The autumn came and the trees lost all their leaves.’

15Some directed motion verbs demonstrate a different pattegrone characteristic of Figure+Ground
prefixes, DP PRF-V DP:

0) My s  carémobleteli svoi vladenija.
we with tsar  around-flew”.3pl. self.posspossessionscc.
‘The tsar and | have flown around our kingdom.’

The number of such verbs is limited and some of them are sutagile with their non-directed counter-
parts:

(i) On obegal obezal vsemagaziny.
he around-ran®.ndir.inf. / around-ran”.dir.inf. all shopsacc.
‘He has been to all the shops around’

Due to the small number of such cases | will consider themptianas to the otherwise robust general-
ization about the behavior of unaccusatives with Grouneicsiglg prefixes.



2.3. TYPES OF LEXICAL PREFIX 91

b. Castj steny oplyla.

partNoMm. wall.GEN. around-swany’.sg.fem.

‘A part of the wall guttered.’

(from Sergei Lukjanenko ‘Linija grez’

at www.grizly.cwp.ru/Index.php?uin=81&page=165)
c. NaSasobaka oblezla

our dogNowm. around-crawled”.sg.fem.

‘All the fur has pilled from our dog.’

Thus, the pattern shown in (60) is:
(61) DP PRF-V
In (60) there is no Figure in any of the examples at all. It igrammatical to say:

(62) a. *Derevja obletel listiami.

treesNoM. around-flew” .pl. leaveSINSTR.
“*The trees have been flown around by leaves.

b. *Stena oplyla Stukaturko;j.
wall.NoMm. around-swan'’.sg.fem.plastenNsTr.
“*The wall guttered with plaster.’

c. *Sobaka oblezla Serstju.
dogNowm. around-crawled” .sg.fem.fur.INSTR.
“*The dog has pilled with fur.’

Without the prefixes, the verbs in (60) combine with PPs aedatiguments occupying
the subject position in (60) are then Grounds of the PPs. Troetares are ungram-
matical or have a different meaning when the arguments istgqpreoccupy the subject
position of an unprefixed verb, just like it is with the Groundhe object position of an
unprefixed transitive:

(63) a. #Nastupila  osen;, i derevja leteli (padali).
camé’.sg.fem.autumnnom. andtreesnom. flew! .pl. fell”.pl.
‘#The autumn came and the trees were flying (falling).’

b. Nastupila osenj, i listja leteli  (padali) s
camé’.sg.fem.autumnnom. andleavesnom. flew!.pl. fellZ.pl. off
derevjev.
treesGEN.

‘The autumn came and leaves were flying (falling) from thedre

(64) a. #Sobaka lezla
dogNowm. crawled’ .sg.fem.
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NOT ‘The dog was pilling.
OK ‘The dog was sidling up.’

b. Serstj lezla s sobaki klotkami.
fur.noM. crawled’ .sg.fem.off dogGEN. flocksINSTR.
‘“The fur was pilling off the dog in flocks.’

So, the situation with the prefixes selecting for the Groutathing to unaccusatives is
that the Ground is promoted all the way up to the grammatiglajest position and is
assigned nominative case in that position. This is an egdeaesult, since unaccusatives
in general freely co-occur with PPs thus providing the pesfixnder discussion with the
selectee.

Ground selecting prefixes and unergatives

Some unergatives can combine with Ground selecting prefs@sie cannotspat
‘sleep’, plakatj ‘cry’). Among those that can are non-directed motion corpdgs of
the unaccusatives discussed in the previous séétion

(65) a. Onoplaval vsemorja.
he around-swam’.sg.ms.all seasAcc.
‘He has swum around all the seas.
b. NaSasobaka oblazila vsepomojki.
our dogNowm. around-crawled”.sg.fem.all scrapyards\cc.
‘Our dog has checked all the garbage-bins.

As one can see, the relational pattern between the argufghtsprefix-verb combina-
tion is absolutely the same as it is with the other lexicafipes attaching to unergatives:

(66) DP PRF-V DP
Non-motion verbs can also take the predix

(67) a. Danila-master obrabotal kamen;.
D.-mastemom. around-worked”.sg.ms.gemacc.
‘Master Danila filed down a rock/ a gem.

b. Prezident obdumal VOpros o]
presidentiom. around-thought”.sg.fem.questionacc. about
sostave buduscego praviteljstva.

makeupLoc. future.sg.mssEN. governmentGEN.

16]n Chapter 3 | will discuss prefixation of motion verbs in mdetail.
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‘The president considered the question on who to includetim future

government.’

c. Michaelobdul pistolet i polozil pod
M. around-blew”.sg.ms.pistolAcc. andput’.sg.ms.under
podusku.
pillow.DAT.

‘Michael blew off the dust from the gun and put it under théquil’

As the structure of unergatives with is completely the same as it is with other lexical
prefixes, the question is: can be a regular Figure+Ground prefix with the Ground ar-
gument unrealized due to the absence of a PP, charactefigtiefixed unergatives? In
order to demonstrate that the unselected argument is Bdiu@iGround of the PP struc-
ture, we need only look at the corresponding unprefixed weittsPP complements:

(68) a. *Onplaval vsemorja.
he swanY.ndir.sg.ms.all seasacc.
“*He was swimming all the seas’
b. Onplaval po morjam i okeanam.
he swam'.ndir.ms.sg.aboutseasDAT. andoceanDAT.
‘He was swimming around the seas and oceans.’

(69) a. *Danila-master rabotal kamen].
D.-mastemom. worked’!.sg.ms.gemAcc.
“*Master Danila worked the gem.
b. Danila-master rabotal nad kamnem.
D.-mastemom. worked!.sg.ms.abovegemINSsTR.
‘Master Danila worked on the gem.

(70) a. *Prezident dumal VOpros.
presidentioM. thought!.sg.ms.questionacc.
“*The president was thinking the question.’
b. Prezident dumal nad voprosom.
presidentiom. thought!.sg.ms.abovequestionacc.
‘The president was thinking over the question.’

The structures in (68), (69) and (70) do not help answer tlestipn about the source
of the argument introduced on prefixation. The PPs combiniitiy the verbs in the

examples above are not obligatory, thus they must be adjirasting no bearing on a
type of a prefix that would attach to the verb. Thus, the sesté@n(70-b) is not possibly
connected with any of the prefixed constructions in (71):
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(71)  Onvydumal/ pridumal/ produmal
he out-thought”.sg.ms/ by-thought?.sg.ms/. through-thought®.sg.ms.
VOpros.
guestionacc.

‘He thought out/ invented/ thought through a question.

O- seems to be a special prefix, as other Ground selecting palixenot attach to
unergatives at all: unergative verbs do not provide thietgp prefix with a spatial
structure containing a Figure-Ground relation. In mosesatis conclusion is well
supported by the data:

(72) a. *zrabotatj'away-work’, *isspatj'away-sleep’, izdumatjaway-think’, *iz-
dutj ‘away-blow™’
b. zarabotatjdenjgiearn money’ (idiosyncratic);Zzaspatjzadumatj gadost]
‘plan a nasty thing’ (idiosyncraticzadutj svéu ‘extinguish a candle light’
(idiosyncratic)

Thus, the prefixes discussed in this section take away oneramgt of the preposi-
tion (with the preposition itself) when they attach to triéimes and unaccusatives, and
change the argument structure of unergatives exactly isdhee way as other prefixes:

(73) Transitive verbs with Ground-selecting prefixes: DHFFRRDP

[vp DPay [V DPry, 1]+ [pp P DR ]
(74)  Unaccusative verbs with Ground-selecting prefixes PBF-V

[vp DPr, V] +[pp P DR;y]
(75) Unergative verbs witb-: DP PRF-V DP
[vp DP4y V]+[pp PDR;]

Notice that the two predicational structures in (73) and @4 united via the common
argument, DRPh = DP;. The situation described in (75) will shortly receive spéci
attention.

Tt is true thatiz- is a rare prefix, not productive, but its complete inabiliyattach to unergatives still
seems to be symptomatic.
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2.3.4 Prefixes with just a Figure
Idiosyncrasy of Groundless prefixes

A lot of non-spatial lexical prefixes convey just the meanoigompletion ((76-a) and
(76-b)), but some prefixes develop an additional metaphotépretation ((76-c) and
(76-d)). In any case, verbs with such prefixes do not requP® @omplement in spite
of their being transitive ((76-b) through to (76-d)) or uoasative (76-a):

(76) a. Drova progoreli i banja  nacala
firewoodthrough-burnt .pl. andbathhouséegarf’.sg.fem.
ostyvatj.

cool.dowr.inf.
The firewood burnt completely and the bath house (banyakstéw cool
down.
b. ImperatordPavia zadusili poduskoj.
emperor PAcc. to.death-suffocated’.pl. pillow.INSTR.
Emperor Paul was suffocated with a pillow

c. Lovko ty menja ujel! No niCego,jajecseé
skillfully you.sg.meAcc. away-ate”.sg.ms.but nothingl yet
podumaju, kak otvetitj!

think”.pres.1sghow answer.inf.
‘You got me! But ok, | will figure out how to answer.’

d. Jegmovuju knigu izdali za
his new.sg.femacc. bookacc. away-gave’.pl. behind
rubezom.
boundaryNSTR.

‘His new book was published abroad.’

In the examples above there is no P which could introduce ither & argument shared
with the prefix and the verb. The objects are selected by ttiearal the prefixes just add
a result state - completive, not spatial. The verbs in (7&ral) (76-b) are unaccusative
and transitive, respectively, and nothing happens to taguments after prefixation.
The same verbs without prefixes have the same arguments:

(77) a. Drova goreli.
firewoodNowMm. burned! .pl
‘Firewood was burning.’
b. Pridvornyje dusili imperatora.
courtiersNoM. suffocated .pl. emperomcc.
‘The courtiers were suffocating the emperor.
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From the number of examples with each prefix it can be seenstitae of them are
more productive than others and some of them produce maoeyidcratic readings
than others. Unproductivity often results in idiosynctaay can be inferred from the
example of the very unproductive prefiz- ‘out from’ (76-d) and the slightly more
productive prefixu- ‘away’ (76-c). Nowaday$#z- does not require a PP because it does
not participate in spatial predication. The meanings offlpoéfixes in (76-c) and (76-d)
can be seen as metaphors of their original concepts ‘odtpiz and ‘away’ foru- (see
Lakoff and Johnson (1980)).

Even if in the previous sections | assumed that Figure+QGiqarafixes have a sys-
tematic spatial meaning, verbs with Figure+Ground prefexad just Ground prefixes
can also occasionally have a non-compositional interpoetal repeat (27-c) and (60-a)
below as (78-a) and (78-b):

(78) a. Katjastérla kroski so stola.
K. from-rubbed?” .sg.fem.crumbsacc. from tableGeN.
Katja cleaned the crumbs from the table.

b. Nastupila  osenj i derevia obleteli
came.fem.3sgautumnNoM. andtreesNoM. around-flew.3pl.
(opali).

(around-fell).
‘The autumn came and the trees lost all their leaves.’

In (78-a) the verlieretj ‘rub’ and the prefixs- ‘off’ together form a combination with
not quite a compositional meanirggeretj ‘wipe off’. The verbteretj ‘rub’ does not
mean ‘wipe’ without a prefix. A non-compositional meaningatharacterizes (78-b):
the meaning the verlketetj ‘fly’ yields when it has a Ground selecting prefix attached
is unpredictabl®. The idiosyncrasy of the verbs in (78) is a by-product of ther-m
phosyntactic relationships between verbs and prefixespita ef a non-compositional
interpretation of the PRF-V combination, the pre$ixin (78-a) preserves its spatial
and selectional properties, introduces a Figure and regjaiitGround introduced by the
homophonous and synonymous preposition; the pty- in (78-b) also behaves as

18The idiomaticity of this particular combination goes fuetland involves the argument of the predi-
cate; the prefixed verbbletetj'around-fly’ is hardly ever used with any other argument theges’. In
fact, a certain reversal is happening in the conceptuattsire of the verb in question and the Figure
argument can be used as a subject of the construction instélael Ground with no consequence for the
interpretation:

0] Nastupila osenj i listja obleteli.
camé’.sg.fem.autumnnom. andleavesnom. around-flew.pl.
‘The autumn came and the leaves fell from the trees.’
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a Ground-selecting prefix: it ‘passivizes’ the prepositibstructure and promotes the
Ground argument to the nearest available case positiors, Bpatial prefixes can vary
with respect to the degree of idiosyncrasy or completeinessdonvey, whereas prefixes
with no Ground can only be idiosyncratic or completive.

The most systematic spatial behaviour is demonstrated éptéfix v- ‘in’, and
probablyvy- ‘out’ and nad-‘above’. The rest are more or less deviant, though the gen-
eral meaning can be observed throughout the example listaddition, the prefixza-

‘on’ is either polysemous or its meaning depends on the ¢tasghich its host verb
belongs (note that it never has the original prepositionsmmng ‘behind’): with mo-
tion verbs it means ‘on’ (79-a), with the verbs of consumptisomething like ‘after’

(79-b), with the verbs of destruction ‘to death’ (76-b), alhiis basically just a com-
pletive meaning, or with some verbs it selects a Ground ofnthre-overt preposition
(79-d). Notice that there is no PP complement in (79-b), &edteaning ota-here is

especially unpredictable as compared to its other insttonis:

(79) a. Erikzalez na kletku.
E. on-climbed”.sg.ms.ontocageacc.
‘Erik has climbed onto the cage.’

b. TétjaMaSazajela vodku cérnymxlebom.
aunt M. after-ate”.sg.fem.vodkaAcc. black breadiNSTR.
‘Aunt MaSa ate rye bread to kill the taste of vodka.’

c. ImperatordPavia zadusili poduskoj.
emperor PAcc. to.death-strangled’.pl. pillow.INSTR.
‘Emperor Paul was suffocated with a pillow.’

d. Kjartanzakapal divan krasnymvinom.

K. cover-dripped”.sg.ms.sofaacc. red WINeINSTR.
‘Kjartan covered the sofa with drops of red wine.’

According to Marantz (1997), ‘if the morphophonology jfists decomposition into
a complex structure of terminal nodes, the syntax must erthas structure and the
structure must be interpreted in the regular way for suclsitoations.” At the same
time, ‘roots may have special meanings in the (syntacticiteod of other elements
within a locality domain.” The locality domain is defined bhetlittle v: ‘nothing above
this head may serve as a context for the special meaning afcatyelow this head.’
This is consistent with the story developed here: superéxrefixes that attach above
VP (cf. Chapter 1) never create a situation under which a Veobareceives a special,
idiomatic, interpretation, whereas lexical prefixes casadto varying degrees (see (78)
above). Before proceeding, let’'s make the following assiong:
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* prefixes are not specified for the precise meaning in thedexand get their
interpretation from the structure they appear in

* non-spatial lexical prefixes are pure BECOME predicatel piimarily comple-
tive meanings

The examples showing the difference between spatial usartitles that creates
a compositional meaning for the whole verbal predicate,thed non-transparent use,
following Wurmbarnd’s (1998) terminology, that createggyncrasy, abound also in
Germanic languages, as was briefly mentioned above:

(80)  Spatial transparent particle meaning - compositioralpretation:

a. English (from Mcintyre (2002b)}ail off, go off, carry off;
b. Germanabsegelrsail off’, abgeherigo off’, abtragen'carry off’;

(81) Idiosyncratic or completive meaning:

a. English:eatup
b. Germanaufessereat up’;

| will follow Mcintyre (2002b), Ramchand and Svenonius (20@nd Svenonius (2004a)
in accepting the idea that both transparent and non-tramsiparticles must undergo a
unified analysis, because it is actually “arguable thatsginratic pv’'s inherited from
previous generations play a role in the expansion of thenitorg of pv’s, and that there
is such a thing as ‘productive idiosyncrasy’.” (Mcintyré®(@b):111). As the idiomatic
development of the meaning of some prefixes brings about tlogi-spatial interpre-
tation, they gradually stop being a P-like relation betwdenFigure and the Ground,
the metaphor induced by the prefix extends onto its Figuré,tb@ Ground becomes
conventionalized or abstract, therefore PPs are dispemsedCompare:

(82) a. Kotubezal iz doma.
cat away-ran”’.ms.sg.out.ofhomeGeN.
‘The cat ran away from home.’
b. Lovko ty menja  ujel (*iz doma).
skilfully you.sg.meAcc. away-até’.ms.sg.out.ofhome.GEN
‘You got me (out of home)!

Thus, exactly like Germanic particles, the Russian prefiagsbe spatial, on the one
hand (see section 2.3.1), or idiosyncratic or completivethe other hand (the present
section). If the former require a PP given the right verb type latter do not whatever
verb type hosts the prefix. In other words, the so-calledigpgatefixes mediate in the
relation between the Figure and the Ground arguments amtefiges discussed in this
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section do not. The only relation they participate in is wtk verbal predicate. The
prefix here introduces the shared argument, the Resultaehwhsimultaneously the
object of the verb. Separately, the two structures are:

(83) [vp DPay [V DPry 1+ [prpp DPg Prf]

In (83) DPrh = DPg. The same describes a big number of particles in Germanic lan
guages.

The parallel between lexical prefixes and Germanic particle

By this point the analogy between Russian lexical prefixed @ermanic particles
should have become noticeable. Summarized, the simdardf lexical prefixes and
Germanic particles are:

» phonologically most lexical prefixes have counterpart®@gnprepositions, the
exceptions beingy-, pere; raz- (cf. Matushansky (2002));

* in Slavic as well as in Germanic the prefix (particle) and piheposition of the
same phonological form often coocur;

* they can be spatial predicates mediating in the relatigaréi - Ground;

 or they can have idiosyncratic or completive meaning atrdduce only the Fig-
ure arguments;

* there are particles in German that can select for the Grangdment with an
optional Figure just like certain prefixes in Russian ((84d §35)):
Russian:

(84) Ivan za-kleil dyru (bumazkami)
Johnon-stuck holeAcc. (paperaNsSTR.)
‘John covered the hole with the papers’

19In Germanic there is no such a strong correlation betweesgh#ial meaning of a particle and an
obligatory presence of the Ground; so spatial particlesatsmintroduce only the Figure argument:

0] He carried the plantin.
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German:

(85)  weil derHansdasLoch (mit denZetteln)tber klebte.
sincethe Johnthe holeAacc. (with the notes) over stuck
‘since John covered the hole with the notes’
(Wurmbrand (1998))

Syntactic similarities between Russian lexical prefixed &ermanic particles re-
flect the Universal Grammar at work. This means that reptatiees of category P are
exponents of the same functional structure across languagkshould be analyzed on
a par.

2.4 Structural representation of LPVs and their argu-
ments

Both, particles in Germanic (Ramchand and Svenonius (2G0®) lexical prefixes in
Slavic constitute a part of the prepositional phrase. The&Pbe an extended pro-
jection in its own right and with its own functional structuabove the lexical prepo-
sition. There have been different proposals in literatunecerning the nature of this
functional structure (Radford (1997), Koopman (2000), rigveus (2002), Manninen
(2003), Svenonius (2006)). In this chapter | am going to us®abrella’ projection -
little p on top of P (Svenonius (2002), Manninen (2003)). Liftis an analogue of little
v with the expected consequences.

P is a head occupied by the lexical preposition. In sectiBrizhe schematic repre-
sentation of the prepositional domain contained PrfP imatety dominating PP. Now
| can substitute the label of the maximal projection headethb lexical prefix forpP.
Thus, the prefix itself lexicalizes the functional hgadPrefixes are often homophonous
and synonymous with big P and thus it is not unnatural thaptbéx and the preposi-
tion are products of the same extended projection. Basef@ngelectional properties
of p would be again analogous to thosevotthis is the head that introduces the exter-
nal argument of the predicate, in this case, a Figure of tepgsition. When the RP
is not lexicalized by the verb, it is lexicalized by the pretfivat moves there from the
pP. As we know by now, lexical prefixes can be transitive (Fegu@round selecting)
(86-a), intransitive (just Figure selecting) (86-b) anstjGround selecting (86-c) (based
on Svenonius (2002) discussing particles):
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(86) a. Transitive pP

T

Figure p’

/\
p PP

/\
P Ground
b. Intransitive pP

Figure p

c. Unaccusative PP
/\
P Ground

In the previous sections | showed the approximate configuraifor the verb and the
prefix with independent argument structures. In the follgvsections | am going to
structurally represent the fusion of two predicationalistures. All the important em-
pirical information has been retrieved by now from the distion of lexical prefixes
merged with different argument structures of the verb. kangple, all the spatial pre-
fixes discussed above repeat a uniform pattern. When thaghatd transitive verbs,
they basically behave like transitive prepositions fror-& with the only exception
that the Ground DP is introduced by a PP, complement tph&he First Phase Syntax
has room for PP predicates and contains a special proje@®i®nthat is going to glue
thev-clause and thp-clause together. The whole structure would be like thefaihg,
then:

(87) a. V-pisat adres vV spravocnik.
into-write.inf addressicc. into address-boolkcc.
‘To write an address into an address-book.’
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b.
V/
V pP
| P
pisatf DP RP
.
adres R
/\
R P’
N
p PP
|
V- P
/\
P |
| DP
\Y; —
spravocCnik

To summarize, the patterns of predicational structure ¢coations are:

(88)

| | Trans Vs |  UnaccVs | Unerg Vs
TrPs || DP4, Prf-V DPry,p PP | DPpy,,p Prf-V PP N/A

Intr Ps|[ DP,, Pr-V DPyy, » DPyy, 5z PV | DP,y, Pri-V DPy, 7
G Ps DPAg Prf-V DPTh/G DPTh/G Prf-V DPAg Prf-V DPTh/G

On the surface, without going into thematic relations betwthe prefixed verb and
its arguments, one can notice that the structure DP Prf-Vetested four times, the
structure DP Prf-V twice (with unaccusatives), and eaalcstire involving obligatory
presence of PP only once. On the other hand, unergative derin®t combine with
transitive prefixes. This is a surprising fact. The combanatpowers of the First Phase
Syntax should allow all types af to co-occur with all types qiP.

In the following section | will demonstrate that

* three apparently identical DP Prf-V DP and two DP Prf-V stawes represent
underlyingly different relations between the Prf-V compénd its arguments, as
can already be seen from subscripts next to DPs in the tabigll become clear
that co-indexation of DPs is the reflection of their overt moent;
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* unavailability of unergative verb + transitive prefix coimdstion stems from struc-
tural incompatibility of the two predicates.

2.4.1 Figure introducing prefixes with the three verb types

To be able to take an object, the prefixed verb should havattleeM in its structure,
which is necessary for accusative case assignment to tteenaX argument of the pre-
fix (cf. Svenonius (2003)). Thus, there are several ways iichvthe verb and the
resultative predicate share their argument. If it is introetl, say, by the littlp as a Fig-
ure, it gets no case from this projection; but in the objeditoan of the verb (Spec-RP)
it can be marked accusative by the litleSo, the view expressed by Mcintyre (2002a)
that ‘direct objects in resultative constructions areriged solely by the secondary pred-
ication’ seems problematic. He also claims that ‘they ateanguments of the verb’, but
itis not completely the case. As we have seen, the argumsenhbmatic properties that
came from the verb itself: DP can move to occupy more than osgipn in the process
of decomposition of the first phase derivational structiRanjchand (2006)). Below |
will first demonstrate the revised separate structuresréorsitive verbs and transitive
prefixes ((30) in section 2.3.1), and then show how the twolinen

(89) Transitive V, transitive P

a. Jussv-pisal bukvu v alfavit.
Jussiinto-wrote.past.3sg.msletteracc. into alphabetacc.
Jussiinserted a letter into the alphabet.

b.
[vp DPag [V DP7y, ]| [ » DPp [P DP; ]|
vP + pP
Initiator VP Figure o
| /\
| T bukva P PP
Jussi yndergoer  V |
| P v- v alfavit

bukvu pisal
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(90)

/\

Initiator v

Jussi \\/ VP
/\

v-pisal Undergoer \'

v alfavit

In (90), ‘Jussi’ is an Initiator and ‘the letter’ is an Undesry, a Resultee and a Figure.
Thus, the Theme argument of this construction forms a éhain

(91 [lette,, tettery, lettery]

The chain contains all the copies of the Theme. Dependinghat a/copy of the Theme
is predicated of P, RP or VP) it is assigned a role by the predicate. There arrale
ways of representing this structure, both within represtoal and within derivational
approaches. | am going to use the bottom up derivationabagprwith such underlying
mechanisms as merge and re-merge. For the purposes ofédhis the choice between
movement (re-merge) and a multidominance strategies isammeptually crucial. Both
comply with the hypothesis saying that ‘the whole is morenttiee sum of its parts’,
what Gartner (2002) calls his ‘neo-romantic hypothedigtice that in (90) there are
two accusative cases on DP arguments: one is on the Themmemgand the other
marks the Ground argument of P. Traditionally it has beenrassl that the accusative
case on the Theme argument of transitive verbs is assignibe tistle v (Kratzer (1996),
Hale and Keyser (1993)). Svenonius (2003) claims that thecemf the accusative case
on the Ground arguments of prepositions is the ljttle

So, the construction in (90) is transitive (it cannot be usgdout the PP); its Theme
argument has three roles and it assigns two accusative taslee Theme argument and

20The chain shows all the augmented event positions the Thegoenant of the verb occupies, with
its roles specified as diacritics on the copies. The copy lisiciot crossed-out is, naturally, pronounced
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to the Ground argument of PP. In unaccusative constructt@msommon argument of
p and V has to move to the subject position of the verb to get nativie.

(92)  Unaccusative V, transitive P

a. Jussvy-pal iz okna.
Jussiout-fell.past.3sg.msfrom widnow.GEN.
Jussi fell out from the window.

b.
[vp DPry, V] [ pp DPr [P DF; ]
VP + pP
Undergoer V' Figure P
| N | ) N
Jussi AV Jussi p PP
| |
-pal Vy- P
/\
P Ground
| |
iz okna
(93)
VP
/\
Undergoer Vv
‘ /\
Jussi \% RP
A
Res'ultee R
/\
Jussi R pP
. /\/
P
p/\PP
w- P Ground
iz okna

In (93) ‘Jussi’ is an Undergoer, a Resultee and a Figure, likestletter’ in (90).
However, the structure remains agentless and unaccusstoaise of the absence of
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little v and has one accusative due to the presence ofgittd@ the Ground argument of
P.

Intransitive prefixes do not have complement PPs. As was dstraded in section
2.3.4, such prefixes have lost their spatial meaning. Howyélrey still represent the
result state in the event structure of the verb. As there i$Roof origin for such
prefixes, they merge directly in RP.

(94)  Transitive V, intransitive P

a. Pridvornyje zadusili imperatora.
courtiersNoM. Prf-suffocated”.pl. emperomcc.
‘The courtiers suffocated the emperor.’

b.
[vp DP4g [V DPry, 1] [ prrp DPg Prf]
vP + RP
/\
Resultee R’
Initiator VP | |
| imperatora R
pridvornyje Undergoer \4 |
| T ad
imperatora  V
|
dusili
(95)
/VP\
INITIATOR V'
pridvornyje \///\\/P
zaduSili UNDERGOER V’
/\
imperatora \% RP
za-duSiH RESULTEE R’
R
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This structure looks almost like the one in (19-b) with onlyeadifference: R is
lexicalized by the resultative prefix, not a part of the vérbat. Whereas ‘the courtiers’
represent an Initiator, ‘the emperor’ is simultaneouslyesitee and an Undergoer.

Unaccusative verbs with intransitive prefixes demonstitagesame behavior, with
the usual difference in that the deep object of the verb, nogimally a Resultee, is
promoted to the surface subject position for case reasons:

(96) Unaccusative V, intransitive P

a. Drova progoreli.
firewoodNowm. through-burnt £ .pl.
‘The firewood burnt completely.’

b.
Lve DPry V] [prsp DPg Prf]
VP + RP
Undergé\\/’ Res|u|tee R|’
drc|>va V/\ drova I|?
go|reli pro-
(97)
VP
UNDERGOER v/
drova V/\RP

pro-goreli RESL‘JLTEE R
dreva r{

Thus, the only argument in (97), ‘the firewood’, is simultansly a Resultee and an
Undergoer.

Unergative verbs also take intransitive prefixes, which entlle verb transitive in
the usual sense of this word. However, the data in this sed@émonstrated that there
are very few resultative prefixes that attach to unergatiwesand a couple of others. In

Chapter 3 I will show that because of the inability of unergaverbs to combine with
pPs also, resultative prefixes attaching to this type of varinot merge in RP. In other
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words, unergatives co-occur neither wigR nor with RP. This is surprising, since the
two predicational structures do exist separately and coeldombined with the help of
RP exactly like it happens with other argument structureteuiexical prefixation:

(98) Unergative V, intransitive P

a. \Virus vyrabotal immunitet.
virusNOM. out-worked” .sg.ms.immunityAcc.
‘The virus developed immune resistance.’

b.
[ve DP4, V] [ pryp DPR Prf]
vP + RP
Initiator VP Resultee R’
1T, b |
virus \% immunitet R
/\ |
\|/ . Vy_
rabotal
99
vP
INITIATOR Vv
virus \/A\/P
vy-rabotal /\V
/\
V RP
A
rabotal resultee R

immunitet

To summarize, this section contained the structural arsabfsthe three types of
verb combined with transitive and intransitive lexicalfpres. Both transitive prefixes
originating in PP and intransitive prefixes originating iR Rttach to transitive and un-
accusative verbs and do not attach to unergatives. Two \digmrs fall out from this
generalization: first, the structure of the prefix-contagnPP is dependent on the argu-
ment structure of the verb it is a complement of; second, viadability of accusative
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case for the arguments of PP is also determined by the typeoferb a prefix attaches
to.

(100)
Transitive P Intransitive P
Trans | Ag, [Thy, Fag, Farlace, Grace | Ag, [Thy, Fag]ace
UnAcc [Thy, Fazg, Fhr], Grace [Thy, Fhz].
UnErg O Ag, Thace

As can be seen from the table, the internal arguments ofitikanserbs and their
complement PPs are both accusative marked. This happerts theepresence of both
little v and little p in this bi-predicational structure. Unaccusative verbsnig PPs
provide only one accusative which is assigned to the Grouguhaent of the PP com-
plement of the verb. This is expected, since liitlss assumed to be absent from the
structure of unaccusative vefbsbut little p is present in the structure of their preposi-
tional complements, which can be seen from the argumentae$aof the preposition.
The prepositional phrase has both arguments, and, as wed bifore, the Figure is
always introduced by littlgp. Predictably, when there is no littfein the structure, the
‘second’ accusative is not available: transitive and uatrg verbs prefixed with intran-
sitive Ps do not typically take PP complements and the ordysative we find in this
case is assigned to the object of the transitive verb or aotes object of the unergative
verb. Recall that the accusative marking of the Theme argumsedependent on the
little v, which is present in unergative structures. As you can seepnly argument of
the unaccusative verb with intransitive prefix is marked mative.

The question is: what bans the PP complement from appeanidgr wnergatives?
There seem to be no conceptual reasons for why this shouldenpbssible. Compare
the sentence in (101-a) to the Finnish example in (101-b):

(101) a. Orwyplakal vseslézy.
he out-cried”.sg.ms.all tearsAcc.
‘He cried out all his tears.’

b. Olenkatsonut sen kaksikertaa ja jokaikinenkerta
am watched.PERF.sgt.ACC. two timePART. andeachonly time
olenitkinyt silmat  paast.

am cried.PERF.sg.eyesAccC. headELA

2ln the system | am using little is the functional head correspondingititP in Ramchand (2006)
in that it introduces an Initiator. Simultaneously, it ispensible for the assignment of accusative to the
internal argument of the verb.
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‘| have seen it twice and each time | cried my eyes out of thelhea
(http://x-stage.yle.filnode/5277)

In the Finnish example the relation between the Figure aaditound is expressed via
the locative case marking on the Groumdd ‘head’ here) instead of the prepositional
predication. This leaves me to suggest that unavailal@fiBP complements for unerga-
tive verbs in Russian must be connected with case assigranghée Ground argument,

thus, with littlep. 1 am developing this suggestion in section 2.5.

2.4.2 Passivizing prefixes formerly known as ‘just Ground secting
prefixes’

The third type of prefix is a Ground selecting LP. Accordingtenonius (2002), such
Ps are unaccusative, since they do not introduce the eknguament. Consequently,
he analyzes them as having no litden the extended functional projection. In exam-
ples (73) through to (75) in section 2.3.3 my PrfP looked #ydike unaccusative Ps
in Svenonius (2002). However, now we know that prefixespaneads and cannot in-
troduce Ground arguments on their own. The Ground is alwatysduced by lexical
prepositions.

Thus, I will put forward the following claim. Ground selewgj prefixes trigger a
process reminiscent of the passivization of the verb: thhereal argument, the Figure,
gets demoted and the internal argument, the Ground, is geshto its position, say, for
case reasons. The ‘passivization’ of hfe looks like complete non-realization of the
preposition itself - just a prefix is present in such constams. The Figure argument
is optional and exactly like the demoted external argumétiievP it can appear as an
adjunct bearing the Instrumental case (an analogy of thédfrigy-phrase’):

(102) a. Jusgspisal tetrad] (stixami).
Jussiout.of-wrote.3sg.msnotebookaccC. poemsINSTR.
‘Jussi used up the notebook (by writing poems in it).’
b. Studenty byli zaderzany (policijej).
studentsvom. weredetained.PPP.pl.policeINSTR.
‘The students were detained (by the police)'.

Structurally, verbal and prefixal passivization thus lo@wsimilar, as (103-a) and
(103-b) show:
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(103) a. VP

T

is-pisal \%

tetradj PPpass
/\p |

P (InstrP)

is- PP stixami

N
P’

/\
0 DP

—_
tetrad

/\

studenty

/\

byli Ppass

/\(Instrp)

pO|ICIjej
/\V/
/\

zaderzany DP

—_
studenty

Due to the fact of striking similarity between verbal andfp@ passivization from now
on | will call Ground-selecting prefixes ‘passivizing'.
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Note, that in the construction outwardly identical to (1&)Zhe instrumental adjunct
is ungrammatical:

(104) Jussispisal rucku  (*stixami).
Jussiout.of-wrote penAcCC. poemsINSTR.
Jussi used up a pen *by writing poems with it.

Example (104) is predicted to be ungrammatical because tkearo structural source
for the prepositional passivization: in (105-a) there ifaiR (105-b) there is none

(105) a. Jusspisal stixi v tetrad;.
Jussiwrote’.3sg.ms poemsacc. into notebook Acc.
Jussi was writing poems into the notebook.

b. Jusspisal stixi ru cko;j.
Jussiwrote!.3sg.ms poemsaccC. penINSTR.
Jussi was writing poems with a pen.

C. VP
stixi \VA

\4 ruckoj

pisal DP
_
StixI

The sentences in (105) give support to the idea of the ‘passion’ of pP. This arises
from the fact that theP in (105-a) is a complement of the VP, wheraasoj‘pen.INSTR’
in (105-b) is an adjunct, it is optional and it has no preposit thus, no structure for
prepositional passivization. The forms prefixed by a spatiefix look like the follow-
ing:

(106)  Jussvpisal stixi v tetrad] (ruckoj).
Jussiin-wrote.3sg.ms poemsacc. into notebook ACC. pen.INSTR.
‘Jussi wrote the poems into the notebook (with a pen).’

Is- selects for the Ground of the PP and the only way to reach sodlmwn in the
structure is to block the merge (or movement) of ‘active’qmstions to P, therefore no
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case is available for the Ground argument and it has to begdeaiio the nearest case
position, the Figure argument can optionally appear asstnumental adjunct.

No optional instrumental Figure is possible with unacausat To illustrate, | repeat
(62-a) as (107-a) below and give the structure ot it

(207) a. Derevja obleteli (*listjami).
treesNnoM. around-flew” .pl. leavesINSTR.
‘The trees got sripped bare (*by leaves).’

b.
[vp DPry, V] [pP PDR;]
VP + pppass
T -y
Undergoer \A Py
| | p PP
derevja \% |~
TN ob- P
leteli ... o~
P Ground
| |
() derevja
(108)
VP
/\
Undergoer \
Derevja \ PPpass

() derevia

2Instrumental adjuncts are restricted to structures witleast a segment of the litthg like in ‘ac-
cusative unaccusatives’. According to Markman (2003)jlalbdity of accusative on the object in the

presence of non-agentive instrumental subject comes fn@n€CAUS projection, representing a part of
split vP:

0) Lodku  uneslo vetrom.
boatacc. away-carried.def. wind.INSTR.
‘The boat was carried away by the wind.

Thus, unaccusatives, having we, cannot provide instrumental to the Figurepof
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Interestingly, unergative verbs seem to combine with ossigaing prefix, namely,
o-. | repeat an example from (67):

(109) Danila-master obrabotal kamen;.
D.-mastemom. around-worked”.sg.ms.gemaAcc.
‘Master Danila filed down a rock/ a gem.

This is surprising, if ‘passivizing’ prefixes originate ine prepositional structure with
a deficient littlep. As we know from the data section and Table 2.1, unergativasod
combine with the littlep structure. | will shortly return to discussing unergativagh
passivizing prefixes.

Meanwhile, the interim conclusion states that deficietiélfiis not able to introduce
the Figure in its appropriate position. Like with intramsst prefixes, it reduces the
number of available accusative cases in both, transitideraransitive verbal structures.
Here | give the table from section 2.4.1 modified for passngprefixes:

(110)
Type of V Realization of F| Arg-s and their roles| ACC availability
Transitive optional Ag, [Thy, Thg, Thg] Th=G4cc
instr F (='by-phrase’)
Unaccusative O [Thy, Thg, Thg] O
Unergative ? Ag, [Thy, Thg, Thgs] Th=G?%cc

The verbs with passivizing prefixes differ from the verbshwittransitive prefixes
in that the argument of the preposition is assigned an atieagar, with unaccusatives,
nominative) case, and not the shared argument of the fitdad V. The Ground ar-
gument is promoted to the next available case position inthiix predicate domain
(Spec-RP).

2.5 The puzzle with unergatives. Den Dikken (2003)

The puzzle we still have to face at this stage is:

Unergative verbs cannot combine with tip® structure
headed by spatial lexical prefixes, although nothing in|the
First Phase Syntax prevents them from doing so.

In Romanova (2004b) | suggested that accusative is assignéet Theme argu-
ments of the verb in analogy with the nominative case assggrumAs is well known,
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nominative is assigned by the Tense head, but T alone is fiixtisat for this task.
According to Chomsky (2001a) ‘T functions in the Case-agrest system only if it
is selected by C, in which case it is also complete.” Extegdimns reasoning to case
assignment to the Themes, in Romanova (2004b) | argued ¢hatative is available
for unselected objects of unergatives only when there is seét Projection selected
by little v. In Pesetsky and Torrego (2004) the projection traditigniabeled AspP
is called Ty, by which the authors state the parallelism between thigption and the
clausal TP. So far, the important conclusion is that prefixeergatives have all the tools
necessary for marking their unspecified objects accusatetethere is no PP possibly
because there is no second accusative available for thet@bdt@round argument.

Some Germanic languages demonstrate interesting panaltelvith Russian with
respect to ‘passivization’ of P and special properties @rgatives. In German, when-
ever a verb has an incorporated particle (a prefix), the aegaithe verb shares with it
is the Ground of the preposition (cf. Noonan (2001)).

Compare two examples from Wurmbrand (1998): in (111-a) #réigle is not in-
corporated into the verb, and there is an overt prepositith & Ground argument.
In (111-b), where the verb has a prefix, there is no overt migpa and the Ground
argument is promoted to the case position:

(111) a. weil derHansdie ZetteluberdasLoch klebte
sincethe Johnthenotes overthe hole stuck
‘Since Jonh stuck the notes over the hole.’
b. weil derHansdasLoch(mit denZettel)Uberklebte
sincethe Johnthe hole (with the notes) overstuck
‘since John covered the hole with the notes’

According to den Dikken (2003) and vast data from Dutch, Pgemuinely incorporate
only in unergative verbs. He bases this conclusion on @iffebehavior of unergative
Vs with incorporated P and unaccusative and transitive \fls sg@emingly incorporated
P. Unlike in transitives and unaccusatives, in unergatives

* the object of P (the Ground, in our terms) can be extractad P and relativized
by thed-pronoun

* the object of P can scramble over an adverbial presumalginating in the ex-
tended functional projection of the verb

(112) Underlyingly unergative verbs in Dutch

a. dathij de boomisingeklommen
thathe thetree isin-climbed
‘that he has climbed the tree’
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b. de boomdie hijisingeklommen
thetree that heisin-climbed
‘the tree that he has climbed’

c. dat hij <gisteren> de boom<gisteren> is ingeklommen
thathe yesterday thetree yesterday isin-climbed
‘that he yesterday climbed the tree’

(113)  Transitive verbs in Dutch

a. dat hij de bal de kamerheeftingeschoten gerold/ gegooid
thathe theball theroom has in-shot/ -rolled/ -thrown
‘that he has shot/ rolled/ thrown a ball into the room’

b. *de kamer die hij de bal heeftingeschoter gerold/ gegooid
the room which he theball has in-shot/ -rolled/ -thrown
‘the room into which he has shot/ rolled/ thrown a ball’

c. dat hij <gisteren> de bal <gisteren> de kamer<?*gisterern>
thathe yesterday theball yesterday theroom yesterday
heeftingeschoten gerold/ gegooid
has in-shot/ -rolled/ -thrown
‘that he yesterday shot/ rolled/ threw a ball into the room’

(114) Underlyingly unaccusative verbs in Dutch

a. ?(?) dathij de kuil/ slootis ingevallen
thathe thepit/ ditchis  in-fallen
‘that he has fallen into the pit/ ditch’
b. *de kuil/ slootdie hijisingevallen
thepit/ ditchwhich he is in-fallen
‘the pit/ ditch into which he has fallen’

The possibility of the relativization of the object and itsldy to scramble follow when
itis actually the object of the verb, asin (112). Howeverkmwew that originally it is the
object of the preposition. Such sharing of the object of ttrepsition can result from
merging of two functional projections into one: the funo@bprojection of P becomes
one with the extended functional projection of V. This is wHan Dikken (2003) calls
genuine incorporation. Genuine P incorporation meansRi&traise tov and together
yield ‘government transparency’ effects (Baker (1988)):

(115) Government transparency corollary

A lexical category which has an item incorporated into it g@ms
everything which the incorporated item governed in its ioad
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structural position (Baker (1988):64)

In Den Dikken's theory, the only P that can incorporate isai@wf any functional
structure. This makes it impossible for the Ground argunteeget case from such a P.
However, P incorporation into the verb leads to the ‘govesnthiransparency’ effects,
thanks to which the Ground argument receives accusative thas littlev ‘shares’ its
capacity for case assignment with P that has become partidietsituation is different
with transitive and unaccusative verbs, of course. In thenéw the littlev licenses
accusative on the argument of the verb and has nothing letivéoGround argument of
the PP; and in the latter the littleis not present at all. Unergatives, thus, are the only
candidates for P incorporation. As in unergativesly potentially has the case marking
ability, it is activated by this incorporation process: lmihcorporation a DP argument
also appears in the structure of the unergative. As in ti@asiv assigns case to the
argument the verb already has, nothing would remain for tteai@ if P incorporated
into V. If in unaccusatives there is evenwdhere is no way for the case story to proceed
here.

A somewhat similar phenomenon is shared by other Germanguikges, like En-
glish and Norwegian. If scrambling of the object out of théR-complex is an indi-
cation of incorporation, pseudopassive constructiondova mentioned languages are
examples of such an incorporation at some level. The carrelipg Dutch counterparts
always feature the particlee-on their verbs:

ENGLISH

(116) this problem has been looked at from all possible angle
NORWEGIAN

(117)  taket ble gatt paavto barn
roof-def. becamewvalkedon of two children
‘the roof was walked on by two children’

DUTCH

(118) a. dit problemis vanuitalle mogelijkeinvalshoekerbekeken.
this problemis from all possible angles BE-looked
‘this problem was looked into from all possible angles’
b. hetdak werd doortweekinderenbelopen
theroof becamedy two children BE-walked
‘the roof was walked on by two children.
(den Dikken (2003):40)
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Thus, in Dutch both, prepositions and particles can inc@gointo the verb. When
it is a preposition, it truly incorporates only into undenlg unergatives and the verb
undergoes the ‘ergativity shift’ as can be seen from thel@uyico-occuring with it;
when it is a particle, it is invariablige-and the verb remains unergative:

(119) a. Jans/*heeftde bergop geklommen
J. is/ hasthe mountainup climbed
‘Jan has climbed the mountain.’
b. Jan*is/ heeftde berg beklommen
J. is/ has themountainBE-climbed.
‘Jan has climbed the mountain.’

In Russian, as | assumed, only prefixes (=particles) carrpiocate into the verb; and
the Dutchbe-(as well as Germahe-) corresponds to the Russian ‘passivizing’ prefixes:

(120) a. Kkleitj oboi nastenu
gluel.inf. wallpaperacc. onwall.Acc.
‘glue wallpaper onto wall’
b. zakleitj stenu  obojami
on,-glue”.inf. wall.Acc. wallpapennsTr.
‘be-glue the wall with the wallpaper’

den Dikken (2003), indeed, points out that

‘language variation in the domain of pseudo-passives caloes to which
of the two elements..., PRT and P, is lexicalized overtlytdbispells PRT
out lexically and has P null; hence P-stranding is not olzd#evon the sur-
face in something like (121). In the English equivalent &X}, by contrast,
PRT is null and P is overt (and the same is true for the Norweggses of
this type).

(121)  dit bedis nietbeslapen
thisbedis not BE-slept
‘this bed has not been slept in’
Assume , however, that there can be two Dutch scenarios fssi&uunergatives:

1. The Ground selecting prefix on unergatives is P like in {a)19

2. The Ground selecting prefix on unergativep,is; like in (119-b)

Scenario 1 is attractive from the point of view of incorpavatproper. If there is no
functional structure interfering between the verb and tleppsition, nothing stops the
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preposition from raising to the verb and incorporating ilt@®ne thing is problematic,
though. In Dutch, P incorporates into the littleof unergatives to ‘borrow’ the case
assigning power of the latter, since without functionaljgctions responsible for case
inside the PP the argument of the preposition is in dangeetbiihg no Case. In Russian
prepositions can often assign lexical case to their Grouggnaents ((69-b) is repeated
as (122)):

(122) Danila-master rabotal nad kamnem.
D.-mastemom. worked!.sg.ms.abovegemINSTR.
‘Master Danila worked on the gem.

Scenario 2 on which the deficient littfeincorporates into the verb is more along the
lines of den Dikken (2003), since, as we know from above,spé&ng’ p cannot assign
case to the Ground argument and its incorporationvnimuld make case assignment
to the Ground argument immediately feasible by Governmesmidparency Corollary.
On the other hand, in section 2.4.2 | claimed that co-ocoge®f Aspectual Projection
with the little v was enough for ‘activating/ and assigning accusative to new objects of
unergatives with any lexical prefix. In addition, out of tarer four passivizing prefixes
only the prefixo- attaches to unergative verbs.

At this point the unergative puzzle remains unsolved. Ingié@3 | will go deeper
into its investigation with the help of motion verbs. Motioerbs and prepositional
phrases can shed light on a) incompatibility of unergatwils transitive prepositions;
b) the character of what outwardly looks like ‘passivizipgéfixation.

2.6 Direct Object Types

In this chapter | have shown that lexical prefixes are malsnan-uniform and, depend-
ing on the argument structure of their host verb, can merge(aansitive prefixes), R
(intransitive prefixes) op,.ss (Passivizing prefixes). As the structural position of argu-
ments introduced by different type of prefix is also going &mywfrom case to case, it
is interesting to see how arguments introduced by R difilemfthose introduced by
and P. When speaking about the Themes of the verbs | used tiba nbchains. Say,

in (94) the Theme chain is:

(123) [imperatora, imperaterg]

That means that the ‘emperor’ in (94) can be realized in eitiiehe two positions:
the position of the Resultee and the position of the Underdoés not so easy to say
which copy gets pronounced in this example. As | claimed aebthe Spec-of-R is the
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case position for Figures (cf. section 2.4.1) and someti@resinds of the prepositions;
it can be a case position when the PP is absent as well. Ini@udibe Past Passive
Participle test shows that resultees are true holders otthét state:

(124)  zaduSennyj imperator
PERF-suffocated.PPP.sg.nesnperor
‘the suffocated emperor’

In spatial structures there is one more position for the Tdhargument of the verb, that
of Figure of the preposition:

(125) a. Nemcy smeli gorod s lica zemli.
GermansvoM. off-swept”.pl townAcc. off faceGEN. earthGEN.
‘The Germans wiped the town off the earth’s surface.’

b. [gorod;, gored:, gored:]

In (125) ‘the town’ originates in Spec-@P and the result state that holds of this argu-
ment is not just ‘wiped off’, but ‘wiped off the earth’s fac¢herefore a bare unmodified
PPP preceding ‘the town’ is ungrammatical:

(126)
a. *smeténnyj lica zemli
off-swept.PPP.sg.ms. faceGEN. earthGEN.
gorod gorod
town.NOM. town.NOM.
“*a wiped-off town’ ‘a town wiped off from the
b. smeténnyj S earth’s surface’

off-swept.PPP.sg.meff

The distinctions between the objects is more than twofbldyugh. The subjects of
the result state in (124) and (126) differ in the structudipons they were introduced
in. However, the subjects of R, even if introduced in the sagostion, can vary in
some respects too. Some of them cannot be modified by pastgpssticiples unless
the latter is modified itself:
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(127)  Jgpodaju  ??(sobstvennorucngpecénnyje pirozki Kk
| givel.lsg.self-handed.Adv. PERF-baked.PPP.ghiesAcc. to
stolu.
tableDAT.

‘| have put on the table the pies baked by myself.’
(beliashou.blogonline.ru/692753.html?mode=reply)

This is a surprising distinction, if we accept the idea inlibein (2004) that resultative
predicates always introduce incremental themes. The ther{i®5) is not incremen-
tal, yet it is introduced by the resultative predicate; thenes in (124) and (127) are
incremental, yet seem to differ from each other in some waythé following section

| am going to discuss what impact lexical prefixation actubds on the objects of the
verb. The analysis | am going to propose will link differentiarpretations of direct ob-
jects of the verb to their different local relations with theedicates whose subjects or
complements they can be.

A number of theories, some of which | mentioned in Chapteofinect the aspectual
interpretation of VP with the type and shape of the direceobpf the verb (Tenny
(1994), Kritka (1992), Verkuyl (1972), Verkuyl (1993), Smbrlemmer (1995), Kiparsky
(1998), Rothstein (2004), Borer (2005) etc.). Differentaus use different explanatory
mechanisms for the generalization that bare mass and plojadts induce atelicity of
VP, whereas quantized objects bring about a quantizedghtetic, reading of VP. This
connection is called ‘compositionality of aspect.” Thereoices that do not agree with
compositionality of aspect, especially in Slavic (Mtynayk (2004)). However, even in
English or in Finnish, languages where the aspectual rgaafithe verb does depend
on its direct object in many cases, the compositionalitysduos always hold:

(128) a. push the cart (Gillian Ramchand, p.c.)
b. loytti kultaa‘found some gold’ (Kiparsky (1998))

In (128-a) the object is quantized, yet the VP can be atelid128-b) the object is
partitive, yet the VP is telfc.

The popular opinion about Slavic is that perfective verlihige quantizedness of
mass and plural objects (Verkuyl (1999), Schoorlemmer $).9Borer (2005)). In this
section | will show that this opinion is correct only with pext to some lexically-
prefixed verbs and their Theme arguments.

Z3partitive objects in Finnish signal atelicity of the VP
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2.6.1 Objects introduced by the resultative predicates

Thus, the compositionality of aspectual interpretatiosuases that the objects of the
telic verbs necessarily get a strong interpretation. Theeszonclusion falls out from the
work by Rothstein (2004) and other works stating the homgimicrrelations between
the verb and its objects. This section will deal exclusiveith lexically prefixed verbs,
accomplishments-achievements by the old definition, thlis @évents in the traditional
view. It will be shown that the picture is not as uniform in Ria as predicted in the
literature. Let’s look at it point by point.

» Point 1. Rothstein (2004) claims that resultative premisantroduce incremental
Themes.

Resultative predicates can introduce change-in-locatlgacts, which are not incre-
mental themes, because they do not undergo a gradual chars@en Their state
remains the same, but their position changes. Yet, theylyngst specific or definite
interpretations.

* Point 2. Incremental Themes must be homomorphically méjoo¢o the event,
thus, if the event is telic, they must be quantized.

In Chapter 1 | established that incrementality underlyimgnbmorphic relations
between V and O, characterizes the events expressed byfauipex verbs and their
objects, thus lexically prefixed perfectives and their riné¢ arguments cannot be de-
scribed from this point of view.

However, creation verbs with Effected Themes might be dfie from the rest of
perfectives. Effected Themes receive only the weak ing¢ation even when they are
arguments of lexically prefixed perfectives. The Effectb@meplany‘plans’ in (129-a)
fails the SCRAMBLING test in (129-B%:

(129) a. Fakuljtet vyrabotal plany nabudusceje.
facultyNom. out-worked”.sg.ms.plansacc. onfutureAcc.
‘The faculty has worked out (the) plans for the future.
b. *Plany vyrabotal fakuljtet nabudusceje.
plansacc. out-worked”.sg.ms.facultyNom. onfuture Acc.
“*Plans the faculty worked out for the future.’

| will discuss effected objects in great details in ChapteNéw | will concentrate on
the affectedness of direct objects of lexically prefixedoger

24The tests for definiteness or specificity of DPs were intrediuia Chapter 1 and included SCOPE,
DP-EXTRACTION and SCRAMBLING. The SCOPE test does not usuabrk, so | rejected it. The
other two are more reliable.
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2.6.2 Affected and non-affected objects

Lexical prefixes are not essentially quantificational. Thailability of a quantified
(strong) interpretation on the objects of their host verbpehds on the type of the
object, and the type of the object might depend on its préidical relation with the
lexical prefix.

There are two big types of object discussed in literaturegdia (1986), Cornips and
Hulk (1999)): affected and non-affected objects. Affeabbjects undergo a change of
state in the run-time of the event (Roberts (1987)). Unaédidobjects are for example
effected objects that come into existence as a result ofviiet @nd change-in-location
objects that change their position as a result of the evem.fact that affected objects
syntactically differ from unaffected objects was noticaediaang ago as in 1986 by Jaeggli
(Jaeggli (1986)), who proposed the Affectedness Constrain

(130) If a complement of X is unaffected, it is impossible tongnate the external
theta-role of X.

Jaeggli (1986) introduced this constraint in connectiothwhe argument structure of
derived nominals. Affectedness Constraint seems to plaesole in the present anal-
ysis. It holds in Russian at least with past passive patésipPPPs of the verbs with
effected objects cannot be used without a by-phrase or sardéioation implying the
presence of the external argument (see also (127) in thadinttion to this sectioR):

(131) a. Mykleili oboi napokrasennyje steny.
we glued’.pl. wallpaper..accon Prf-painted.PPP.plAacc. wallsAcc.
‘We were hanging the wallpaper on the painted walls.’
b. *V mojej komnate visit napisannyj portret.
in my.sg.femroomLoc. hang$ on-written.PPP.sg.ms.portraitNoM.
“*There is a painted portrait in my room.

The example in (131-b) becomes grammatical when the extngament of the passive
participle is present in the construction:

2530 far, | am not sure what structural account there is for phisnomenon. Back in 1986 Jaeggli
explained it by the obligatoriness of exteri@role assignment by the nominals derived from the verbs
with unaffected objects.
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(132)  Vmojej komnate visit portret, napisannyj
in my.sg.femroomLoc. hangs portraitNom. on-written.PPP.sg.ms.
ispanskim xudoznikomnaP..

Spanish.sg.meSTR. artistiINSTR. on PACC.
‘In my room hangs a portrait painted by the Spanish artisgsemname begins
with P.

So, the Affectedness Constraint supports isolating ofcedfie objects into a separate
internal argument group.

| will focus on three important characteristics of affectdgjects and compare them
to those of non-affected, subdivided into effected and gkan-location objects. The
characteristics are:

* existence presupposition
* specificity or definiteness
» Affectedness Constraint effects with PPPs

First, let us look at the minimal pairs provided by affected affected objects. The
affected object in (133-a) existed prior to the event; tlieat¢d object in (133-b) came
to existence as a result of the event:

(133) Existence presupposition:

a. Onpererezal provoda.
he across-cuf’.sg.ms.wiresAcc.
‘He cut (the) wires into halves.
b. Onvyrezal slonika.
he out-cut’.sg.ms.elephantacc.
‘He chipped a little elephant.

The second characteristic tightly connected with the fingtis definiteness or speci-
ficity of affected objects of lexically prefixed verbs as oppd to vagueness of unaf-
fected objects. In (134-a) ‘the fuel’ is completely used od therefore is understood as
definite. In (134-b) the object ‘plans’ came into existermethe first time and therefore
does not bear any referentiality:

(134) Specificity:

a. Samoléet vyrabotal toplivo i  blagopolucno
planeNoM. out-worked” .sg.ms.fuel. Acc. andsafely
prizemlilsja.

by-landed’.sg.ms.
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‘The plane burnt out the fuel and landed safely.

b. Srazu poslesvadjby molodozény vyrabotali
immediatelyafter wedding..gennewlywedsnom. out-worked?” .pl.
plany na budusceje.

plansacc. for futureAcc.
‘Right after the wedding the newlyweds made plans for therit

The third characteristic was discussed at the beginninigeo§é&ction and exemplified in
(131) and (132). The affected object in (131-a) displayedahility to be modified by
PPPs with no agentive implication, the effected object Bil(b) and (132) displayed
the requirement in agentive modification of attributive BPReceding them.

Thus, to summarize, affected objects differ from effectbppats of the verb in the
following characteristics (cf. Cornips and Hulk (1999))

» (when mass or plural) they get a strong interpretation fiexically prefixed verbs
* they easily combine with unmodified past passive par@éspl

The verbs taking change-in-location objects and the vaakisig affected objects
both induce strong interpretation on their objétts
Change-in-location object

(135) Zaxar vbil gvozdi v dosku.
Z.NoM. in-beaf’.sg.msnailsAcc. in boardacc.
‘Zaxar hammered (the) nails into the board.

Affected object

(136)  Alisaumyla detej.
A. Prf-washed.sg.fem.childrenacc.
‘Alisa washed (the) children’s faces.’

26As existence presupposition is triggered by definitenass f@ssibly, specificity), | have collapsed

these two characteristics together.
2TApplying the Scrambling test for specificity (definitenes)he DPs in (135) and (136), we get:

0) a. Gvozdi Zaxar vbil v dosku.
nailsAacc. Z.NoM. in-beat’.sg.ms.in boardacc.
‘The nails Zaxar hammered into the board.’
b. Detej Alisa umyla.
childrenacc. A.acc. Prf-washed
‘The children’s faces Alisa wahsed.’
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Change-in-location object verbs and affected object vdiffsr from each other in the
second characteristic: unlike affected object verbs, #rbs/taking change-in-location
objects cannot form unmodified PPPs. In the introductiorhi® $ection | mentioned
that the past passive participles cannot modify the obpHdtse verbs with spatial pre-
fixes unless the former include a PP. Here are more exaffiples

(137) Change-in-location objects
a. otkacennaja *(ot steny) telezka
aside-rolled.PPP.sg.femfrom wall.GEN. cartNOM.
‘althe cart rolled from the wall’
b. smaxnutyje *(so stola) kroski
off-waved.PPP.pl.off tableGEN. crumbsNoM.
‘flicked *(off the table) crumbs’

Affected object

(138) otremontirovannaja telezka
Prf-repaired.PPP.sg.fem.cartNoM.
‘repaired cart’

So far, the distinctive characteristics of affected and-affected objects seem to be
clear. To summarize, affected (AO) and non-affected objeutluding effected (EO)
and change-in-location objects (ChLO) can differ alonditines of definiteness or speci-
ficity and PPP modification

(139)

Criteria AO | EO | ChLO
Strong interpretation [ O (]
unmodified PPP [ 0 0

Affected objects would most probably be selected by the {tbdugh it is not oblig-

28650me examples, like (137-a), show that PPP is not possilitetiné change-in-location object at all.
Some examples, though, allow the omission of a PP with thet®Bfe same extent it is allowed with the
verb (when contextually implied, see section 2.3.1):

0] otodvinutyj stul
aside-pushed.PPP.sg.rohairNnOMm.
‘a moved away chair’

It is implied in the most examples like the one above, thatdha&r was moved away from the table.
Therefore, this collocation is the most frequent as welt like otodvinutyj gorSoka moved away pot’.
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atory) and occupy Spec-of-RP. As they freely co-occur witmadified PPPs, it is sug-
gestive of the result state the lexical prefix and the verlotien

As change-in-location objects can be modified only by PassiRa Participles with
PPs, the prefix and the verb are not sufficient for describingsalt state of such an
object; its result state indicates the location where saablgect ends up, and to express
it we need a Prepositional Phrase with the Ground, with i@dpevhich the location is
defined. Again, it is rather difficult to judge about defingss or specificity of change-
in-location objects, even if they must exist prior to thergve

Effected objects are incremental: they co-occur with coeaterbs and that means
that their gradual coming into existence is mappable orgoetrent bringing them to
being. In the system of Ramchand (2006) they would occupgahgplementRHEME)
position ofprocP. With lexically prefixed perfectives (134-b), effectedeaits are com-
plements of R, that is, they occupy the same positiopRs introducing change-in-
location objects. Analogously to the PPPs formed from thbs/vith spatial prefixes,
PPPs formed from creation verbs are usually not acceptdixe wnmodified.

In Chapter 1 | claimed that the strong interpretation of Teearguments of some
perfectives is not conditioned by the perfective aspectsperNow we see what it de-
pends on: a structural relation between an object DP andfagbee verb. Judging
by affected and change-in-location Themes, the sourcerafgtnterpretation of ob-
ject DPs seems to be the Spec-of-RP. This suggestion isbayated by the behavior
of effected objects that occupy the complement position BfaRd, consequently, do
not have a strong interpretation. The issue of predicati@iations between verbs and
prefixes, on the one hand, and their internal arguments,eoattter, will re-emerge as |
continue investigating the topic of aspectual compositibthe Russian verb.

2.7 Conclusion

Chapter 2 discussed the first type of perfective verb: |dlyigaefixed perfectives. As
lexical prefixes head a small clause complement of the vieelr, attachment allows the
combination of two predicational structures. As was showiha end of the chapter,
different combinations of predicational structures leadifferent interpretations of the
arguments shared by the verb and the prefix, depending ofrtletusal position of the
argument DP. The main finding of Chapter 2, though, is thattiseean unexpected gap
in predicational combinatorics.

There are four possible surface structures yielded by thebamation of verbal and
prepositional predicates:

1. DP Prf-V DP PP
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2. DP Prf-V PP
3. DP Prf-V

4. DP Prf-V DP
These structures are distributed in the following way:

(140)
| | Transitive P| Intransitive P| Passivizing P
Transitive V 1 4 4
Unaccusative V 2 3 3
Unergative V O 4 4

As is seen from the table, drawn on the basis of vast empul@at, transitives and
unergatives produce the same structures with intransativepassivizing prefixes. As
these two types of verb share the property of projectingittie ¥/, such an outcome
should not be surprising. The surprising part of the tableasombination between
unergative verbs and transitive prefixes. The generabrzdtiat appeared as a result of
studying unergatives with lexical prefixes is:

» Unergative verbs in Russian do not allow merg@®Bfas their complement.

In view of this generalization the occurrence of one pagsigiprefix, namely-, on
unergatives is unexpected, since in passive prepositstnedtures the littlg is present,
though deficient. The solution proposed in den Dikken (2@@#s not seem to contain
a clear answer to this problem. Thus, the behavior of unesgin Russian leaves two
guestions open:

1. What stops this verb type from combining with lexical pre§?

2. What is the origin of the only passivizing prefos, that can attach to unergatives?

In the following chapter | will continue looking into the bayior of combined Prf-V
predicates. This time the research will lead me to the caseodion verbs, verbs that
take Paths as their arguments. Intransitive motion verlussian come in two vari-
eties: unaccusative directed and unergative non-direciée distribution of directed
and non-directed motion verbs with prepositional phraseaging to yield a general-
ization stating what type of PP can co-occur with what typenofion verb. As lexical
prefixes originate in the PP structure as well, the genextada will also describe their
ability to combine with unaccusative and unergative motierbs. The solution found
on the basis of motion verb morphosyntax will return me todiseussion of the unerga-
tive puzzle discovered in this chapter.



Chapter 3

Motion verbs

3.1 Introduction

In the previous chapter | stated a correlation between tipenaent structure of a verb
prior to prefixation and the type of structure the attachroélexical prefix can produce.
| claimed that spatial lexical prefixes are elements of tleppsitional domain conveying
predicational relations between their arguments, a Figndea Ground (Talmy (1978)).
Whenever a spatial prefix, or the littehead, is present in the structure, a comple-
ment PP is obligatory. In this chapter | am going to have aerlt®ok at licensing of
prepositional phrases by verbs. For this purpose a spetaBs of verbs is going to be
investigated: motion verbs. As | have already mentionedregeimotion verbs in Rus-
sian are divided into two big groups: directed and non-de@enotion verbs (DMV and
NDMV). They have different stems, though often morpholadjicrelated, and different
syntactic distribution. Interestingly, both groups argerfective. As was presented in
Chapter 1, two different motion verb groups also demors@atiear split in aspectual
behavior. As I will show in this chapter, directed motion hvemand non-directed mo-
tion verbs differ in their ability to co-occur with complemePPs, too, even without
prefixes. Directed motion verbs always require a PP compienNon-directed motion
verbs are not acceptable with it. This behavior of MVs presié curious parallelism
with the behavior of lexically prefixed transitives and utiagatives, and lexically pre-
fixed unergatives, respectively. Therefore, learning nadoeut motion verbs can shed
some light on the nature of lexical prefixation and the striebf unergatives disallow-
ing their co-occurrence witpP.

The verbs under discussion are:

129
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(1) DMV - NDMV ‘translation’

idti - xoditj ‘walk, go’ taXitj - taskatj‘'drag’
jexatj- jezditj‘go by a vehicle’ nesti- nositj ‘carry, wear’
bezatj- begatj‘run’ vesti- voditj ‘walk (tr.), drive’
letetj - letatj ‘fly’ vezti- vozitj ‘transport’
plytj - plavatj ‘swim’ katitj - katatj ‘roll’
polzti- polzatj‘crawl’ gnatj- gonjatj‘chase’

leztj - lazitj ‘climb, creep’

The syntactic distribution of motion verbs with respect}®hase and Modal verbs;
b) prefixes; c) Prepositional Phrases shows that the digtmabove is grammatically
justified. Directed motion verbs are bad complements of @hasbs and abilitative
modals whereas non-directed motion verbs are fully acbéptaith them:

(2) a. Provodnik nacal nositj/ *nesti
conductomom. begarf.sg.ms.carry’.ndir.inf. / carry ! .dir.inf.
vodu.
waterAcc.

‘The conductor started carrying water.
b. DevoCkauze umejet xoditj / *idti .

girl.Nom. alreadycan.pres.3sgvalk’.ndir.inf. / walk’.dir.inf. .
‘The girl can already walk.’

Directed motion verbs take only lexical prefixes, whereas-dioected motion verbs
take only superlexical prefixés

3) a. Parom proplyl pod mostom/ *vse
ferryNoMm. through-swam?.dir.sg.ms.underbridgeINSTR./ all
utro.
morning

‘The ferry passed under the bridge/ *the whole morning.’

1The status of the prefix in (3) is shown in the following way. 8\ipro- has a lexical interpretation, it
combines with the PP standing for a path extended in spawghlymeaning ‘through under the bridge.’
Such PPs will be discussed in section 3.2.2. Lexiral is ungrammatical with the time adverbial ‘for
the whole morning.” Wheipro- has a superlexical interpretation it felicitously comtsinveth the time
adverbial ‘for the whole morning’, whereas the PP ‘undetthidge’ does not express the path component
‘through’.
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b. AnnuSkaproplavala vseutro/ *pod
A.NOM. PERD-swant .ndir.sg.fem.all morningacc./ under
mostom.
bridgeINSTR.

‘Annuska swam the whole morning/ *under the bridge.’
(The PP is acceptable only in its locative meaning, unliké8ka) where it
denotes a path crossing the space under the bridge)

Directed motion verbs combine with directional PPs, naeated motion verbs can
combine with locative PPs:

4) a. Zuk polz v korobku.
beetleNom. crept!.dir.sg.ms.in box.Acc.
‘A beetle was creeping into the box.’
b. Zuk polzal v korobke.
beetleNom. crept!.ndir.sg.ms.in box.LoC.
‘A beetle was creeping in the box.’

Recall from the previous chapter, that spatial lexical gesfiattach to unaccusative and
transitive verbs and do not attach to unergatives: theytlesespatial meaning with the
latter. As | will show here (again), intransitive directedtion verbs have the argument
structure of unaccusatives, intransitive non-directetionoserbs are unergative.

Having solved some of the problems characterizing motiobs/@ Russian | will be
able to decide what is responsible for certain interpretetof verb objects. It seems that
among intransitive motion verbs only directed MVs have whaill call a Path object.
There is also a general agreement in literature that a Pathasety of the Incremental
Theme. Here we return to the ending of the previous chapteerevl subdivided all
the objects into three classes: affected objects, effemtdgztts and change-in-location
objects. After Ramchand (2006) | compared effected objecBaths. In this chapter |
will explain why.

3.2 Unprefixed motion verbs: two subtypes of imperfec-
tive

3.2.1 Aspectual interpretation of MVs

In Chapter 1 | tested all the verbs according to their asjécharacteristics: as is seen
from perfectivity diagnostics, they belong either to thewugy of perfectives or the group
of imperfectives. The non-contradictory diagnosticsued:
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» Present participles (only imperfectives can form them)
* ‘Phase’ verbs test

* Future reading tests

Only imperfectivexan form present active participles:

IMP PE
a. strojasCij  *postrojascij ‘building’ : .
®) b govorjattij *skazadtii  ‘talking (oM Borik (2002):41)

C. sporjasCij  *posporjascij ‘arguing’
Only imperfectivesan pass the ‘phase’ verbs test:

(6) Petja nacal Citatj/*procitatj knigu.
PNOM. begarf.sg.msread/**.inf.  bookAcc.
‘Petja began to read a book’

Here | will add that the ability to be the complement of theufet auxiliarybud- ‘will
be’ and the modalmetj‘can, know how’ also characterizes only imperfective verbs

(7) a. Zavtra jabudu *posmotretj/ smotretj novy] datskij
tomorrowl be.1sgwatch”.inf./ watch’.inf. new.ms.danish.ms.

serial.

seriesaccC.

‘Tomorrow I'll be watching a new Danish series.’
b. Zenix umejet *spetj  petj.

bride-groomcan.3sgsing”.inf./ sing’.inf.
‘The bride-groom is able to sing.’

Only present tensgerfectivesan yield future interpretation:
(8) On Cita-jet -On procCita-jet
heNowm. read!.pres.3sg.- heNom. Prf-read” .pres.3sg.
‘He is reading - He will have read ...

All the motion verbs in (1) are imperfective. Both types oflvpass the present active
participle test:

(9) a. bezatj‘run’.dir.inf’ - begugij ‘running.PAP.dir. DIRECTED
b. begatjrun’.ndir.inf.’ - begajugij ‘running.PAP.ndir. around’ NON-DIRECTED
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Both types of verb fail the future reading tést

(20) Onletit/ letajet!
he flies’.dir./ flies! .ndir.
‘He is flying (around)!’

However, the ‘phase’ verbs, the future auxiliary and the ahodnetj‘can’ applied to
motion verbs do not give such uncontroversial results. d&@ motion verbs are less
acceptable with phase verbs, auxiliaries and modals tharditected motion verbs:

11 a. Vyarazakoncila *plytj / plavatj [
V. finished’.sg.fem.swim’.dir.inf. / swim’.ndir.inf. and
poSla vV saunu.

went”.sg.femin saunaacc.

‘Vyara finished swimming and went to the sauna.
b. Zavtra jabudu *idtiv magaziny/

tomorrowl be.1sggo’.dir.inf. to shops.Acc./

xoditj po magazinam.

go’.ndir.inf. along shopsDAT.

‘Tomorrow | will go shopping.’

c. Onumejet  *polzti/ polzatj.
he is.able.3sgcrawl’ .dir.inf. / crawl!.ndir.inf.
‘He can crawl.

Thus, even though they are both imperfective, MV in the lefitd column and the ones
in the right-hand column are different imperfectives.

In Chapter 1, | mentioned that directed motion verbs can loag a progressive
interpretation (39):

12) a. Jaegu nazanjatija.
| run’.dir.1sg.onclasses\cc.
‘I am running to the classes’.
b. *Onacastoletit v Moskvu.

she oftenfly’.dir.3sg. in MoscowAcc.
‘She often flies to Moscow’

Non-directed motion verbs have both progressive and iorzal interpretations:

2Motion verbs, especially directed motion verbs, can haveiaaned future interpretation, but it re-
quires contextual specification, whereas with perfectiresuture interpretation is the only one available
in the Present Tense.
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(13) a. Gde Bonzo?-Bonzo begajet po Cuzim
whereB. B.NOM. run?.ndir.sg.ms.aboutstrange.pbaArT.
dvoram.
yardsDAT.
‘Where is Bonzo? - Bonzo is running about other people’s yard
b. OnaCastoletajet v Moskvu.

she oftenfly’.ndir.3sg. in MoscowAcc.
‘She often flies to Moscow.’

Recall also from Chapter 1 that the only reading unavail&dneerfectives was pro-

gressive, exactly the one that is the only available readptgon for directed motion

verbs. However, paradoxically, in the phase verbs testedoected motion verbs pat-
tern more with perfectives than with regular imperfectives

3.2.2 PP distribution wrt the two classes of motion verbs

To make the narrative in this section possible, | am givirglibt of Russian locative
and directional prepositions and PPs (from Arylova et &08)):

(14)
Locative Directional
Goal | Source
Vioc fin’ \"Yele. izqgn ‘out of’
nayoc ‘on’ Naycc Sepy 'Off, from’
pod;nsrr ‘Under’ || podice iz-pod; N ‘from under’
ZarnsTr ‘behind’ || zayceo iz-zazgy ‘from behind’
Kpar ‘to, towards’ | otggn ‘from’
dogen ‘up to’ otoeN from’

3The level of acceptability between phase verbs and pevéscioin the one hand and phase verbs
and directed motion verbs on the other is not the same: theeioconstruction is always strikingly
ungrammatical, the latter is not so strikingly ungramrredfim right contexts even grammatical variants
are possible:

() V kakoj-tomoment demonstranty nacali bezatj po Sosse i
insome momentacc. demonstratorsiom. begarf.pl. run? .dir.inf. alongroadpAaT. and
dvizenije ostanovilos;.
traffic.NoMm. stopped’.sg.nt.

‘At some moment the demonstrators began running along #ud end the traffic stopped.’
(Www.rjews.net/maof/print.php3?id=7778&type=s&si®}5



3.2. UNPREFIXED MOTION VERBS 135

As can be seen from the table, there are four prepositiongyaimiss between direc-
tional and locative readings:‘in’, na‘on’, pod‘under’ andza‘behind’. However, the
case on their Ground arguments always disambiguates tieipretation. If the case is
locative or instrumental, the reading of the whole PP istigeaif the case is accusative,
the whole PP is understood as directional. These prepositiave source-directional
counterpartsiz ‘out of’, s‘off’, iz-pod‘from under’, iz-za‘from behind’ that always
assign genitive case on the Ground arguments.

In addition to the prepositions having both locative anceclional counterparts,
there are a number of just locative and symmetric (Nam (20@4)positions having no
pair in the directional domain:

(15) Locative prepositions

perednsTR ‘in.front.of’ mezdynsTr ‘between’
UggN ‘at’ vozlesgy ‘beside’
nadnstr ‘above’ okologgy ‘near’

sredigen ‘among’
(16)  Symmetric prepositions

vdoljgen ‘along’ vokrugzgn ‘around’
popaT ‘along, about’ Cereacc ‘across, through’

PPs have a certain predictable distribution with respet¢héotwo classes of motion
verbs. From (17) you can see that locative prepositionahg#s cooccur with non-
directed and not with directed motion verbs:

@an V prixozej letala/ *|letela babocka.
in corridorLoc. flew!.ndir.sg.fem/ flew! .dir.sg.fem. butterflyNnom.
‘A butterfly was flying in the corridor.’

In (18) the non-cooccurence of non-directional motion genbth directional PPs is
shown:

(18) Babocka letit/ *letajet  nakuxnju.
butterflynowm. flies!.dir./ flies’.ndir. onkitchenacc.
‘The butterfly is flying to the kitchen.’

However, this is not the end of the story. It's only on the pesgive reading that non-
directed motion verbs do not combine with directional PP&eWa non-directed motion
verb cooccurs with a directional PP, the latter triggerauagational interpretation of the
verb:
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(19)  Andrea letajet v Italiju kazdyjmesjac.
A.Nowm. flies!.ndir. in Italy.Acc. each monthAcc.
‘Andrea flies to Italy every month.’

Directed motion verbs also demonstrate some exceptiohetpdttern of incompatibil-
ity with locative PPs:

(20) a. Ptica letela nad lesom.
bird.Nowm. flew!.dir.sg.fem. aboveforestiNSTR.
‘The bird was flying above the forest.’
b. KoSka Sla pered  sobakami.
catNoM. walked!.sg.fem.in.front.of dogsINSTR.
‘The cat was walking in front of the dogs.’
(see the picture at http://freepix.ru/pic/2218.html)

Two purely locative prepositionsad ‘above’ andpered‘in.front.of’ do not yield any
ungrammaticality in (20). As | will show below, this oddity@éxplained by the trajectory
outlined by the PPs above: they represent continuous lipeias contained within the
extended location. In this respect, symmetrical prepwsi phrases are interesting.
They can simultaneously stand for a location and contaihspahus, the prediction
would be that both, directed and non-directed motion veansocooccur with them. The
prediction is borne ofit Po gorodu‘all over town’ in both (21-a) and (21-b) stands for
an extended location, as can be seen from the examples inKdWever, the type of
motion verb imposes a certain interpretation of this ex¢éehldcation PP. In (21-a) it
describes a single path going through the town, in (21-bg¢d#cdbes a set of random
paths covering the territory of the town:

(21) a. Jea=l po gorodu i dumal.
| went!.dir.sg.ms.all.overtown DAT. andthought.sg.ms.
‘| was walking through the town and thinking.’
(http://butcher.newmail.ru/165.htm)
b. Po gorodu  xodil boljSojkrokodil.
all.overtown pAT. went! .ndir.sg.ms.big  crocodileNom.
‘A big crocodile was walking around the town.’

In (22) the path described by the prepositional phrase aleir and covers the space
around the airplane shed in both cases. Both verbs are usgtepsively. However,

4The interpretations of the prepositipo in (21) are not mutually substitutable between ‘along’ and
‘around’. You cannot coerce the reading on which non-d@egbdil ‘walked’ is iterative and, subse-
guently,po stands for a unidirectional path traversed many times.
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in (22-a) ‘the boy’ does not make a full circle, he is in thegess of running and this
process happens along the trajectory outlined by the PR22b) ‘the boy’ is in the
process of making full circles around ‘the shed’, runningud in (22-a) the path is not
traversed by the Figure even once, in (22-b) it is multiphvérsed:

(22) a. Maljcik bezal vokrugangara.
boyNowm. ran’.dir.sg.ms.aroundairplane.shedEN.
‘The boy was running around the airplane shed.’
b. Maljcik begal vokrugangara.
boyNowm. ran’.ndir.sg.ms.aroundairplane.shedEN.
‘The boy ran around the airplane shed.

The explanation of the flexible behavior of symmetrical PPa$0 thus connected with
the topography they describe. Depending on the type of theomeerb they com-
bine with, they get the interpretation either of a lineahp@MV) or a non-linear path
(NDMV). At the same time, they convey no directionality orithown. | will shortly
return to the discussion of the phenomenon.

The table below sums up the distribution of PPs with respet¢hé motion verb
classes:

(23)
DMV NDMV
PROG \ PLUR
DirPP ] | |
LocPP ] | |

SymmPP|| [ 0 0

3.3 Prefixation and motion verbs

3.3.1 The notion of Path as represented in previous works

As the table above showed, directionality of prepositigataiases is important for di-
rected motion verbs, but not crucial. In the previous sectiaiscussed PPs which
denote pure locations but still can combine with DMVs. Puitetative prepositions
like nad ‘above’, pered‘in front of’ do co-occur with directed motion verbs if their
Ground argument covers a region extending in space (20).n&yrical prepositions
are underspecified for a path or location reading and canaappiéh both MV types,
receiving their interpretation from the verb ((21), (22)jowever, when a PP contains
a specification of goal (see the Table in (14)), only progvesgirected motion verbs
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can co-occur with them, progressive NDMVs cannot. Undeessdh\accounts (Zwarts
(2005), Jackendoff (1991) etc.) directionality is one & groperties of paths. On the
other hand, not all the accounts share this view as | will destrate below. There are
two more reasons to discuss the notion of a Path. First, adPatbtion is considered to
be a variety of Incremental Theme by a number of researcbenst (1991), Hay et al.
(1999)), and its proper treatment could shed light on thetigriship between the verb
and the object. Second, as was seen in the previous sectitndEnoting PPs yield
different interpretations for the two types of motion verb.
Zwarts (2006) gives the following characterization of [gath

The notion of path is commonly used in different semantioaorks to
analyze the meaning of expressions that describe how sorgeshmoving
or extending in space.

...A path is a continuous function from a real interval [@dd Epatial points

(given a particular model of points or regions). Lets cadl tumber of [0,1]

the indices of the path. If p is such a function, then p(0) esstarting point

of the path, p(1) is its end point, and for every index i betw@and 1, p(i) is

an intermediate point. In this way a path corresponds rouights sequence
of positions. Notice that the definition allows paths to srdeemselves and
to back up and cover the same stretch of space again in opplsttion.

The PPs in (24) denote paths for Zwarts:

(24) a. Alexwalkedhll around the city centre.
b. Alex ranround and round the track.
c. Alex pacedack and forth the alley. (Zwarts (2005):749)

Translated into Russian, the examples from (24) will regjawn-directed motion verbs
and will sound ungrammatical with directed motion vérbs

(25) a. Aleksejxodil/ *&8l po vsemu
A.NoM. walked!.ndir.sg.md walked’.dir.sg.ms.along all.DAT.
centru goroda.

centerDAT . town.GEN.
‘Alexei walked all around the city center.

5The unacceptability of (25-a) with DMVs unlike in (21-a) isalto the quantifier ‘all’ in the clause
precluding the coercion of the PP denotation into ‘exteridedtion’
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b. Aleksejxodil/ * &8 vzadi  vperéd
A.NoMm. walked!.ndir.sg.ms/ walked’ .dir.sg.ms.back and forth
po alleje.

alongalleyDAT.
‘Alexei walked back and forth the alley.

Not all the authors agree with the characteristics of thé pabve. Some include the
temporal element into the definition of paths or their analfiracht (2002), Medova
and Taraldsen (2005)), for some the beginning and the endpaitta are irrelevant
(Krifka (1998), Jackendoff (1991)), some do not consideectionality to be a natu-
ral property of paths (Krifka (1998)). This is a welcome \aiigty, since | have to select
a definition that suits my purposes most. | have arrived afdHewing descriptive
generalization:

* The trajectory of a path represented by directed motiohs/er strictly linear and
unidirectional, the trajectory represented by non-dedainotion verbs ‘allows
paths to cross themselves and go back up and cover the satuh stf space in
opposite direction’ (25).

The best definition of a path should be helpful in accountorgtiie differences in
behavior of DMVs and NDMVs.

The definition in Zwarts (2006) exemplified in (24) can be péred in such a way
that overlapping and returning paths consist of non-opgiteg and non-branching seg-
ments. Then, non-overlapping and non-branching pathsdewcby directed motion
verbs can represent a subset of paths encoded by non-directeon verbs. However,
Zwarts (2006) does not isolate two natural classes. Hisiterlogy does not distinguish
between the overlapping, branching and circular pathsherohe hand, and the non-
overlapping and non-branching paths or segments, on tlee. othus, the definition of
path given in Zwarts (2006) cannot capture the differencesstribution of DMVs and
NDMVs in Russian.

In Krifka (1998) the most important property of paths is agjacy: the relation of
two entities being externally connectedoy. Adjacency means that ‘adjacent elements
do not overlap, and that, if an elemenis adjacent to an elemewtthat is part of an
elementz, eitherx is also adjacent ta, or x overlapsz.’ (Krifka (1998):203). Path
structures in Krifka (1998) are a special case of adjacentstres: they are convex and
linear; non-branching, non-circular and non-crossing:
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(26)

a b ¢ d e f g
In (26) Krifka (1998):204 illustrates some properties offprmations:

* adbacis a path
* adchd is not a patha andc are not connected by a subpath

* ad®badcah is not a path: it violates uniqueness of connecting subpattothb
andbah are parts that connect betwesandc’

* chdperfdidhis not a path: ‘there are two parts that connect non-oventapp
andf, namelyd®e andhai’

As you can see, this is different from paths in Zwarts (2008)e definition given
in Krifka (1998) clearly describes the type of path encodgdlivected motion verbs
and not encoded by non-directed motion verbs. This is a hlef§pép on the way to
formalizing the distinction between two classes of motierov

As motion always implies traversing a path, all motion veshsuld combine with
paths. How these paths are expressed is a different matigpoSe, directional and
symmetrical PPs and some other expressions can stand orlgjézent non-branching
and non-crossing structures. We know that only directedanaterbs co-occur with
them. Let’s take an unambiguous directional expressjmed ‘forward’ to demon-
strate the point:

27) a. Onsel vperéed.
he walked .dir.sg.msforward
‘He was walking forward.’
b. ??0mxodil vperéd.
he walked .dir.sg.msforward
“*He walked forward (repetitively).

Or, take time expressions in Russian. They are combinatievadth directed motion
verbs, which supports the idea that this type of motion veduos only with linear path-
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denoting PPs and which must be suggestive that one pathwstytme) is mappable
on the other (DMVS:

(28) a. Vremja letit/ idét/ bezit/ netsja
timeNowM. flies’.dir./ goes.dir./ runs’.dir./ rushed .dir.sja
‘Time flies/ goes/ runs/ rushes.’
b. *Vremja letajet/ xodit/ begajet  nositsja
timeNow. flies’.ndir./ goeg.ndir./ runs’.ndir./ rushed .ndir.sja
“*Time flies/ goes/ runs/ scampers around.’

On the other hand, in (20) we saw that directed motion verbsts combine with PPs
which containadjacent non-branching and non-crossing paths:

(29) Verxovnyjpravitelj  Olbi polz pod stolom.
supreme rulerNom. O.NoM. crawled”.dir.sg.ms.under table.INSTR.
‘Governor Olbi was crawling under the table (towards sornmeth
(http://members.fortunecity.com/alitik/zagovor.htm)

The observation exemplified in (29) is suggestive of the adenon which locative
PPs denoting an area rather than a point can contain all kihpaths. Motion repre-
sented by non-directed motion verbs does not require tliasmkefining its trajectory
are non-crossing, non-branching and non-reversing. @uitee contrary, non-directed
motion verbs are more compatible with expressions repteggmon-linear paths, paths
accepted by Zwarts (2006) but not accepted by Krifka (1988)en the reverse expres-
sion of ‘forward’, vzad‘backwards’, is added to the examples in (27) to mean ‘back an
forth’, the grammaticality of the two types of motion verbisikes:

(30) a. Onxodil vzad I vperéed.
he walked .ndir.sg.msbackwardsandforward
‘He walked back and forth (repetitively).’

5There are about two exceptions in the poetic texts, one bgliviia Tiunov

0] Rvutsja dni s kalendarja, vremja  nositsja po krugu.
tear .pres.pl.sjalaysNoM. off calendaGEN. timeNoM. scamperg.ndir.sja alongcircle DAT.
‘The days fly off the calendar, the time is scampering about.’

the other one by Alexei Kornev (‘Nestastnyj slu¢aj’):
(i) Vremja  nositsja stremglav.
time.Nom. scamperg .ndir.sja headlong

‘The time is scampering headlong.’

Otherwise, | know of no other exceptions
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b. *Onsél vzad I vperéd.
he walked .dir.sg.msbackwardsandforward
‘He was walking back and forth.

The set of paths contained in the denotation of locative BRague and a motion verb
picks up the one(s) it can combine with, as was shown in thenpl@with directed
MV in (29) where the verb represents motion along the linean-branching and non-
circular trajectory. Non-directed motion verbs pick up #edent trajectory from the
denotation of the same R#d stolonfunder tableiNSTR.”. It is non-linear, crossing,
branching and reversing:

(31) Japolzal pod stolom, sobiraja
| crawled’.ndir.sg.ms.under table.INSTR. picking.CONV.pres.
oskolki.
shattersacc.

‘l was crawling (around) under the table and picking up satt
(magazines.russ.ru/znamia/1999/11/shish.html)

In English, due to morphological underspecification of asye properties of the verb,
the aspect of VPs is determined by other material insideeheal projection: direct ob-
jects (see Chapter 1) and PPs. As path-denoting PPs arespsaies of the Incremental
Theme, it is quite a predictable and understandable reshith led Zwarts (2005) to
treating prepositions from the point of view of their aspettinput in the construc-
tions they are part of. The examples below demonstrate hgaritant the choice of a
preposition is for the aspectual interpretation of Eng\iéts:

Alex swam to the beach in/ *for an hour.

Alex swam towards the beach *in/ for an hour.

Alex walked onto the platform/ out of the hotel in/ *for temnutes.
Alex drove along the river *in/ for a day.

Alex ran around the lake/ through the grass in/ for one .h@dwarts
(2005):740, 741)

(32)

® Q20T o

From the data presented in (32) Zwarts (2005) concludedlibgtreposition$o, onto
andout of lead to telic aspect, the prepositiciasvard andalonglead to an atelic sen-
tence; and the prepositioasound andthroughare ambiguous and can allow either a
telic or atelic interpretation. Prepositional aspect rarisferred’ onto the verb by the
functionTRACE:

(33) [VPP]={ee[V]: TRACE(e) € [PP] }
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‘The PP restricts the denotation of the verb (a set of eveat)ose events that have
paths in the PP denotation as their trace. Here is how it wiorkihie tenseless ViRalk
to the station

(34) [ walk to the statiorf =
{ee [walk]: TRACE(e) € [ to the statior] } =
{ee [walk]: TRACE(e) € { p: p(1) is at the station} } =
{ee [walk]: TRACE(€)(1) is at the statior},

wherep is a path.

In Russian the verbs themselves are marked for a perfeativeperfective aspect
(Chapter 1) and the VP internal material does not interfatk higher aspectual pro-
jections. As | showed at the beginning of this chapter, de@@nd non-directed motion
verbs also differ in their sub-aspectual characteristigpite of the fact that both classes
are imperfective. Directed motion verbs always yield a pegsgive interpretation to the
whole VP which remains uninfluenced by the PP:

(35) idti vV magazin
walk!.dir.inf. in shopacc.
‘be walking to the shop’

The transition from walking to the shop to being at the shagded in the preposition
asp(l) (Zwarts (2005), (34)) takes place when a lexical preftactes to the motion
verb. Notice that the prefix in the example below looks theesamthe preposition:

(36)  vojti vV magazin
in-walk? .dir.inf. in shopAcc.
‘enter the shop’

The phrase in (35) is comparable to any English progressimstouction which will
remain uninfluenced by the PP type:

(37) Alex was swimming to the beach *in an hour/?for an hour.

However, the combination of non-directed motion verbs va#th-denoting preposi-
tional phrases always leads to the pluractional readingefthole VP:

(38) Rektor xodil v striptiz-bar za scet
rectorNnoM. walked!.ndir.sg.ms.in strip-baracc. behindexpenseicc.
vuza.

high.schoolGEN.
‘The rector attended the strip-bar at the university’s exgec
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(http://rus.delfi.ee/archive/article.php?id=9690686
&categorylD=309647&ndate=1107425025)

In this case it looks like the point on the Paifl) presented in (34) is in the denotation
of the PP; moreover, it is repeatedly traversed by the argu(trector’ in (38)) because
of the pluractionality of the verb.

To conclude, we have arrived at interesting results.

» Directed motion verbs combine with PPs denoting Paths ensdmse of Krifka
(1998)

» Non-directed motion verbs combine with PPs denoting dBfaths than described
in Krifka (1998): branching, overlapping and reversing

 ‘Extended locations’ denoted by symmetrical PPs recéige tnterpretation from
a motion verb they co-occur with: that of linear non-crogsand non-overlapping
path with directed motion verbs ((21-a), (22-a)); and tHataltiple (crossing,
overlapping and reversing) path with non-directed motierbs ((38), (22-b)).

Thus, it looks like something in the makeup of even unprefiremtion verbs is
responsible for the verb-PP combination. The type of PPntékeDMYV is the same
type that comes as a complement of verbs with spatial prefi¥@sthe same time,
NDMVs impose a ‘plural’ reading onto the path denoted by Riey to-occur with; if
a PP stands for a Krifkan path, NDMYV itself acquires a pluoadl interpretation.

The first step towards achieving a clearer picture of thecgiral properties of MVs
is to find out how much in the V-PP relation is actually affelchy prefixation.

3.3.2 Lexical and superlexical prefixes divided between twdV types

The two types of motion verb differ in their prefixation pattewhich might, in its turn,
reflect the divergence points described above. In addiianable behavior of prefixes
wrt MV types is seemingly conditioned by the argument stitetof the two motion
verb classes. Directed motion verbs are typically unadouesa non-directed motion
verbs are unergatives:

(39) sobak  nabezalo/ *nabegalq pridurkov
dogsGEN. CUM-ran * dir.def./ CUM-ran ©.ndir.def. moronsGen.
nalezld *nalazilo; babocek
CUM-crawled” .dir.def./ CUM-crawled” .ndir.def. butterfliesGEN.
naleteld *naletalo
CUM-flew?” .dir.def./ CUM-flew” .ndir.def.
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‘a lot of dogs gathered (by running); a lot of morons gathglgdgetting in); a
lot of butterflies gathered (by flying).’

Chapter 2 offered another clear test for unergativity vscansativity: a PRF-V PP
template. As you can recall, lexically prefixed transitiveelainaccusative verbs were
accompanied by PPs, unergatives were not. As | will show bsection 3.3.3, the
generalization holds of motion verbs as well. When prefixeahsitive non-directed
MVs will pattern with unergatives.

Two classes of motion verb typically have different meanpafectivization. Di-
rected motion verbs become perfective mostly on lexicdixagon’; non-directed mo-
tion verbs tend to perfectivize with the help of superlekmafixatior?.

As an example, consider the prefia- which is ambiguous between a lexical pre-
fix interpretation ‘into’ (‘onto’, etc.) and a superlexicahe, marking the beginning
subevent of the event denoted by its host verb. When it coesbivith directed mo-
tion verbs, it gets only a spatial lexical reading as in (#0vehen it combines with
non-directed motion verbs, it can only be interpreted asptige as in (40-b):

(40) a. Cja podlodka zaplyla v gory
whose.femsubmarinevom. on-swam’.dir.sg.fem. in mountainsacc.
Kolumbii?

ColombiaGEN.
‘Whose submarine got to the mountains of Colombia?’
NOT ‘Whose submarine started swimming in the mountains db@e
bia?’
(www. TRUD.ru/Arhiv/2000/09/09/200009091690402.htm)
b. Akulanervno zaplavala po fontanu,
shark nervouslyINCEP-swam”.ndir.sg.fem. aroundfountainDAT.
napugannaja svetom.
frightened.PPP.sg.feright.INSTR.
‘Scared by the light, the shark started to swim nervouslyualite foun-
tain.

’As is seen from the unaccusativity test in (39), superléxiaaattaches also to directed motion verbs.

8] am using the terms ‘lexical prefixation’ and ‘superlexipagfixation’ for the sake of convenience.
The real situation is that prefixes in the lexicon are notd#di into either lexical or superlexical, they
acquire specific characteristics from the syntactic pmsithey merge in. As lexical prefixes merge in
pP they have a spatial meaning and are closely connectedvéthrepositional phrase; as superlexical
prefixes merge high in the clausal structure they interath this structure in the way reminiscent of
guantificational adverbials. All this just means that thebgadifferent types of prefix attach to also have
different structures. However, some prefixes exist onlyria wariety, like spatia¥- ‘in’ or superlexical

po-
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NOT ‘The shark swam into the fountain, scared by the light.

Some traditional accounts (Gvozdev (1973), Vinogradov 2)Pclaim that spatial pre-
fixes can attach to both directed and non-directed motiolnsverth the difference that
directed motion verbs become perfective and non-directeiibm verbs remain imper-
fective and thus are exceptional:

(41) a. 1z Skoly vysli oxranniki s
out.of schoolGEN. out-went” .dir.pl. guardsnom. with
avtomatami.

tommy-gunaNSTR.

‘Guards with tommy-guns went out of the school.’
b. Zatemnacali vyxoditj deti.

then started.pl. out-go’.dir.inf. childrennowm.

‘Then children started going out.’

In fact, such views are deeply wrong, because what we se€lib)(# the secondary
imperfective of the verlwyjti ‘go out’ from example (41-a) (that it is imperfective is
seen from its co-occurence with the phase verb ‘begin’) sbare reason, the secondary
imperfective of the verlyijti has a root of the non-directed counterpart of this werdiit]
‘go, walk.ndir’ (see (1)). Four more verbs from (1) use th@n-directed counterparts
for forming secondary imperfectiveketetj - letatj‘fly’, nesti - nositjcarry, wear’,vesti

- voditj ‘walk (tr.), carry’, gnatj - gonjatj‘chase’. Secondary imperfectives are still
directed motion verbs because:

» when the prefixy- ‘out’ attaches to a verb, it invariably attracts the worcessg
onto its vowel; the stress is back on the root when the verinperfectivized
again (see (41-b))

* in footnote 8 | said that prefix- ‘in’ can be only spatial, which implies that they
attach only to directed motion verbgetetj‘in-fly ©’ - vietatj ‘in-fly I’

The roots used by the majority of directed motion verbs foming secondary im-
perfectives are distinct from the corresponding roots of-dmected motion verbs, as
can be seen from (42):
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(42)

DMV  NDMV  2impf root

jex-a-tj jezd-i-tj -jezz-a-ij

bez-a-tf bég-a-tj -beg-a-ij

ply-tj pla-va-tj -ply-va-tj

polz-ti  pblz-a-tj -polz-a-tj

lez-t] laz-i-tj  -lez-a-tj (more frequent than -laz-i-tj)
tasSc-i-tj task-a-tj -task-iva-tj

kat-i-tj kat-a-tj -kat-yva-tj

| have shown that non-directed motion verbs cannot takeaaiefixes. They can
take superlexical prefixes, though, and on prefixation destnate the same change in
aspectual behavior as all the other imperfectives, thiey, #ine not exceptional in any
way. This can be clearly seen from the behavior of a non-ticemotion verb with the
root distinct from a secondary imperfective morpheme useiskdirected counterpart.
Thus, the verb ‘swim’ in (40-b) fails perfectivity tests agpected:

(43) a. *Akula perestala zaplavat;.

sharknowm. stopped.sg.fem.INCEP-swim?”.ndir.inf.
“*The shark stopped starting to swim.” PHASE VERBS TEST

b. Akula zaplavajet segodnja.
sharknom. INCEP-swim?”.ndir.3sg. today
‘The shark will start swimming today’
NOT ‘The shark is swimming today.” FUTURE READING TEST

c. *zaplavajusCaja akula
INCEP-swimming.sg.fensharknom.
intended ‘a shark beginning to swim’ PRESENT PARTICIPLE TES

We should keep in mind that the generalization discusselisnsubsection reflects a
tendency to a certain type of prefixation within a separaiescbf motion verbs. Just as
unergatives in general combined only rarely with LPs, sdleoe are some examples of
lexical prefixes with NDMVs. These are interesting to lookatause they define mo-

tion verbs as belonging to one of the structures discussétapter 2: either containing
thepP or disallowing it.

3.3.3 PRF-V PP template with directed and non-directed motn
verbs

Still preserving the old distinction between lexical anpgetlexical prefixes, | will men-
tion only one in this subsectiony- ‘out of’. In Chapter 2 we saw thaty- is the lexical
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prefix that attaches to unergative verbs more often tharr tgkieal prefixes. While its
use with directed motion verbs results in the natural spatierpretation ‘Figure moves
out of Ground’, its semantic and syntactic contributionte interpretation and struc-
ture of non-directed motion verbs is comparable to wiyatontributes to the structure
of other unergatives: it introduces an unselected objescially effected Vy- with non-
directed motion verbs is fairly productive and is used qaieatively:

(44) a. Veronikavybezala ??(iz Kkletki).
V.NOM. out-ran®.dir.sg.fem. out.of cageGEN.
‘Veronika ran out of the cage.’
b. Veronikavybegala vid nazitelsjtvo.
V.NOM. out-ran”.ndir.sg.fem. permitacc. onresidencecc.
‘Veronika got a residence permit (by running around diffeér@enportant
institutions).’

In example (44-a) with a directed motion verb the PP is rexgljithe surface subject of
the verb originates as the Figure of the prepositional siraec In (44-b) the same prefix
on the non-directed version of the same verb cannot take Bpfadvever it introduces
an additional argument into the structure (‘residence g8rnhe interesting parallel
with unergatives is demonstrated by non-directed motiansitives (the structural par-
allel between lexically prefixed unaccusatives and trargstwas noticed in the previous
chapter). When the transitive directed motion verb ‘caimmy(45-a) hawy- attached, the
PP is nearly obligatory and the whole structure receivesitapnterpretation. In (45-b)
the prefixed non-directed motion verb ‘carry’ a) selectssfdifferent internal argument
(see (45-c) for comparison); b) cannot co-occur with a PB iBlguite characteristic of
unergatives, as we saw in Chapter 2:

(45) a. Maksimvynes xolodiljnik ?(iz ofisa).
M.NOM. out-carried” .dir.sg.ms.refrigeratoracc. out.ofoffice GEN.
‘Maxim carried the refrigerator out of the office.’

b. Maksimdavno vynosil ideju
M.NOM. long.agoout-carried”.ndir.sg.ms.ideaAcc.
perejezda (*iz  golovy).

across-goingEeN. out.ofheadGEN.
‘Maksim decided to move long ago.’

c. Maksimdavno vynosil *xolodiljnik iz
M.NOM. long.agoout-carried”.ndir.sg.ms. refrigeratoracc. out.of
ofisa.
office

NOT ‘Maksim carried a refrigerator out of the office.’
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So, just like with unergatives in Chapter 2, there seems tarbi@ability to licensgP
in non-directed motion verbs. This is confirmed by the faat they take only locative
PP complements. To conclude several sections above andagerthe distinctions
between two types of motion verb, | offer the table below:

(46)
Aspect PP type || Prefix type|| Arg. Str. (for intr.)
prog | pluract|| dir | loc || Ip | slp unacc| unerg
DMV U U 0 | o 0O U U
NDMV || O U 0 | o 0O U U

Thus, we can see that directed motion verbs always desatjaeemt paths and e

» only progressive;

» compatible with prepositions taking accusative objdatewn as directional PPs;

» grammatical only with lexical prefixes;

» only unaccusative (when intransitive)

In their turn, non-directed motion verbs always descritabhing, crossing, revers-
ing or plural paths and are:

* both progressive and pluractional,

» compatible with prepositions taking locative or instrurted objects, known as
locative PPs;

» grammatical only with superlexical prefixes;

* only unergative (when intransitive)

®Notice directed motion verbs do not require that the PPs aaimdpwith them necessarily stand for

a telic point:

()  Maljgik

boyNoOM. slowly

medlenndcél

k

oknu.

walked .dir.sg.mstowardswindowDAT.

‘The boy was slowly walking towards the window.’

(Www.lib.ru/INOFANT/BRADBURY/gift.txt)
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3.4 Zooming in on the PP

In Chapter 2 | analyzed lexical prefixes as headpmfthat is a part of an extended
projection of PP, headed by a lexical preposition, often dpinonous with the prefix.
From pP the prefix raises to RP, a position within the functionajgution of the verb.
Thus, simultaneously a lexical prefix belongs to two domaitie verbal domain and
the prepositional domain. The object introduced by a prdBr aaises to the verbal
domain - minimally, to the Spec of RP, which, | claimed, was tinst position where
the Figure could get case due to the fact that RP is inside #itexrclause which in
the right configuration is equipped with little The case of the Ground depends on the
presence and the type of littfe that is, a lexical prefix. What was unclear is whether
the little p, the head of a small clause, can have case assigning pespedependently
of the verb. Another puzzle was lexical prefixation of unéges.

One direction towards its solution is outlined by an arragwiinent researchers in
the field of P (Koopman (2000), den Dikken (2003), Svenori2@96)) who decompose
p and P into a bigger number of functional projections. Thiprapch could clarify
where prefixes can and cannot originate.

This section is going to outline the very elaborated analysfeDutch, German
and other particle-adposition combinations presentedoopfnan (2000), den Dikken
(2003) and Svenonius (2006), with the focus on incorponadigorepositional elements
into V. Above | sketched semantic analyses of Paths. Patls, ttan be a justified part
of the prepositional phrase responsible for its directibnar extendedness. Path is ori-
ented with respect to the locative reference point expekgd”laceP. The approaches
to treating PathP and PlaceP inside the PP can be slightbretit, but they all are
based on the original proposal made by Koopman (2000). Imékesubsection | will
introduce the main postulates of Koopman'’s theory.

3.4.1 Koopman (2000)

Analyzing Dutch circumpositions Koopman (2000) decomgabem into PathP and

PlaceP. PlaceP immediately dominates P and can projeetetitf size structure up to
CP(place). PlaceP and its extended projection of varyimgsstan be a complement of
PathP, that is responsible for directional readings of Pids @onsequently, VPs. PathP
imposes a directional reading on the VP in two ways, depgndinwhether the Path

head is silent or overt.

47) Silent Path is a trace whose antecedent is incorponatadrerb of
motion (Koopman (2000):228)
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An overt Path is a result of the incorporation of P into thenPratad®:

[PathP]A
.\
o\

Applied to the Dutch empirical data, a silent Path incorpsaanto the verb and an overt
Path, itself a result of P incorporation, produce differgyritactic configurations.

1. Postpositional PPs are always interpreted as diredti@ttb), (50b))

(48)

2. Prepositional PPs are interpreted as directional onlgnadirectionality is en-
coded in the verb governing it (49-a)

3. Prepositional PPs are interpreted as locative in all theracases (50-a)

In (49) both, prepositional and postpositional PPs havestional reading, because
in (49-a) the silent Path is incorporated into the verb aed/rb forces the right reading
of the PP, and in (49-b) the Path is overtly expressed by Pddcsit:

(49 a. Zijismeteen in het water gesprongen.
sheis immediatelyin the water jumped
‘She jumped into the water immediately.’
b. Zij is meteen het water in gesprongen.
sheis immediatelythe water in jumped
‘She jumped into the water immediately.’

Notice, that when the same verb is used with the auxiliaryeéhée prepositional PP
has only a locative reading, the postpositional PP is ungratical:

(50) a. Zij heeftin het water (open neer)gesprongen.
shehas in the water up anddownjumped
‘She jumped up and down in the water.’

105ometimes, in circumpositional phrases, an overt Pathrétlly lexicalized by a ‘specific lexical
postpositional element’:

() overde stoelheen
overthechairheen
‘(to) over the chair’ (Koopman (2000):230)
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b. *Zij heefthet water in gesprongen.
shehas the water in jumped
‘She jumped in the water.’

As was said above, postpositional PPs always have a dinattieading, since their
presence in the structure signals merge of Path. Ppbagpositionalirectional PPs are
possible even in complement position of N (prepositionalenare - because ‘silent
Path must attach to a [- N] category’):

(1) From Koopman (2000):224

a. de weg in het bos b. de weg het bos in
theroadin the forest theroadhet bos in
‘the road in the forest’ ‘the road into the forest’
(locative only) (directional only)

Sometimes in circumpositional constructions (52) and tansons with postposi-
tions (53) an overt Path incorporates into the verb:

(52) a. datzij gistern onderde brug isdoor gelopen
thatsheyesterdayunderthe bridgeis through walked
‘that she walked under the bridge yesterday’
b. datzij snel achterhetkonijnzijn aan gelopen
thattheyquickly behindtherabbit be at walk
‘that they chased the rabbit’

(53) omdat zij hetbos (door) is(door) gelopen
becausehetheforestthroughis through walked
‘because she walked through the forest’

Thus, a simplified list of directional PP scenarios in Duteshpaoposed in Koopman
(2000) is:

* Prepositional phrases with motion verbs; null Path inocaped (49)

 Postpositional phrases with non-unergative verbs anad B¥®s; Path is overt (Iex-
icalized by P raising to it) and can further incorporate Mt(b3)

» Circumpositional phrases with non-unergative verbsh®abvert and also can
incorporate into the verb (52)

Remembering the parallel | drew between Germanic partetesRussian lexical
prefixes, the paradigm above could be applicable to the Rusa&rbal-prepositional
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material as well. An important point here concerns the ipocation of null Path into
the verbs of motion. Den Dikken (2003) however notices thatgeneralization in (47)
fails to capture the fact that not all motion verbs in Dutdbwalprepositional PPs with
the directional interpretation:

(54) Jan liep/ rendein het bos
JNowMm. walked/ran in the forest
‘Jan walked/ ran in the forest.” LOCATIVE only

Maybe what systematically splits the Russian motion vertusdirected and non-directed
pairs also arbitrarily splits the Dutch motion verbs intoegied and non-directed un-
paired verbs, likespringenjump’ - directed,lopen‘walk’ non-directed. The borderline
between motion verb types is thus drawn by the incorporatiigPath in directed and
non-incorporating overt Path in non-directed tokens (d¢6o &ubizarreta and Oh (In
press)).

Interestingly, in Dutch only non-unergative verbs are catiige with any sort of
Path, both incorporated (49-a) and not incorporated (4%b)s seen from (50) unerga-
tives are ungrammatical with Path-denoting postpositions

If this state of affairs in Dutch is compared to the Russiartsfal would have to
assume that directionality in unprefixed directed motiorbg@riginates in the incorpo-
rated Path. Indeed, we have seen the effect DMVs have onwaigeneutral symmetri-
cal prepositions and locative ‘extended location’ PPs)(@1-a), (22-a)). It is compa-
rable to the effect some Dutch motion verbs produce on otiserwcative prepositional
phrases (49-a). Assume Russian prefixes represent theRathrhead, like Dutch post-
positions. In this case they are still compatible with dieeicmotion verbs similarly to
the Dutch example in (49-b).

Unergatives (or non-directed motion verbs in our case) dsuapport directionality
in any way: they do not carry inherent directional meaningas be seen from the
impact they have on the interpretation of symmetrical psems ((21-b), (22-b)) and
they do not combine with lexical prefixes = overt paths. Tleasion is comparable to
the Dutch counterpart as well (50).

There are two problems in this speculative comparison osRusand Dutch:

» Problem 1: ‘ergative shift’ (Hoekstra and Mulder (199@)possible in Dutch and
impossible in Russian

» Problem 2: path incorporates into motion verbs differemtIDutch and Russian

In Dutch, even the verbs that might be ‘directed’ judging bgit ability to impose
a directional interpretation onto the prepositional PRshdve like unergatives in the
absence of adpositions. As is known, the ‘unergative’ vatousative’ behavior is
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diagnosed with the help of auxiliary co-occuring with thelveTo remind, | repeat the
Dutch part of (35) from section 2.3.2 below:

(55) a. Jarheeftgesprongen.
Janhave jumped.PPP
‘Jan has jumped.’
b. Janisin de sloot gesprongen.
Janis in the ditch jumped.PPP
‘Jan has jumped into the ditch.
(from Arad (1998))

As one can see from (55) adding a prepositional phrase torteryative verb leads to
change of auxiliary. Hoekstra and Mulder (1990) call thispdmenon ‘ergative shift.’
According to them, a directional preposition heading a $olause is an ‘ergativizing’
device and its presence is crucial for the argument stractithe verb: itis in the Small
Clause that the argument of unaccusatives is introducedalReat, likewise, lexical
prefixes originate in the Small Clause structure. However situation looks different
from that in Dutch: in Russian it is not possible to changedlgument structure of
an intransitive just by merging a directional PP with thebvelEven lexically prefixed
unergatives do not become ‘ergativized’ and easily take .adPPthe other hand, if
lexical prefixes do not merge with unergatives in a PP, theneoi SC structure and
the grammatical subject of the whole construction can bedhiced only by, but not
by the head of the SC. Thus, Russian unergatives seem tb tresisierge of a Small
Clause. Either way, it is a mystery why unergative strucumeRussian cannot follow
the Dutch pattern, take directional PPs and be ‘ergativiedugh their presence.

The second problem might be connected with the first, sinatsdt deals with the
split between the two types of motion verb, although at tlgpit is not possible to
state the precise relation between these problems. As&uissa morphologically rich
language, any process of syntactic derivation tends toftexted in the morphological
shape of the derivational product (cf. Déchaine (2003)yethat the visible distinc-
tion is observed between the roots of directed and non+edemotion verbs but not
between the roots of prefixed and unprefixed DMVs, it seemsatere to conclude
that something actually incorporates into DMVs apart fr@axidal prefixes. In Dutch
we also observed an overt Path incorporation ((52), (53)chkvis supposedly com-
plementary with a silent Path incorporation (see also dekkédi (2003) on genuine
incorporation discussed in Chapter 2). If the morpholdgst@ape of DMVs were al-
ready a reflection of incorporated silent Path, the verbpethdike this would not be
able to incorporate one more, now overt, Path (= a prefix).
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In the coming sections | am going to look into the types of mhfitovered earlier
and the nature of their connection with motion verbs. As tiseussion unfolds, it will
become clear why Russian motion verbs do not behave in a Dwdgh

3.4.2 Different types of path

Thus, lexical prefixes lexicalize a Path head in the senseooipkian (1997) leaving
Place to lexical prepositions (Koopman (1997), den Dikk&d0@3), Svenonius (2006),
etc.). However, in Chapter 2, | claimed that spatial lexjgadfixes head the littl@
projection. The presence of litthe in the structure is detectable, for example, from
the accusative case on the Ground of the preposition. IrcHapter | have considered
prepositions with accusative objects representationsljgicant linear path structures.
Thus, if a PP contains an accusative Ground, and is chamesdeby the possibility
of lexical prefixation and compatibility with directed moi verbs, it must contain an
adjacent non-branching and non-crossing path structua&ing the analogy between
the little p and the littlev further allows me to think that the littiemay contain an array
of functional heads. This is similar to some researcherggesting thatv consist of
CAUS and VOICE projections (Pylkkanen (2002), MarkmanQ@)). In this view Path
lexicalized by prefixes is a part pP'%.

There might be other projections in addition to Pattpi For example, one way to account for
complex prepositions in Russian is offered in Rojina (200#)nvolves an additional projection, DirP
(cf. also Svenonius (2006)):

() a. On vySel iz-za stola.
heNnowm. out-walked”.dir.sg.fem. out.of-behindtable GEN.
‘He came out from behind the table.

b. vP
DP VP
| /\
on- vy DirP
Vylée' Dir PathP

|
¥¥-  Ppath PlaceP
Iz-  Place KP
| PN
za K DP
| _
-a stol-



156 CHAPTER 3. MOTION VERBS

So, the functional structure used to represent prepositjpirases in Chapter 2 is
preserved here but with different labels which describesihegtial relations inside the
PP in a more precise and concrete way:

(56)
pP — PathP
Figure p Figure Path
/\
p PP Path  PlaceP
Prf P Ground Prf P Ground

Researchers have reached a consensus on the relativempadiffath and Place:
Path dominates Place. This hierarchy is accounted for im@vas (2006): Paths are
oriented wrt the location expressed by PlaceP and can besamted by abstract direc-
tions TO, FROM and VIA. In other words, Path indicates whetm®tion originates
in Place (from), ends in Place (to) or intersects Place .(\B@8low | demonstrate how
different paths operate in Russian.

As is seen from the accusative marking of the Ground in (%®,path leads ‘the
ball’ TO ‘the goal

(57) Mjac katilsja Vv vorota.
ball.NoM. rolled!.dir.sg.ms.sjén gatesacc.
‘The ball was rolling into the goal.

The VIA Path crossing or piercing the PlaceP location alsggssts the presence of
accusative on the object of the preposition:

(58) Mjac katilsja Cerez pole.
ball.Acc. rolled’.dir.sg.ms.sjacrosgield.Acc.
‘The ball was rolling across the field.’

In Russian the path orientation FROM the location descrilygdlaceP is systematically
traceable from the genitive marking on the Ground argument:

(59) Mjac katilsja iz vorot.
ball.NoM. rolled.dir.sg.ms.sj@ut.of gatesGEN.
‘The ball was rolling out of the goal.

Lexical prefixes can lexicalize these abstract TO, FROM ahl paths by merging in
PathP:
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(60) a. Mijac vkatilsja vV vorota.

ball.NOM. in-rolled”.dir.sg.ms.sjén gatesacc.
‘The ball rolled into the goal.

b. Mijac perekatilsja Cerez pole.
ball.NOM. across-rolled.dir.sg.ms.sjacrosdield.Acc.
‘The ball crossed the field.’

c. Mijac vykatilsja iz vorot.
ball.Nom. out-rolled’.dir.sg.ms.sjaut.ofgatesGEN.
‘The ball rolled out of the goal.

(61)
VP
Undergoer A
|
mjac
V RP
L 1o
pere-katilsja posuitee R
|
mjac R PathP
|
VIA PlaceP
|
pere- Placé

/\
P Ground
| |

Cerez pole
Basing my assumptions on the relevant literature and gkregians drawn from
the Russian data, | am going to employ the following theoa¢tmachinery within and
beyondpP:

» PlaceP is immediately dominated by PathP

* Lexical prefixes merge as Path heads lexicalizing thregatis?aths: TO, FROM
and VIA

» PathP is the complement of VBrocP) in DMV (unless the verb is prefixed, in
which case PathP is the complement of RP)
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Remember that all motion verbs have a path argument, whidnséhat non-
directed motion verbs should also take PathP. Rememberlase@xtended location
PPs contain a set of paths that can be connected into a Zavagath, which is non-
adjacent, non-linear, branching, crossing and reverdmguch a case, the question is:
are locative PPs also decomposable into the PlaceP and ttiie? P& so, what kind of
Path can dominate Place in locative prepositional phrasedact, Svenonius (2006)
has an answer to this question. He postulates the existénie fourth abstract path:
AT. According to Peter Svenonius (p.c.), ‘AT Path is one inichhall points (universal
guantification) are located in PlaceP. This is trivial ifrdaés just one point to the Path.
But it also allows e.g. ‘dancing around’ or ‘running in cisl to have Paths.’

The AT-path has overt morphological realization in someylages, like Finnish,
Lezgian or Zina Kotoko (Svenonius (2006), Svenonius (tceap) Svenonius (2004b)).
If you decompose spatial case endings into internal vs eakéycation on the one hand,
and the direction of the path, on the other, in Finnish AT ¢sts)on a par with TO and
FROM. | present the external location paradigm in the talelew. The examples of
adessive (63-a), allative (63-b) and ablative (63-c) casegiven in (63):

AT | TO | FROM

©®2) A Te| mA

(63) a. Asun Venaja-I-1a.
live!.pres.1sgRussiaaDE.
‘I live in Russia.’

b. Tulin Venaja-l-le kuukausisitten.
came.lsgRussiaaLL. month since
‘| came to Russia a month ago.’

c. Matkustan Vengja-l-ta Norjaan ehka kevaalla.
travel.pres.1sgRussiaABL. NorwaylLL . perhapspringADE.
‘I'll probably travel from Russia to Norway in spring.’

Interestingly, | claimed earlier that non-directed motwerbs pick out, roughly
speaking, Zwartsian paths exactly from the denotation @lalative PPs: that is, this
sort of paths are contained in the location representedeégrétposition and its Ground.
For example, in (64) the trajectory of the bird’s motion @bhive covered all the points
contained in the location ‘above the nest’:

(64) Ptica letala nad gnezdom.
bird.NowM. flew!.ndir.sg.femovernestiNsTR.
‘The bird was flying (around) above the nest.

However, the Zwartsian path (Z-path) describing the evieaps of non-directed motion
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verbs is different from Svenonius’ AT-path, even if theyshsome characteristics. The
main property of Z-path is that it consists of a set of subp#that can be crossing, over-
lapping, circular or going back to where they start. As fal lsow, AT-path can have
any shape as long as all its points are contained within thetd&on of PlaceP. And this
is the second distinction: Z-path does not have to be fullt@ioed within the space
outlined by PlaceP, as | will show below. Z-path just gluegetber the type of motion
(‘a shape of event’ in the terminology of Zwarts (2006)) eeqged by non-directed mo-
tion verbs with the set of trajectories contained in the fiveaPlaceP. Remember that
the path traversed with the help of the DMV-type motion doesailways have to be
directional; sometimes it can be contained within the Hracsgion (20). Thus, it is
the shape of a path, but not its orientation with respect &zd®, that determines the
subdivision of motion verbs in Russian into two groups. la light of this observa-
tion, the terms ‘directional’ and ‘non-directional’ seem lie misleading. Yet, | will
continue using them for the sake of convenience, just likél lemploy TO, FROM and
VIA paths from Svenonius (2004b) and Svenonius (2006) tomeite the shape of a
directed motion event with an accusative (or genitive) @rbaf the prepositiof?.

Yet, postulating a co-occurence of PathP with any type ofienoterb leads to a
paradox. Remember that Path is a constituent insiRl@end as we know, non-directed
motion verbs are unergatives. As was demonstrated in Gh2pteergatives never take
pP complements. How to resolve this paradox?

2There is an alternative account for Ps with accusative Gisydirectionals) and Ps with loca-
tive/instrumental Grounds (locatives). It belongs to Meland Taraldsen (2005). Inspired by Zwarts
(2005) and Ramchand (2006), Medova and Taraldsen (2008)ladlertaken a task of showing how the
augmented denotation of the event is actually mapped onethef paths represented by a preposition.
Directional prepositions represent more complex pathslibaative prepositions (the data is from Czech):

() a v=LOGC;,do=[DIR[LOC]]
b. na oc = LOGC,, nNaacc = [D|R [LOCQ]]

By the formula in (i), prepositional paths can be matcheth®shape of events via the trace function.
Thus, the role of the verbal DIR ‘subpath’ is played by Brec augment of the event structure, and LOC
‘subpath’ by theResaugment.

(i) [PPVP]={ein][VP]: 7(e)in [ PP] } (Zwarts (2006))

This system beautifully predicts that only resultativebsehaving a processual subpart in their event
structure will combine with directional PPs. If the verbKamne of the augments in its event structure, it
is incompatible with directional PPs.
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3.5 Analysis. Paths within

Before | put forward any accounts, let us look again at theofisnotion verbs:

(65)

\DMV \\NDMV \ \
id-ti xod4-tj | ‘walk, go’
jex-a-tj || jezdi-tj | ‘go by a vehicle’
beza-tj || bega-tj | ‘run’

let-e-tj || let-a-tj ‘fly’

ply-tj pla-va-tj | ‘swim’
polz-ti | polza-tj | ‘crawl’
lez-tj laz4-tj ‘climb, creep’

tax-i-tj || taska-tj | ‘drag’

nes-ti nosi-tj | ‘carry, wear’
ves-ti vodd-tj | ‘walk (tr.), drive’
vez-ti vozi-tj | ‘transport’
kati-tj || kata-tj | ‘roll

gna-ij gonja-tj | ‘chase’

As can be seen from the table, most directed and non-direotdd have slight
differences?.
The stem alternations we could observe in the table in (65) ar

13The-a- in the directed and non-directed counterparts of ‘run’ isgponent of a different conjugation
class as can be seen from comparing tensed forms of both stéimand (ii):

i Conjugation paradigm of the vetiezatj‘run’.inf.dir.
(i) jug P g ]

Singular  Plural
1P. beg-u bez-i-m
2P.  bez-i-5 bez-i-te
3P. bez-i-t beg-ut

ii Conjugation paradigm of the vettegatj‘run?.inf.ndir.
(i) jug p g gaj

Singular  Plural
1P. beg-aj-u beg-aj-em
2P. beg-aj-e§ beg-aj-ete
3P. beg-aj-et beg-aj-ut
It seems that in (i) some present Tense forms (like 1Sg. ahd 8Bmpare them to the corresponding
forms in (ii)) have no thematic vowel at all.
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» C(onsonant)-stem of directed motion verbs alternatintp wt of non-directed
motion verbs as ivez-ti- voz-i-tj ‘transport, carry’

» C-stem alternating with the thematic vowaeJ- as inpolz-ti- polza-tj ‘crawl’

» Thematic vowels likea- or -e- alternating with-i- or -aj- (jex-a-tj - jezd-i-tj ‘go,
travel’; let-e-tj - let-a-tj ‘fly’)

* -i- in transitive directed motion verbs alternates wéf in transitive non-directed
motion verbs {@X-i-tj - taska-tj)

Different explanations have been offered for the phenomerighematic vowels.
The most extensive account is given in Jabtohska (2006).b8kes the account on the
views by Déchaine (2003) summarized below in (66) (comfaiso to Marantz (1997)
cited in section 2.3.4):

(66)

The way the root merges with a syntactic configuration is cedtk in the
morphology

Jabtohska (2006) develops this view to cover thematic \®wmeSlavic verbs, which
she calls ‘verbalizers’. Thus, verbalizers are exponehtiseosyntactic configuration in
which the verbal root is embedded. As the idea with the veré is still speculative
although intuitively pointing the right direction, | willesstrict its use to supporting the
claim that more complex morphology of most non-directediaroverbs reflects more
complex syntactic structures they appear in.

At first it may sound paradoxical, since we know that, at leasthe outward non-
directed motion verbs do not combine with much structurey tbannot appear with
directional PPs including Path-heads (lexical prefixesacty like other unergatives.
From subsection 3.4.1 we know that directional PPs co-auguwrith unaccusatives
and not co-occuring with unergatives is not specific to Rarssin such languages as
Dutch (and Italian) the argument structure of an intramsitierb is determined by the
presence or absence of a directional PP. The presence arcabska directional PP
in the syntactic environment of such verbs not only deteesithe argument structure
of the verbs, but also influences the auxiliary choice (sésexttion 3.4.1). Remember
that in this connection two problems in comparing RussiaBuétch arose: 1) unlike
in Dutch, there is no evidence for silent Path incorporatidn the stems of directed
motion verbs in Russian; 2) unlike in Dutch, there is no ‘@kgeshift’ in Russian, that
is, adding a directional PP to unergatives is just impossibl

In this section | will put forward a proposal solving thesetproblems simultane-
ously.
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3.5.1 Z-path incorporation

| assume that both, directed and non-directed motion veadse BProcP in their event
structure. However, for some reason these prax verb types differ morphologically:
in some cases ((i) and (ii) in footnote 13) the thematic vosied non-directed motion
verb obviously looks more complex than the thematic vowel dfrected motion verb.
The reason for this difference lies in the presence of inm@ted material within the
stem of NDMV. This element is a Path head. As follows from thevus discussion,
non-directed motion verbs encode motion along the Zwars&hs, that is, paths that
overlap, cross and go back. We also agreed that directiatias mre usually lexicalized
by spatial prefixes. The question raised in subsection 8vd2 how can non-directed
motion verbs co-occur with any Path at all, even though it &ppable on the type of
motion they encode, since Path is a part of the ljtfgojection? Here is the answer:

(67)

Non-directed motion verbs incorporate silent Z-path mgkin
it impossible for overt paths to merge

(68)
vP

A

Initiator vV
V/\VP
A\/l
T~

Vv PathP

A

P Ground

The analysis employing Path-incorporation fares bettekplaining the differences
between directed and non-directed motion verbs than itsnpial alternatives, like the
analysis based on different selectional requirements @two types of motion verb.
The selection-based analysis fails to explain why the pt@sethat must be satisfied
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under selection (directionality) are recoverable from liead even in the absence of
any complements. What | mean here is that a) motion verbs aftecplar type encode
motion along a path with a particular shape and no PPs argatbty for that (69);
b) motion verbs of the two types have the same roots but diftesuffixes (see the
discussion above).

(69) a. Onplaval SestjCasov.

he swam'.ndir.sg.ms.six hoursGen.

‘He was swimming for six hours.” = He was swimming in diffetelirec-
tions, sporadically, or repeating the same rout, for exagtpining in the
swimming-pool or bathing in a lake.

b. Onplyl SestjCasov.

he swam'.dir.sg.ms.six hoOursGeN.

‘He was swimming for six hours. = He was swimming to a parcu
destination along a linear path, for example, crossing tigdigh Channel.

Native speakers do not need to have a PP next to the verb admtotknow what path
is being traversed.

In addition, the selection-based analysis misses the gkzedion | arrived at in
Chapter 2: the behavior of non-directed motion verbs is ffergint from the behavior
of other unergatives. This implies that it is the structanakeup o#P that is responsible
for its syntactic distribution rather than selectionaluiggments of lexical items that
constitute it.

Thus, | consider the path-incorporation analysis to bestltisthe real state of affairs
in Russian than the selection-based analysis (see alswtedt4).

Now | can explain the (un)grammaticality of some exampleaifthe beginning of
this chapter. | repeat (17) and (18) below as (70-a) and §70-b

(70) a. Vprixozej letala babocka.
in corridorLoc. flew!.ndir.sg.fem. butterflyNom.
‘A butterfly was flying in the corridor.’
b. ??Babocka letajet nakuxnju.
butterflynowm. flies’.ndir. onkitchenAcc.
‘The butterfly is flying to the kitchen.’

Accusative marking on the Ground argument of the preposiSan indication of the
presence of Goal. As the conflated Z-Path contains no Go8&lqarce) specification, no
accusative (or genitive) is usually assigned to the Grougdraents of PPs following
NDMVs. The absence of accusative (or genitive) on the Graafritie preposition is
linked to the non-directional interpretation of the PP. loer, as we could see from
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(38), repeated below as (71-a) and (71-b), non-directitynad a PP is not a decisive
factor in its compatibility with NDMVs:

(71) a. Rektor xodil v striptiz-bar za scéet
rectorNnoM. walked!.ndir.sg.ms.in strip-baracc. behindexpensewcc.
vuza.

high.schoolGEN.
‘The rector attended the strip-bar at the university’s egee

b. NaSisamoléty letali iz Vladivostokai v sovetskoje
our planesnom. flew!.ndir.pl. out.ofV.GEN. andin sovietAcc.
vremja.
timeAcc.

‘Our planes used to fly from Vladivostok during the Sovietdsras well.’
(kapital.zrpress.ru/imageall/2004/0603.asp)

This was a puzzle before: a pluractional reading of nonetid@ motion verbs with di-
rectional PPs as other instantiations of pluractionalityld be explained by postulating
some higher aspectual head AspP with the correspondingatemo This head would
take a singular event and iterate it. | argue that what happeas the opposite nature:
iteration (and pluractionality at large) is induced by tlbastituent occupying lower do-
main of the tree. This constituent is PathP. We know by now Zhpath consists of
multiple subpaths, making it ‘plural’ in a way. Now rememlmy claim that Z-path
does not have to be fully contained inside the PlaceP rediothe case under discus-
sion (71-a), PlaceP contains only the end-point of the &;pidwe rest of the path lies
outside the region denoted by PlaceP. Multiple subpathssicase are created by going
back and returning to the end-point an indefinite numbemoés. As paths are always
homomorphically mapped onto the event shape of the verb t8W2006)), we get a
pluractional interpretation on the non-directed motionbveombining with the Goal
(or Source) PP. Thus, Z-Path induces pluractionality ofdimacted motion verbs with
directional PP¥.

The behavior of the Z-path is subject to a cross-linguisditation. Whereas in Rus-
sian it incorporates into non-directed motion verbs, iniggian it is overt: the division
between directional and non-directional VPs is encodechbyaspectual’ preposition
pa ‘at’ (Ramchand and Tungseth (to appear)):

14The mechanism underlying the derivation of pluractionabgeof motion is another piece of evi-
dence against the selectional theory that could be alieetfabffered for explaining different behaviors
of DMVs and NDMVs. Assuming NDMVs had a selectional requiesmhin solely locative PPs, easy
combinability of non-directed motion verbs with directarPPs would fall short of satisfying it. Simi-
larly, if we assume, that in their turn DMVs have a selectlaaguirement in strictly directional PPs, the
assumption is turned invalid by the co-occurence of DMVéuatative PPs (20).
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(72)
a. Vi dyttet vogna. b. Vi dyttet pavogna.
we pushedcart.the we pushedat cart.the
‘We pushed the cart.’ ‘We pushed the cart (around).’

Non-surprisingly, the sentence in (72b) is even incompatitath rundt og rundt
‘round and round.” The explanation is straightforward: unal’ lexicalizes the same
path, AT, which is already expressed by the preposipén

However, in Russian there is one prefix with the same meaniiground’ that can
attach to non-directed motion verbs:

(73) a. Ornoplaval vsemorja.
he around-swam’.sg.ms.all seasAcc.
‘He has swum around all the seas.
b. NaSasobaka oblazila vsepomojki.
our dogNowm. around-crawled”.sg.fem.all scrapyards.cc.
‘Our dog has checked all the garbage-bins.’

In Chapter 2 | discussed as the only passivizing prefix combining with unergatives.
Remember that this combination was claimed paradoxic#tteiforefix heads pP,ss,

but nopP co-occurs with non-directed motion verbs, what actuaygdens here? Sup-
poseo- does not merge ip. Suppose it merges in P. Usually prefixes and prepositions
constituting the same extended projection have the samarges1 The preposition
meaning ‘around’ would be a direct analogue of the Z-pathaddition, the objects of
o-prefixed NDMVs look like Grounds of prepositiofis In a way, it does not seem to
be a coincidence that- is the only prefix co-occuring with NDMVs in particular and
unergatives in general. It corroborates the idea of theth-panflated with unergative
verbs.

Earlier in this chapter | mentioned another prefix that caachtto non-directed
motion verbs and other unergatives, namely, Some other prefixes can also behave
like vy- productively combining with unergatives. This is unexgeelctlf vy- andvy-ike
prefixes are path expressions, they should not co-occumaithdirected motion verbs
and unergatives in general, because the presence of arpatieiis impossible with the
conflation mechanism. | cannot give the same analysig/i@nd vydike prefixes as

15As an option, we could also suppose thatoves from P, lexicalizes the Z-path head and then incor-
porates into the verb, Dutch-style (cf. Koopman (2000))weer, it is unclear how to implement this,
since | claimed that Z-conflation is reflected in the themabiwel of NDMVs, ando-prefixed NDMVs
would contain both, the Z-path thematic vowel and the Z-pa#tiix. Thus, | choose to analyre as P
alone.
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they do not introduce the Ground argument. Therefore, | hadertunately no account
for the structure in whiclvy- combines with unergative predicates. Since it is the only
prefix that attaches to NDMVs and since there are just fewrstitrt can co-occur with
other unergatives, they can involve an independent arsalys the generalization that
arose in Chapter 2 shows to a different direction, | am malkirdgecision to put the
discussion of unergatives witly- andvy-ike prefixes aside.

The Z-conflation analysis also accounts for the behaviorireicted motion verbs.
While directed paths TO, FROM and VIA are never incorporatgeo DMVSs, they can
be overtly lexicalized by spatial prefixes (60), (74-a).

(74) a. Samolétik zaletel za divan.
planeNnoM. behind-flew’.sg.msbehindsofaacc.
‘The paper plane ended up behind the sofa.’

b.
VP
/\
Undergoer V
/\
samolétik \% RP

Resultee R

ik R

za-letel

TO Acc PlaceP

A 4
Za- za divan

Even when the TO, FROM and VIA paths are not lexicalized byixes, they do fol-
low directed motion verbs and represent an aghiassigning accusative to the Ground
of the preposition (75-a).

(75) a. Samolétik letel nabalkon.
planenoM. flew!.dir.sg.mson balconyacc.
‘The paper plane was flying to the balcony.’
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b.
A
Undergoer V
samolétik V PathP

letel  Figure Path

L
sameletk TO PlaceP
Placé ACC

P Ground

na ba‘lrkon
The presence of overt path with directed motion verbs alptaéxs their poor com-
patibility with ‘phase’ and some modal verbs. The PP comgletof DMVs implies
resultatitivity: the Figure is supposed to traverse a aepath to end up in the location
described by PlacéP
Thus, the analysis of motion verbs based on Z-path conflatgim NDMVs and
overt paths with DMVs explains:

» why unprefixed non-directed motion verbs have the mearongponent ‘around’
» why non-directed motion verbs do not take spatial prefixes

» why non-directed motion verbs do not take directional PPs

Now let us see how we get unergativity from the Zwartsian ratbrporation.

®Notice, however, that unlike perfectives, directed motienbs are not truly ungrammatical in the
environment of ‘phase’ verbs:

0) Podnjalasj volna, i mynacali bezatj k gostinice.
raised’.sg.fem.sjavaveNoMm. andwe started’.pl. run’ .dir.inf. to hotel DAT.
‘A wave raised, and we started running towards the hotel.
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3.5.2 Conflation and unergativity

The analysis proposed for non-directed motion verbs isacéyt extendable to other
unergatives judging by their distribution with respect tegositional phrases and pre-
fixes likevy-. The question is,

» why do we get unergativity when a path is conflated with thd9e

The correlation between unergativity and path conflatiomosaccidental. Ramc-
hand (2006) postulates that Paths are Rhemes, or complenfdasually)ProcP:

(76) initP

The Rheme material is incremental and mappable orptbeP of the verb, therefore
not only NPs can be Rhemati¢cbut also PPs denoting paths:

(77) a. John pushed the cart to the store.
b. initP

/\
John | /\
init procP
push

the cart /\

proc XP

<push> _— "~
to the store

Following Hale and Keyser (1993) Ramchand (2006) claimbwéebs likedance'arise
from rhematic material being conflated from complementtpmsinto the head. So, in
the case of the vertiancebelow, the nominal ‘dance’ can be thought of as theeRE
of the generalizedo process’:

170Only those NPs can be Rhemes that represent IncrementakEEhke creation/consumption objects



3.5. ANALYSIS. PATHS WITHIN 169

(78) initP
‘ /\
X - /\
init procP
X /\
proc DP
do _—

dance

Considering that a lot of conflation verbs belong to the ctdasmergatives, likalance
above, my claim must be on the right track. The differencevben the present analysis
and the analysis proposed in Hale and Keyser (1993) andajmaein Ramchand (2006)
is in what conflates with the verb. Here the Rhematic matésisthe Z-Path both in
non-directed motion verbs and in other unergatives. Wieateaterial is conflated, all
conflation verbs have one characteristic in common:

Verbs with conflated material always have the initiator argu
ment.

| will call the generalization above ‘Chapter 3 Generai@atfor now. Similar to
Burzio’s generalization, which states that accusativeossible only in the presence of
external argument, the generalization above does not retvaightforward explanation.
It just reflects a systematic pattern characteristic of noaecusative verbs. In the abso-
lute majority of cases the pattern describes intransitredipates whose only argument
is introduced by the littl&#P. They are unergative predicates. There are also six iksnsi
NDMVs that demonstrate the syntactic distribution simttathat of unergative verbs.
As we know, they certainly project the litti#> as well. Conflation can be compared to
antipassivization in some sense: the object of the verb'depsived’ of its status of the
internal argument. As a result, it does not participatesroriginal syntactic configura-
tion. Recall, that as a result of Burzio’s generalizatiost jone case remains available
with passive verbs. As a result of the Chapter 3 generadimationflation verbs are left
with just one argument. This only argument is the initiator.

The conflation generalization leads to an interesting ptedi. Remember the dis-
cussion of Affectedness Constraint in Chapter 2. Accordmthis constraint, PPPs
formed from effected object verbs are not acceptable withwmdification implying the
presence of the external argument:
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(79)  napisannaja *(Kandinskim)kartina
painted.PPP.sg.fen.INSTR. pictureNom.
‘picture painted by Kandinsky’

Recall that effected objects are Rhematic complementseofdib, as opposed to Re-
sultees or Undergoers. In Chapter 4 | will discuss effectegais in more detail
and will propose after von Stechow (2000) that they are opatpmplements. As
stated in Van Geenhoven and McNally (2005), opaque compitshod the verb are not
individual-type, but property-type arguments. Thus, et objects are also property-
type arguments. According to Van Geenhoven and McNally $208uch arguments
undergo the process of semantic incorporation, as can Ioefisee the absence of the
transitivity marker in some West Greenlandic verbs withpary-type complements.
The prediction is: verbs with effected objects are simitaconflated verbs and there-
fore the external argument is obligatory with them. It evanrot be omitted with Past
Passive Participles formed from effected object verbsciwheflects an aspect of the
Affectedness Constraint.

3.6 Conclusion

In search of solution for the problems that arose in Chapteagpealed to the class of
motion verbs. As the problems dealt with lexical prefixatpatterns on the verbs with
different argument structures, motion verbs suited th@@se of untangling them well
for the following reasons:

» both groups of motion verbs, directed motion verbs and dioected motion
verbs, are imperfective and thus, on the one hand, do not latatethe picture
by aspectual differences, on the other, as a class, canltaipes of prefix;

* the distinction between DMV and NDMV is also the distinctibetween unac-
cusative and unergative motion verbs respectively (ttaedVs aside);

* motion verbs allow to study the concept of Path in greatitjettnce motion is
trivially associated with traversing a path

The choice of this class of verb turned out to be right. In thecess of investi-
gating motion verbs | arrived at the following generalinas describing each group in
particular:
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\ HDMV \NDMV \
shape of path Krifkan Zwartsian (2)
Prefixation Lexical, spatial Superlexical or non;

spatial
compatible PP directional (withacc | locative (with
(GEN) Ground) LOC/INSTR Ground)

As one can see, the event shape of a motion verb homomorghitapped on the
type of path it describes, determines the distributionapprties of the verb.

Directed motion is the motion along an adjacent, non-bremggmon-crossing and
non-reversing paths (Krifka (1998)), often expressed lgyahstract directional Path-
heads TO, FROM and VIA. These directed paths are lexicaligespatial lexical pre-
fixes. When a Goal or a Source are specified by the PlacePcausticase (accusative
or genitive) is assigned to the Ground of the prepositionclvinenders the whole PP
a directional interpretation. However, as compatibilitfpdMVs with locative preposi-
tional phrases suggests, directionality of a path does lagtgcrucial role in isolating
directed motion verbs into a class.

Non-directed motion happens along a set of paths, which s cbranch, go back
and be traversed many times (Zwarts (2006)). In syntax gpsasented by the silent
Z-Path head. This Path head gets conflated with the verbvihdcks merge of spatial
prefixes. When NDMVs co-occur with directional PPs, the $esubpaths constitut-
ing the Z-path have the same end- (or beginning-) point. Suphth implies multi-
ple traversing of the same trajectory. When it is homomarghi mapped onto the
event shape of the verb, we get a pluractional interpretaifadhe event. Thus, non-
directionality is again not crucial for isolating non-dited motion verbs into a separate
class.

The DMV-NDMYV distinction is determined by a) the shape of gah they encode;
b) its overtness.

The conflation of a Path head has deep consequences fongrestergatives in
Russian. When the path conflates, itheP (VP) is obligatory in the structure of the verb
and so is its Specifier, the Initiator argument. In this wag winergative (or sometimes
transitive) argument structure is derived.
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Chapter 4

Superlexicalna- and event quantity

4.1 An overview of superlexical prefixes

Recall that there are two types of perfective. Lexical pefigreate perfective verbs
whose event structure contains the result augment (RRJiggeltomic events. The
other class of prefix, called superlexical, representstemnotvay of creating atomic
events. Roughly speaking, by measuring mass-like evesygtioduce an atomic ‘pack-
age.

According to Isacenko (1960), the modifier-prefixes, asenméd superlexicals, do
not interfere with the lexical semantics of their host vethey just modify it following
two different patterns. In pattern one they pick out andndetla subevent; like the initial
part of the event in the case pd-

(1)  govoritj ‘speaK’ - zagovoritj'start speaking§’

In pattern two they ‘modify’ some inherent characteristtthe event (Isacenko (1960):
223), like its ability to distribute over arguments in theseafpere-

(2)  mytj posuduwash’ dishesacc.” - peremytj (vsju) posudtwash’ (all) the
dishes (one after another)’

Isacenko (1960) does not label prefixes, he labels ‘akdids’syielded by their attaching
to the verb. The number of the latter amounts to 16 eveniesliand each of them is
formed by the combination of the verb with one or several pesfi

Prefixes receive their interpretation from the structucaifon they merge in. There
is often a direct correlation between Isacenko’s ‘aktats and prefixes inducing them,
therefore, for the ease of presentation, | expand the tedogy coined in Isacenko
(1960) for labeling eventualities to also cover the relé¢vanefixes. Now, the termi-
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nology goes like follows: the inceptive ‘aktionsart’ in (i a result of attaching the
inceptive prefixza-to the verb. Even if the ability to distribute the event oves ar-
guments might not come directly from the distributive pretis | will show below, |
will stick to the ‘aktionsart’ labels of the superlexicalgixes. For future reference, |
introduce the most common prefixes and their labels here:

3)

a.

Inceptive (INCEPZa- picks out the initial subpart of the macroevent, ren-
dering its left boundary salientzabegatj'start running around’zaigratj
‘start playing’

Accumulative (CUM)na- delimits a large portion of the macroevent; the
measuring is fulfilled either by the direct object or by sontleeo means

- for details see the following sectiomasaatj smorodinyplant a lot of
currants’

Terminative (TERM)ot- is the antonym ofza, picks out the very final
subpart of the event (usually with no possibility for the v resume),

it creates the right boundary of the macroeverhbegatj‘'stop running (for
good)’

Delimitative (DEL)po- picks out a random (usually small) portion of the
macroevent and renders both left and right boundary to dgelimits the
otherwise indeterminate event the way a measure phrasei¢let) de-
limits a mass noun (‘of water’)pobegatjrun for a while’; poigratj ‘play
for a while’

Attenuative (ATT)pri-, pod- po- add a light intensity reading to the (usu-
ally) bounded eventpodprostytj‘catch a slight cold’;poprivyknutj‘get
slightly used’

Distributive (DIST) pere5 po-, like accumulativena-, delimit a large por-
tion of the macroevent, which ideally must contain iterasetevents, in
their turn distributed over the relevant arguments of thdvpere- (po-)
closely cooperate with the universal quantifier (see thieviohg section):
pootkryvatj vse okn&pen all the windows (one after anotherperebit;
vse tarelkibreak all the plates (one after another)’

Babko-Malaya (1999) suggests that lexical and superlepiedixes should be syntac-
tically distinguished: the former incorporate into the lvgresyntactically, the latter
adjoin the Asp and incorporate into the verb by head movemgné proposal about
syntactic positions of lexical and superlexical prefixeBabko-Malaya (1999) was fur-
ther developed in Romanova (2004a), Romanova (Forthcontvgnonius (2004a) and
now it seems natural to assume that superlexical prefixggate high in the structure,
whereas lexical prefixes merge much lower (c.f. Chaptersf@r ghe treatment of the
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latter). The verbs with superlexical prefixes demonstrateaber of special charac-
teristics (Romanova (2004a)). The most noticeable arethiggt usually do not form
secondary imperfective (4-a) and do not undergo any valehagge (4-b).

(4) a. petj'sing” - popetj‘DEL-sing”” - * popevatj'DEL-sing’’ = ‘sing for a
while’
b. petj (pesnju¥sing’ (songAcc.)’ - zapetj (pesnjuNCEP-sing” (song)’ =
‘start singing (a song)’

The high merging position of superlexical prefixes resuitteir ability to stack (5):

(5) guljatj ‘walk’’ - vyguljatj‘out-walk?” = ‘take for a walk’ - vygulivatj‘out walk’’
2IMPF - povygulivatjDEL-out-walk”’ = ‘walk (trans.) for a while’

As can be seen from (5), most superlexical prefixes sele¢h@®mperfective stem of
the verb they attach to

In the next two chapters | am going to investigate two superdds that attach to
imperfective stems in detail - accumulatina- and distributivepere- They are of im-
portance here because of the apparent effect their prebasaoen the direct objects of
the host verbs: with both prefixes under discussion, the\ersis are allowed to have
only plural or mass objects. In addition, the attachmemafseems to result in the
genitive partitive case on plural and mass objects. Howévisrconstraint on the shape
of the object does not cancel the selectional requiremetiteoprefixes in question for
the imperfectivity of the verbal stem they incorporate into

4.2 Previous accounts oha-

4.2.1 Na- introduced

The termaccumulativeas referring to one of the aktionsarts of the Russian verb was
coined in Isacenko (1960). As it is superlexical prefixed thduce different aktionsarts
(using the traditional terminology underlying IsaCerkw/orks), and as the correlation
between specific prefixes and specific aktionsarts is sysignhaxpanded the term
accumulativeo also cover a morphosyntactic inducer of #oeumulativeaktionsart’,
phonologically realized as the prefia-2.

1Some superlexicals like attentuatje- can also attach to perfective stems:

(i) otkrytj ‘open”” - priotkrytj ‘ATT-open’” = ‘open a bit’.
2Jsatenko (1960), Isatenko (1962) distinguishes beti@endifferent accumulative aktionsarts: sat-
urative, whema-and the reflexive cliticsjacooccur on a verb and all together yield an interpretation 't
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(6) a. nadelatf mnogooSibok

‘CUM-do” lots  mistakessEN.’
‘to make a lot of mistakes’

b. narvatj cvetov
‘CUM-pick” flowersGeN.’
‘to pick (a lot of) flowers’

c. Taksi najezdilo sto rublej.
taxi.NOM. CUM-rode”.ndir.nthundredroublesGeN.
‘The taxi trip has amounted to 100 roubles.’
(IsaCenko (1960):248)

For Isacenko (1960) ‘accumulative’ literally means thatesent has resulted in some-
thing that has been accumulated and therefore can be mdadur¢6-a) there is an
overt measure phrasenogo'a lot of’; in (6-b) there is no concrete measure, the object
is marked patrtitive genitive; in (6-c) there is a precisergita of money the taxi ride
‘accumulated’.

Mostna-verbs have internal arguments. The verbs in (7), (8) andréall originally
transitive, but not all of them are (originally) creatioosumption/destruction (=incre-
mental) verbs. The examples in (8) are evidence that notipggemental’ events can
be measured out:

(7) a. nakopatj kartoski
CUM-dig”.inf potatoesGEN.
‘dig a lot of potatoes’

b. nakolot] orexov
CUM-cracK’.inf nutsGEN.
‘crack a lot of nuts’

C. harezat] kolbasy
CUM-cut”.inf sausag&sEN.
‘cut (a lot of) sausage’

d. nanositj vody
CUM-bring”.inf watercen.
‘bring a lot of water (in several goes)’

do sth to one’s heart’s content’; accumulative proper, whanattaches to intransitive verbs, like verbs
of motion, and requires a concrete measure (‘100 kilomgt@@rtitive-accumulative, the most common
result ofna-prefixation, when the direct object of tha-verb is marked partitive genitive (see the coming
sections); and accumulative-distributive, when the itistive po- stacks on top of the accumulatine-.
However, for the sake of clarity | will use only one word, acuulative, for characterizing the superlexical
na-
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(8) a. nadarit podarkov

CUM-give’.inf presentssEN.
‘give a lot of presents’

b. nasazat] svekly
CUM-plant”.inf beetGEN.
‘plant a lot of beet-roots’

C. nastavitj bankomatov
CUM-stand” cash.machineseN.
‘install a lot of cash machines’

All the arguments in (7) and (8) are marked with partitive igea (Franks (1995)),
which with na- on the verb yields a large quantity interpretation to themoiote
that all the nouns measured are either plural or mass. Whezaaure phrase is there,
it is assigned accusative and the contents of the measuamiiagion is still partitive
genitive:

(9) a. nadarit] kucu podarkov
CUM-give”.inf heapAcc. presentsseN.
‘give a heap of presents’

b. nagladitj goru belja
CUM-iron”.inf mountainacc. bedsheetsEN.
‘iron a pile of bedsheets’

Cc. nakopatj tonnu  kartoski
CUM-dig”.inf tonAcc. potatoesGEN.
‘dig a ton of potatoes’

d. nakolot] kilogrammorexov
CUM-cracK’.inf kilo.AcC. nutsGEN.
‘crack a kilo of nuts’

e. narezat tazik salata
CUM-cut”.inf bowl.Acc. saladGEN.
‘cut a bowl of salad’ etc.

A single argument of unaccusative verbs can also get aipargiénitive marking
(10) listjev napadaldleavesGEN. CUM-fell’

Thus, | usena-on intransitive verbs as a test for unaccusativity. As watesdtin Chapter
3 which presented a detailed discussion of motion verbsctid motion verbs behave

3The nominative case is also possible on the unaccusatiyecsiso far | am leaving this alternation
aside
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as other unaccusatives according to this test, that is,ubeslly have genitive or mea-
sure phrase subjects:

(11) a. (Mnogoyuckov naletelo.
(many) beetlessEN. CUM-flied” .dir.def.
‘There arrived a lot of beetles by flying.’
b. KoSek nabezalo!
catsGEN. CUM-ran’ dir.def.
‘What a lot of cats have come!’

Common unergativessieep, laugh, sing, dang@lmost never havea-, whenever it
attaches to such a verb, the latter becomes a neologism.udgw®n-directed motion
verbs are unergative, as was demonstrated in Chapters 2 and Bhey can be prefixed
with na-. Unlike the verbs in (11), non-directed motion verbs widx can never have
genitive subjects:

12) a. *Sportsmenov nabegalo v etom sorevnovanii!
sportsmercEN. CUM-ran’.ndir.defin thisLoc. competitionLoc.
intended ‘In this competition there ran a lot of sportsmen’

b. *Zutkov  naletalo!
beetlescEN. CUM-flied”.ndir.def
intended ‘What a lot of beetles have gathered!

Non-directed motion verbs require a measure phrase of erélift sort, and it must be
either temporal or spatial in nature, like 100 hours or 500thketers:

(13) nabegatj, naletatj, naplavatj *(100 casov/
CUM-run”.ndir.inf, CUM-fly” .ndir.inf, CUM-swim”.ndm.inf(100 hours/
5000kilometrov)

5000kilometers)
‘to have accumulated 100 hours/ 5000 kilometers by runnfilygig/ swim-

ming’
Due to this systematic correlation between the presenoa-@nd the presence of some
measurable entity expressed through one of the above medasaumulated in the run
of the event, this prefix has got especially much attentidiierature.

There are two main approaches to treating cumulataseas a measure prefix with
respect to events and the arguments of the verb:

» The event is measured directly, the object indirectly @estyle approach)

» The object is measured directly, the event indirectlyigFsityle approach)



4.2. PREVIOUS ACCOUNTS ORA- 179

4.2.2 Measuring events directly, objects indirectly

The main proponent of the approach where events are medsyned directly and ob-
jects indirectly is Borer (2005). In Borer’s system quanéitises as the relation between
the nominal structure and the verbal structure. In Endlighianguages it involves
range assigment to open values within the verbal projetiyamominal projections with
required features raised there - thus the compositionaflégpect is achieved. Consider
the following example:

(14) a. Annaread the book (in two hours).
b.

EP
Spec
Anna /\

originator (€&

[re[ﬂ

guantity predicate

In (14-b) Verkuyl's generalization is illustrated struetlly. Verkuyl's generalization
given in Borer (2005):1l, p.73:

(15) Telic interpretation can only emerge in the context dliract argument with
propertya

By ‘propertya’ the quantized reading of the direct argument is undersfoed definite
or quantified somehow else). In (14-b) the arguntéetbookdoes have the property
«, as the subscript Q demonstrates; the abbreviatiorg stands for the ‘subject-of-
qguantity’: ‘the book’ is in the specifier of the AspP of the gtity predicate VRead In
Slavic languages range to the variable in ASP can be assdjredly - by a prefix. As
the nominal structure in most Slavic languages has no deters; there are no direct
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range assigners tae>p; thus it happens indirectly, range is assigned by the prefix i
[Spec, ASP] to the variable inside the DP of the nominal mtige raised to the ASP
for case, via specifier-head agreement:

(16) Aspy

T

DP
/\ prefa/\/\
&) (), VP
#
(€)% NP

Borer (2005) does not make any structural distinction betwlexical and superlexical
prefixes. Thusna-is also a direct range assigner 1Q,[, <e>]. Na-for Borer (2005)
performs a double role: 1) directly assigns range to theaspkvariable mentioned
above that gives rise to quantity-telic interpretationd &) binds the variable in DP,
which results in the interpretation ‘a lot, a batch of’.

Borer’s system makes a number of fairly strong predictiddeslow | will list them
and explain why they do not work.

In Borer's system when a prefix is present in the structureerforms a double
role and directly assigns range fg,, <e€> and indirectly to<e> of the nominal
structure which moves to [Spec, Aglp However, since bare mass nouns and plurals
lack the quantity projection #P, their occurrence in [Spksp,] is prohibited. Thus,
for Borer there can be two ways to trea- verbs. The first way is to assume that the
mass or plural nominal arguments mdi- verbs are not bare, project #P and end up in
[Spec, Asp]. Below I will show that this is not so and the genitive casenaass and
plural arguments oha- verbs reflects the absence of #P in the nominal structure. The
second way is to suppose that only direct range assignimiees fdace, that is Agpis
projected and contains the variablg,, <e>,, which na- binds, just like it happens
with intransitive prefixed semelfactives. Unfortunatety the theory under critique,
such a scenario does not extend to transitive prefixed pimdegerbs: ‘bare NPs in
the context of the perfective are never interpreted as baralp’ (Borer (2005), 11:163).
Borer (2005) seems to assume that a prefix induces the qustntitture onto a nominal,
but it is not the case witha-verbs.

Another prediction Borer (2005) makes is connected with ghevious one and
claims that in the presence of telic structures (amdis one of the quantity creating
prefixes), partitive case can never occur. If we assume lieagenitive marker on bare
mass and plural nouns is the so-calpetitive genitive always assigned to the comple-
ments of measure phrases, the prediction does not seemkceitloer. Borer's account
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for the occurrence of partitive in the structure involvestotating a special shell pro-
jection PP devoid of any syntactic properties’fFis projected in atelic (non-quantity)
structures for licensing the direct object since Asp absent. As accusative can be as-
signed to the object only in the context of Asmominals in FP structures are marked
partitive. In Slavic, imperfective verbs will come equipeith this special projection
(Borer (2005), 11:161, the example is from Czech, cited freifip (1999)):

(A7) a. Pavel jist jablko.
PNOM. eatd appleacc.
‘Pavel is eating an apple.’
b. EP

Spec /\5
Pavel £5p

<e>p
T
Spec
PART FS5 VP
jablko |
default jist
‘eat’

Such an analysis seems to be quite stipulative, since in #eeftCexample above we
do not see overt partitive marking on the noun. Yet, pa#ditienitive is not Russian
specific and occurs on nouns in right contexts also in oth&riSlanguages including
Czech (to a much lesser degree, though). See the followieghCexamples where NPs
are marked partitive genitive:

(18) a. Nalej mi vina.
Prf-pour”.imper.meDAT. wine GEN.
‘Pour me some wine.’
b. Snihu napadlo.
snowGEN. CUM-fell”.def.
‘A lot of snow has fallen.’
(Pavel Caha, p.c.)

The pointis that, paradoxically, partitive genitive noapgear in some Slavic languages
(even Czech) with perfective verbs, including those with pinefixna-, and never with
imperfective verbs, contra the expectation in Borer (2005)

There is an additional problem. As a superlexical prafa¢,can stack:
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(19)  Japonimaju, Cto imeja pod rukoj
| understantllsg.presthathaving.CONV.presunderhandiNSTR.
knigu mozno na-vy-dergivatj citat.

bookAcc. possibleCUM-out-pull .inf. quotationsGEN.

| understand, that having a suitable book handy, one canopulbf it lots of
quotations.’

(http://www.rsdn.ru/Forum/Message/757422.htm)

The cases of stacking ofa- remain mysterious under Borer’s account as welk &>,
is assigned range by the lexical prefix, attachmemnigefeads to vacuous quantification.

Unfortunately, the neat system presented in Borer (20C5gtes big problems for
treatingna-. | am forced to immediately reject the analysis in 4.2.2 asépredictions
are not borne out.

4.2.3 Measuring objects directly, events indirectly

Filip (2000), Filip (2005) treaha- as an (extensivémeasure function She analyzes
the following paradigm (Filip (2005):3):

(20) a. Vkotelkeonvarenje varil.
inpot  hejamaAcc. cooked .3sg.ms.
‘He was cooking (the/some) jam in the pot.’

b. Onkak-to varenja na-varil -iz  Ceresni -
he somehowam GEN. CUM-cooked”.3sg.ms- from cherry.sgzEN. -
zutj kak mnogo:desjatjvéder.
horrorhowmuch ten  bucketsGEN.

‘Once he made a (relatively) large amount of jam - from clesrr boy,
did he make a lot of it: ten buckets!’

4Krifka (1998):200 gives the following explanation of thetiom of ‘extensive’ as referring to measure
functions:

Measure functions in general are functions that relate gpirgral relation, like ‘be cooler
than’, for physical bodies, to a numerical relation, like ‘bmaller than’, for numbers.
Extensive measure functions (like liter, kilogram, or Hoare in addition based on op-
eration ofconcatenationwhich is related to arithmetical addition. Another pragesf
extensive measure functionsigmensurability It ensures that the measure of the whole is
commensurate with the measure of the parts.

SPifibn (1994) has the same opinion abeatin Polish



4.2. PREVIOUS ACCOUNTS ORA- 183

Filip (2005) claims that ‘firstha- has direct effects on the interpretation of the bare nom-
inal argument ‘jam’, related to its quantitative and refdi@ interpretation. Second, by
directly measuring the volume of jama- indirectlymeasures the cooking eveniia-
patterns with nominal measure phrases like ‘a (relatival§ficiently) large quantity’
and like ‘one liter, ‘so far as it takes homogeneous pregsas its input.” IfLITER

is taken for an extensive measure function, it takes ind&isl as its input and returns
pseudopartitives:

(21)  direct measurement of individuals=x 1(x)
[one liter of wing = AX[WINE(x) A LITER(X) = 1], where LITER = measure
function

The indirect measuring of events by the extensive measuratiéuns of the type de-
scribed in (21) happens, naturally, via homomorphism frdmects to events presented
in detail in the works by Krifka. ‘There is a range of functgthat homomorphically
map eventualities to part-whole structures appropriattéhteir measurement. Such part-
whole structures are based on concrete objects like apgptaporal traces or path struc-
tures.” (Filip (2005)):

(22) indirect measurement of eventseh(e) — u(h(e))
h: free variable over functions from eventualities to pahisle structures (e.g.,
temporal trace function, path trace function)
w: free variable over measure functions (e.g., HOUR, MILE)

Thus, Filip (2005) doesn’t think thata- as a measure function can apply directly to
events; rather it applies to an individual argument, a teaoace or a spatial path of
an event, specified in the lexical entry of a verb represgrtin There can also be a
‘satisfaction’ scale, where different degrees of satisfzocan be measured - usually, in
case of thana- verbs with the reflexive clitiesja (Filip and Rothstein (2005))

Na-is different from other measure function prefixes, like @tt&tive prefixes. How-
ever, the only difference is in the relation between the extoially specified number of

8t is natural to assume that whenever the verb is reflexiiittransitive in the usual sense:

(@ a. narabotatjsja

CUM-work? self
‘have had enough work’

b. najestjsja
CUM-eat” .self
‘have satisfied hunger’

Cc. nabegatjsja
CUM-run” .self
‘have run to one’s heart’s content’
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measure units @) and the contextually specified standard of comparisq#).(@Vith
na-the former meets/exceeds the latter:

(23) NAC‘U]\J — MS{)\X[Mc(X) = nc]}/\ Ne > Cc,
with the presupposition thatOmust be a high estimate

The views put forward in Filip (2005) and Filip and Rothsté905) strongly correlate
with the theory by Kennedy and Levin (2002). The latter plas&uthe existence of the
degree of change argumerd;much’. This degree of change argument varies depending
on the type of verb it is predicated of. The types of verbsngkd-much’ arguments
are:

» degree achievements

However, as noticed in Pereltsvaig (2006), some reflexivbssallow a genitive object, but never an
accusative measure phrase:

(i) a. najestjsja xleba
CUM-eat’ self.inforeadGEN.
‘eat a lot of bread’

b. *najestjsja baton  xleba
CUM-eat’ self.infloaf.Acc. breadGEN.
intended ‘eat a loaf of bread’

C. napitjsja soka
CUM-drink” self.infjuice GEN.

‘drink a lot of juice’

d. “*napitjsja litr soka
CUM-drink” self.infliter.ACcC. juice GEN.
intended ‘drink a liter of juice’

In motion verbs, only non-directed ones allow cumulativefixation if they have a reflexive clitic:

(i) a. naplavatjsja
CUM-swim” .self.ndm
‘swim to one’s heart’s content’
b. *naplytjsja
CUM-swim? .self.dm
intended ‘swim to one’s heart’s content’

Unfortunately, | am not going to discuss reflexive verbs witimulative prefixes in any more detail.
’MS stands for ‘maximal separated entity’, based on the naifaadjacency from Krifka (1998) (cf.
(85) in section 4.4.1). Thus, the formula in (23) is traredilike follows:

Minimally separated sums of x to the amount of some contdélytspecified number s
such that there aresnof contextually specified measure units and n- meets/exceeds ...
the contextually specified standard of comparisen(Eilip (2005))



4.2. PREVIOUS ACCOUNTS ORA- 185

» verbs of directed motion

» verbs of creation/destruction

Depending on the lexical specifications of a verb, a measwnasp can be specified
- 10 meters, 200 kilos, 5 hours etc.

There is one more account n&- which makes the same predictioma- quantifies
directly over the nominal arguments of the verb. This is tt@ant given in Pereltsvaig
(2006). Unlike Filip’s system, which is solely semanticréhsvaig’s analysis applies
to the syntax oha- and explains the quantificational character of the prefixtbpe-
lectional properties.Na- selects for Small Nominals, or the nominals that lack full
structure. The full structure of nominals is representetth@following example:

(24) DP
/\
D QP
PN
Q NP
In (24) QP is a Quantity Phrase. It hosts quantifienedgomany, much’,boljSinstvo
‘majority’, neskoljko'several’), numerals and quantity nouriai§a ‘heap, pile’,more
‘sea’ in their quantitative meaning). It can also have a Qulhead. Whenever the

Q head is null, the object of thea- verb receives the genitive case (25-a). When a
quantity phrase merges in Q, it always receives the acwesadse ((25-b) and (25-c)):

(25) a. Olegrasobiral cvetov.
O. CUM-picked’.sg.msflowersGEN.
‘Oleg picked lots of flowers.’
b. Olegnasobiral [op{buket/ oxapku/  kucu} cvetov].
O. CUM-picked’.sg.msbunchacc. armfulacc. heapacc. flowers
‘Oleg picked a{bunch/ armful/ heapof flowers.’

c. *Olegnasobiral [opr{buketa/oxapki/ kuci}
O. CUM-picked’.sg.msbunchGeN. armful. GEN. heapGEN.
cvetov].
flowersGEN.

intended: ‘Oleg picked &bunch/ armful/ heapof flowers.
According to Pereltsvaig (2006), Small Nominals, or QPs:
* have no specific interpretation

* have no partitive interpretation
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» have no scopal force

cannot control PRO

cannot be antecedents in binding

can display approximative inversion

All these characteristics are demonstrated by the objéats-overbs, as is shown
by a number of tests. In additiona- selects for mass or mass-like plural noym®unt
nouns are disallowed from its environment:

(26) a. AntoSk&opal {kartoSku/ klad}.
A. dug’.sg.ms potatoAcc./ treasureacc.
‘AntoSka was diggind potatoes/ treasufe
b.  AntoSkanakopal {kartoSki/ *klada}.
A. CUM-dug’.sg.ms potatoGEN./ *treasureGEN.

‘AntoSka dug a lot of potatoes/ treasufé

That plurals must be exactly mass-like is shown by the falhavexample with the word
mnoga&islennyj'numerous’, which can occur only with count plural nouns:

(27) *Olegnasobiral mnogocislennyxvetov.
O. CUM-picked’.sg.msnumeroussEN. flowerscen.
‘Oleg picked lots of flowers.’

Pereltsvaig (2006) concludes thatas selects a QP as its argument, it is merged locally,
that is in the Spec-ofia-P. Meanwhilepa-itself attaches outside the VP, because:

* na-verbs do not form secondary imperfectivesiisois higher than the Aspectual
projection);

* na-verbs cannot be nominalized (sa-is higher than the site of nominalization)
* na-can stack (sma-is higher than lexical prefixes)

From all above it follows that iha- is outside the VP and if its QP argument is
merged in the specifier afa-Phrase, the object of the- verb also merges outside the
VP:

8Possibly, what Pereltsvaig (2006) means by ‘mass-likehat such a plurality is not perceived as a
set of individual members, but as a part-of structure ctutetil by partitions. More on sets and partitions
will be said in Chapter 5.
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(28) na-P

Thus, the idea expressed semantically by Filip is suppaatactically by Pereltsvaig:
the object is in fact an argument of the prefix and they fornmiatht local configuration
(the argument is merged in the specifienafP).

In spite of the general attractiveness and depth of the seslgescribed above, there
are several problems in the idear@#- measuring directly over the object of the verb.

First, the prefix itself cannot be a cardinal (weak) quantéige proposed by Filip
(2005). If it were, it would be unclear why overt quantifiensrmeasure phrases are
possible or sometimes even obligatory wit-

(29) a. ZaSestjmesjacev ja najezdil *(Sestjsot)
for six monthsacc. I.NoM. CUM-drove”.sg.ms six.hundred
kilometrov.

kilometersGen.
‘For six months | have driven 600 kilometers.’

b. DljadvuxxudejusCix  dam ja narezala
for two dieting.plGEN. ladiesGEN. I.NoM. CUM-cut”.sg.fem.
?(goru) fruktovogo salata.

mountainAcc. fruit. ADJ.GEN. saladGEN.
‘For two ladies on the diet | has cut a pile of salad.’

Second, there is a small group of verbs that do not and camwetdn overt measurable
nominal argument, a scalar path, although the implicatioaccumulation is present
in the context, as is demonstrated by the sentences in (Bagcdrding to Filip’s and
Pereltsvaig’s analyse®- selected for the direct object of the verb as the measure,scal
the facts in (30) and other examples of objectiegserbs (e.g. (55-b)) would be diffi-
cult to account for:
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(30) a. nadySatjCUM-breath’ (=breath a lot, so that it becomes warm in some
closed space)
b. natoptatjCUM-trample’ (= trample a lot, so that the floor becomesygirt
c. nakuritj‘CUM-smoke’ (=smoke a lot, so that the air becomes fuggy)
d. naboletj‘CUM-ache’ (=ache (psychologically) a lot, so that the et
has to be let out)

In addition, scalar paths can vary, especially with the sevhich do not usually take
any arguments; sometimes they do not look like traditionehsure phrases at all:

(31) a. nabegatj na rekordCUM-run for a record’ (= to have practice running
for such a long time and with such high intensity that all tresults in a
record)

b. naplavatj detej po vsemu mir€UM-swim childrenGeN. all over the
world’ (= to have been at sea and, especially, on shore, fcin sulong
time and with such high productivity that all that resultsnany children
born in different areas of the world)

The existence of such constructions directly contradioesprediction made by Filip
(2005) and Pereltsvaig (2006) about syntactic and semaatistituency ofna- and
direct objects.

Another point is connected with the scope relations betveewobject with an overt
measure phrase and the object with a covert measure phré&sreltsvaig’s approach:
remember that Pereltsvaig analyses partitive genitiveraaréier of a complement of a
covert Q.

It is known for a fact that Russian nouns do not have overt tjiens of the article
type. Therefore, it is often difficult to demonstrate if tHegve some covert quantifiers
akin to definite or indefinite articles or not. The same ditiig@emerges with English
bare plural nouns: it is hard to see if they are indefinite aameehthe covert articla
or if they are just bare NPs. Carlson (1977b) offers perseasists demonstrating that
English bare plurals are not plural analogies of indefinigwar nouns. Applying at
least one of these tests to the Russian patrtitive genitateditcurs undena- yields the
same results as in corresponding English cases. Here | amacong the former to the
latter.
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1. Opacity phenomena

(32) English
a. Minnie wishes to talk with a young psychiatrist.

b. Minnie wishes to talk with young psychiatrists.
(Carlson (1977b):38)

The interpretation of (32-a) is given in (33-a) and (33-Ing &he interpretation of
(32-b) in (33-c):

(33) a. dx (yound psych.(x) & M. wishes M. talk with x)
b. M. wishes fix) (young psych.(x) & M. talk with x)
c. M. wishes @x) (young psych-s(x) & M. talk with x)

Thus, (32-a) is ambiguous between readings in (33-a) and)3&8nd (32-b) is
not, it gets the unambiguous interpretation in (33-c). Caraghe above to the
Russian dafa

(34) Russian

a. MaSariglasila molodogo psixiatra.
M. invited”.sg.fem.young.sg.m&cc. psychiatristacc.
‘Masa has invited a young psychiatrist.’
b. MasSapriglasila molodyx psixiatrov.
M. invited”.sg.fem.young.plAcc. psychiatristsscc.
‘MaSa has invited young psychiatrists/ some young psyahia.’
c. MaSanapriglaSala molodyx psixiatrov.
M. CUMr-invited”.sg.fem.young.pIGEN. psychiatristssEN.
‘Masa has invited young psychiatrists.’

The interpretation of both (34-a) and (34-b) is two ways agubus, as in (33-a)
and (33-b), so the plural object in (34-b) is not bare, by te®ssoning. At the
same time, the interpretation of (34-c) is unambiguoushéndpirit of (33-c), so
the object in (34-c) is a bare plural.

9As is seen from (34-b) and (34-c), accusative on animate 8lRsmophonous with genitive.
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2. Scopelessness
Chierchia (1998) suggests that bare plurals remain in sita seen from (35):

(35) | didn’t see spots on the floor. (Chierchia (1998):369)
The interpretation for (35) is given beld%
(36)  —3y[ spots on the floor (y) see (I)(y)]

This is the interpretation the Russian sentence in (3748) ge opposed to (37-b),
where the existential quantifier has a wider scope over thative operator:

(37) a. Jae videl pjaten napolu.
| notsaw spotsGEN. onfloor.LoC.

‘| didn’t see spots on the floor.’

b. Jane videl pjatna napolu.
| notsaw spotsAcc. onfloor.Loc.
‘| didn’t see the spots on the floor.’

The last example didn’t include ama- verbs, because they have genitive objects
in any case. What they were called for, is to show that genitives occur on
bare plural nouns as opposed to the quantified accusatia7ib}{*. However,
when the scope of a partitive genitive object afiaverb is compared to that of
an accusative measure phrase merged as a complement ofitee/sd, we get
the result similar to that in (37): NP with an overt measureaph invariably has
wide scope whereas the same NP without an overt measureeghrasopeless.
The scope of object NPs in question is assessed with regpguantified subject
NPs according to the hierarchy proposed in Hallman (2004alinvan (2004)
distinguishes two positions for indefinite NPs dependindhair specificity and
one position, always higher, for definite NPs. There is aaregting twist in his
system: a definite object DP can end up higher than an unspsaifject NP
(Hallman (2004):743):

101 am leaving out Chierchia’s notation for the operation of ®iderived kind predication.

1The uniform analysis of genitive of negation and genitivetifige of na-verbs would be a welcome
addition to this work; unfortunately it is beyond its scop€here are ideas in literature that actually
genitive of negation is an instantiation of non-definiten@abyonyshev (2002))
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(38) ][l]DSUBJ- .. [dsuBJ. - . [DoBj- - - [OsugaVIdogs- - . [OoBaV]I]]

In (38) D stands for definite, d for specific indefinite antbr non-specific indef-
inite (in a very simplified retelling). Most quantifiers in Haan (2004) are hard
to define with respect to the interpretation they induce:

(39)
D... [d... [@..11
a a a

three three three
several several several
the
most
every
both

Suppose, ‘three cooks’ in (40) stands for a non-specificelfjsygj), ‘bare’
object NP in (41-a) i$pgj and the object NP with an overt measure phrase in
(41-b) is Dpgy. Itis expected then thatdks ; will outscopedsyg (38). Indeed,

in (41-a) a narrow reading of the object is possible, but i+ only a wide
reading is available. In addition to Hallman (2004) a lot tifer authors (Diesing
(1992), Chierchia (1998), Butler (2005)) hold that weak M&sonstruct to their
original position and are interpretedsitu, hence the narrow scope of bare plurals:

(40) a. Tri povara navarili kasi.
threecookGEN. CUM-cooked’.pl. porridgeGEN.
‘Three cooks cookéda lot of porridge.’
Possible: cooks- porridge; porridge> cooks
b. Tri povaranavarili vedro/kucu kasi.
threecooks CUM-cooked’.pl. pail.Acc./pile.Acc. porridgeGEN.
‘Three cooks have cooked a pail/ a lot of porridge.’
Possible: porridge- cooks; but ?cooks- porridge

To feel the truth of the prediction, compare now (40) to (4dlplv with a strong
DP as a subject and no possibility for the object NPs to takkewcope, irrespec-
tive of the presence or absence of the measure phrase:
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(41) a. Obapovara navarili kasi.
bothcookGEN. CUM-cooked’.pl. porridgeGEN.
‘Both cooks cooked a lot of porridge.’
both.cooks> lots.of.porridge; *lots.of.porridge- both.cooks

b. Obapovara navarili vedro/kucu
bothcookGEN. CUM-cooked’.pl. pail.Aacc./pile Acc.
kasi.
porridgeGEN.

‘Both cooks have cooked a pail/ a lot of porridge.’
both.cooks> pile.of.porridge; ??pile.of.porridge both.cooks.

Thus, from the facts above | conclude that genitive NPs marik Iplural or bare
mass nouns. Bare genitive NPs are different from Q, lexdedliby overt measure
phrases, otherwise both overt and covert QPs would behahe isame way wrt scope
(see also Filip (2005) for scopelessness of non-specificnaegts ofna-verbs). This
empirical fact makes treating bare genitive objectmaierbs as a complement of a
null Q less plausible than it would be desirable.

In addition, the distributional facts describim@- show that the event structure of
a verb crucially determines whethea- can or cannot attach to it. This would be sur-
prising if na- was connected only with the nominal part of the VP. In thediwlhg
section | will present evidence for the claim that eventdtite is directly relevant to
the interpretation oha-.

4.3 Distribution of na-

4.3.1 Quantification at a distance as measuring the event dictly

Obenauer (1984-85) noticed that QAD phenomenon (Quariiditat a Distance) in
French is possible only with some verbs. This immediatelglenaim reject the QP
Reconstruction Hypothesis, according to which Q shouldmstruct to its original NP-
internal position and be interpreted there. The QP Recactstn Hypothesis simply
fails to account for the differences between the data in &h2l) (43):

(42) a. Maxa beaucoup vendudepapier/ddivres
M. hasmuch/manysold of paper/of books
‘Max has sold a lot of paper/books.’
b. Maxa trop mangéde moutarde
M. hastoo.mucheaten of mustard
‘Max has eaten a lot of mustard.’
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c. Maxa (tres) peucomposé desonates
M. has(very)few composeaf sonatas
‘Max has composed (very) few sonatas.

(43) a. *Lecritiguea peuapprécié defilms
thecritic  hasfew appreciate@f films
‘The critic appreciated few pictures.’

b. *Sonregarda beaucoupmpressionn&eminettes
his glancehasmany impressed of girls
‘His glance impressed many girls.’

c. *La réorganisatiora beaucoumccéléré deprocédures.
thereorganizatiomhasmany  accelerate@f procedures
‘The reorganization has sped up many procedures.’

d. *La nouvellea beaucoupnquiétéd’experts.
thenews hasmany  worried experts
‘The news worried many experts.’

Interestingly, the sentences in (43) become grammaticahv@s are NP-internal:

(44) French:

a. Lecritiquea apprécié peudefilms
thecritic hasappreciatedew of films
‘The critic appreciated few pictures.’

b. Sonregarda impressionnédeaucoupe minettes
his glancehasimpressed many  of girls
‘His glance impressed a lot of girls.

c. Laréorganisatiora accéléré beaucoupleprocédures.
thereorganizatiorhasacceleratednany  of procedures
‘The reorganization has sped up many procedures.’

d. Lanouvellea inquiétebeaucoum’experts.
thenews hasworried many  of.experts
‘The news worried many experts.

Obenauer (1984-85):159 postulates an alternative hypisthe

(45) A. itis the S-structure position of the QP that distirstpes (43) and
(44); B. the restriction(s) on the verb follow from A.

Thus, he assumes that there is a rule interpreting the se@Ran situ.
When the QP is used as an ‘adverb’, it still gets differergrptetations depending
on the verb it combines with. In (4@)eaucoups understood as ‘often’, and in (47)
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beaucouphas the meaning of ‘intensely’:

(46) a. Il a beaucoupenduce modele.

hehasmuch  sold thismodel
‘He sold this model a lot.

b. Jaibeaucoupecontrélean-Pierre.
I've much  met J.-P.
‘I met Jean-Pierre a lot.

c. Il a beaucougphotographiélLinda.
hehasmuch  photographedl.
‘He photographed Linda quite often.’

(47) a. Jaibeaucoumpprécié sescoseils.

I've much  appreciatedhis advice
‘| have appreciated his advice a lot.’

b. Sonregardm’a beaucoupmpressioné.
his glanceme.havenuch  impressed
‘His glance impressed me a great deal.’

c. Celaa beaucoumccéleré la procédure.
that hasmuch  acceleratedheprocedure
‘That sped the procedure up a lot.’

Obenauer (1984-85) concludes that the QP-adverb can haymsgible interpretations:
‘often’-type (46) and ‘intensely’-type (47) and the verbistbe apprécier-class (47)
‘select the ‘intensely’-type interpretation, to the exsiin of the other’ (p.161). He also
notices that the same pattern holds of English:

(48) a. During that year, | saw Mary a lot.
b. lappreciated his advice a lot. (p.162)

The generalization Obenauer (1984-85) makes is:

(49 The verbs that do not allow QAD are those whose meanmmgsse
the ‘intensely’-type interpretation fdreaucouppeu etc., excluding
at the same time the ‘often’-type interpretation. ...QADc@di-
tioned by the quantifiablity’ of the verb meaning, i.e., thelity to
lend itself to an ‘X TIMES V’ interpretation when combinedtivia

QP.

The generalization above allows Obenauer (1984-85) taifaistthe Verb Quantifica-
tion Hypothesis (VQH):
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(50) In the structure: . . . QP Wfp[gre]deN]. . .
the quantified interpretation of,pe deN ] is obtained through
quantification of V (in terms of ‘X TIMES’).

The French data in (42) and (43) are comparable to the Russiagiata in the sense
thatna- attaches to the verbs that allow QAD in French and does ratlatb the verbs
that disallow QAD in Frenclt:

(51) a. Maksapokupal (mnogo) bumagi/knig
M. CUM-bought’ (much/many)papercEN./bookSGEN.
‘Max has bought a lot of paper/books.’
b. Maksnasocinjal mnogosonat
M. CUM-composefl many sonatassEN.
‘Max has composed a lot of sonatss’

(52) a. *Kritik nacenil mnogofilmov

K. CUM-appreciatel many films.GEN.
‘The critic has appreciated a lot of film"’

b. *Jegovzgljadnavpecatljal mnogix devusek
his glance CUM-impressel many.placc. girls.GEN.
‘His glance impressed a lot of girl$>

c. *Novostjnabespokoila mnogixekspertov
news CUM-worried” many expertsGen.
‘The news worried a lot of experts.’

The stative verbs in Russian (52) are grammatical when digaatapply directly to
NPs, just like they are in French (43). One should also panatn to the shape of the
guantifier ‘many/much’in (51) and (53). In (51) ‘many/muciges not carry agreement
morphology with the object whereas in (53) the quantifiepldigs adjectival agreement
in number with its complement, non-agreeing version beimgrammaticaf:

12The verbgitj ‘drink’ and jestj‘eat’ are notoriously ‘odd’ in Russian in that they do not bet as the
majority of other transitive and incremental verbs. So tlieyot takena-, unless reflexivized.

13Na- usually presupposes a big quantity of measuring material.

14The example is ungrammatical, unless the critic increalsedptices of the films, which situation
reflects the meaning of the lexioad-.

15The combination oha-and this stem is possible in the presences@t

18In their turn, the sentences in (51) are ungrammatical vgtie@ing quantifiers (see also the example
from Pereltsvaig (2006) (27)):

(@ a. *Maksnakupil mnogix knig.
M. CUM-bought” many.plGEN. boOKSGEN.
‘Max has bought a lot of books.’
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(53) Russian:

a. Oncenil mnogije filjmy/ *mnogo filjmov
he appreciatetisg.ms.many.placc. films.Acc./ many.def films.GEN.
etogo rezisséra.

this.msGEN. directorGEN.
‘He appreciated a lot of films by this director.’

b. Jegovzgljadvpecatljal mnogix devusek/ ??mnogodevusek.
his glance impresseimany.placc. girls.Acc./ many.defgirls.GEN.
‘His glance impressed a lot of girls.’

c. Novostjbespokoilannogix ekspertov/ *mnogo eksperrov.
news worried many.placc. expertsacc./ many.def.expertsGen.
‘The news worried a lot of experts.’

Thus, Russian data complies with the generalization and WQ®Bbenauer (1984-85).
Following the line of reasoning developed there, | claim tha and associated with
it quantifiers in (51) measure the event directly. This alsplans why the adverbial
‘many/ much’ in Russian does not agree with the NP and wéyand QAD require

the verb to represent a specific event structure, namelyjtggtquantifiable’ in terms

of ‘X TIMES V’). Consider more examples from Obenauer (198):164. In (54) we
face a punctual event and as predicted QAD is not possibts gontext. In (54-c) the
same event is iterated and allows QAD:

(54) a. Dangettemarmiteil a trouvébeaucoupmlepiecesd’or.

in  this pot hehasfound much  of piecesof.gold
‘In this pot he found many gold coins.

b. *Danscettemarmiteil a beaucougrouvédepiecesd’or.
in  this pot hehasmuch  found of piecesof.gold
‘In this pot he found a lot of gold coins.’

c. Danscettecaverndl a beaucougrouvédepiecesd’or.
in this cave hehasmuch found of piecesof.gold
‘In this cave he kept finding a lot of gold coins.

In Russian unprefixed aspectual pairs only the imperfecteenber can take accumu-
lative na-t":

b. *Maksnasocinjal mnogix sonat.
M. CUM-composefi many.pIGEN. sonatasseN.
‘Max has composed a lot of sonatas.’

There are a couple of exceptional cases, winerattaches to both stems. Unfortunately, it is often
impossible to tell the difference in the interpretation:
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(55) a. Sudiji snizili PlusCenkamcenki za dopolniteljnyje
judgeslowered’.pl. PDAT.  marksAcc. for additional.placc.
elementy - naprygal/ #naprygnul
elementsscc. CUM-jumped*.sg.ms/ CUM-jumped.once”.sg.ms.
liSnego.
extra.ADJGEN.

‘The referees lowered PlusCenko’s results for additi@hements - he has

(0 a.  napust-i-j dymu - napusk-a-tfj dymu

CUM-let.P”.inf smokeGEN. - CUM-let.I”.inf smokeGEN.
‘let in a lot of smoke’

b.  nakup-i-tj diskov - napokup-a-tjidiskov
CUM-buy.P” disksGEN. - CUM-buy.I” disksGEN.
‘buy a lot of CDs’

Cc. nasad-i-ij klubniki -nasaz-a-tfj  klubniki

CUM-plant.P” strawberryGeN. - CUM-plant.I” strawberryGeN.
‘plant a lot of strawberries’

The difference in interpretation is better demonstratethleytransitive motion verbs witha- When the
prefix attaches to the directed motion verb, the resultitgypretation is supposed to be ‘deliver a lot of
stuff in one go’ (Isatenko (1960)); whereas when it attadleenon-directed motion verbs, iteration is
implied and the accumulation of stuff arises as a resultisfitaration:

(i) a

nanesti grjazi
CUM-carry”.dm.infdirt.GEN.

‘Bring a lot of dirt (in one go?)’

nanositj vody
CUM-carry”.ndm.infwaterGeN.

‘Bring a lot of water (by fetching its portions)

| do not share Isatenko’s intuitions. For me, the diffeeeircinterpretation between these two exam-
ples is in non-agentivity of the directed version vs agétytiof the non-directed version (cf. Chapter 3
Generalization):

(i) a

Prilivom naneslo/ *nanosilo vodoroslej na
high.tideINSTR. CUM-carried”.dir.def./CUM-carried”.ndir.def.seaweedsEN. on
bereg.

shoreacc.

‘The high tide dragged a lot of seaweed onto the shore.’

Olja  *nanesla/ nanosila vody v

O.NOoM. CUM-carried”.dir.sg.fem..CUM-carried’.ndir.sg.femwaterGen. in
dom.

houseacc.

‘Olja has carried water to the house.

This issue is beyond the subject matter of this work.
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jumped too much.’
(www.vremya.ru/2003/233/11/87270.html)

b. Intervju udalosj naslavu -ja
interviewNoM. managed.sjasg.ms.onglory.Acc. |
nazadavala idiotskix VOProsov, a diakon
CUM-asked'.sg.fem.idiotic.pl.GEN. questionsGEN. anddeacormiom.
nanix naotvecal/ *naotvetil.

onthemacc. CUM-answered’.sg.ms. CUM-answered.oncé€ .sg.ms.
‘The interview turned out to be great - | asked a lot of stupigstions,
and the deacon answered them.’
(anya-g.livejournal.com/187030.html)

It is natural to suggest at this point thaa- attaches to mass-like plural predicdfes
Part-of structures are the only measurable structuresuldsestion 4.2.3 | showed that
the part-of structuresa- selects for are represented by verbs and not by their arggmen
na- can attach to objectless verbs. As we have seen in this setti® event structure
of the verb matters fona-prefixation: na- and associated with it quantifiers apply only
to the verbs that represent part-of events, that is, impevéenon-stative verbs or the
verbs the event structure of which contains the processigghant.

| conclude that the main condition for the attachmemafis the presence gdroc
in the event structure of the host verb rather than the poesehthe internal argument
in its argument structure.

4.3.2 Quantification variability effects

The effect of quantification the attachmentr@- has on the direct objects of the verb,
which Obenauer (1984-85) explained by Quantification ofMé Hypothesis, nowa-
days is accounted by the mechanism labeled ‘Quantificatamability Effect’ (see
Nakanishi and Romero (2004)). As was noticed by Obenauzssbknguistically, due to
the non-selective nature of some quantifiers there is aioeaation in the entity cho-
sen by them for measuring. Schwarzschild (2006) proposesdifferent measurable
scales in verbal contexts (remember that Obenauer diasge'degree’ - ‘intensely’-
type interpretation, - and ‘amount of events’ - ‘often’-gymterpretation - out of the list
below):

» degree

185ee the discussion of pluractionality in Chapters 1 and Subrsection 4.4.1 of this chapter | will
explain why the denotation of the verbal predicate must besntike.
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* range
e amount of events
* amount of stuff

A degreeis a point on a scale; engeis a set that contains two degrees on a par-
ticular scale as well as all the degrees that lie in betweemitanamountis a kind of
range, including a zero-point and involving mapping fromtjpms of stuff to ranges on
a scalelLikeis a degree verb in Schwarzschild's systexpandis a range verbrun or
smoke cigaretteare amount-of-event verbs, whereagcan encode an amount of stuff.
There is one more possible scale for measuring mentionechw&zschild (2006), but
not discussed by him in detail: the duration scale (56-ejcfatly, all the verbs above
can co-occur witta lot (see also (48) from Obenauer (1984-85)):

(56) a. Jacklikes Jill a lot.
b. His vocabulary has expanded a lot.

c. Jackrunsalot.

d. Jack ate alot.

e. Jacksleptalotlastnight. (the last three examples keafaom Schwarzschild

(2006))

A lotin (56-a) measures the degree or the intensity of the eadatjn (56-b) measures

the range of expansion;lotin (56-c) measures the amount of event (can be paraphrased
with often); a lot in (56-d) measures the amount of studflot of food and, finally,a

lot in (56-e) measures the duration of sleep. Some sentencés@nbiguous between
the amount of event and the amount of stuff reading:

(57)  Jack ate a lot at home.

Whena lot is clause-final such ambiguity does not arise and only theuatrof-event
reading is available:

(58)  Jack ate at home a lot.

In the previous section the examples from Obenauer (1984&Bonstrated that pre-
verbal quantifiers in French can measure a) an amount of £¢8); b) an amount of

stuff (42) and c) the intensity of events (4Beaucoupa lot’ yields the intensity read-

ing only with some stative verbs. Whéeaucoupand other quantifiers combine with
eventive predicates with internal arguments denoting orehte stuff (mass and plural
nouns), the measure interpretation is ambiguous betwesearttount of event and the
amount of stuff, like in (57):



200 CHAPTER 4. SUPERLEXICAINA-AND EVENT QUANTITY

(59) a. Maxa beaucoup vendudepapier/ddivres

M. hasmuch/manysold of paper/of books
A. ‘Max has sold a lot of paper/books.’
B. ‘Max sold paper/books many times’

b. Maxa trop mangéde moutarde
M. hastoo.mucheaten of mustard
A. ‘Max has eaten a lot of mustard.’
B. ‘Max ate mustard many times.

c. Maxa (trés) peucomposé desonates
M. has(very)few composeaf sonatas
A. ‘Max has composed (very) few sonatas.’
B. ‘Max composed sonatas few times.’

Finally, beaucoupcombined with an appropriate predicate results in the teal®pan
quantification (Isabelle Roy, p.c.):

(60) Il a beaucouphotographiédefleur.
hehasmuch  photographeof flowers
‘For the most part, he photographed flowers.’

In English expressioffior the most partinduces the quantification variability effect.
Nakanishi and Romero (2004) argue tlat the most partapplies to the verbal do-
main as opposed tmost of the NPsWhen the verb has no plural argumerits, the
most partallows readings other than QVE over an NP:

(61) Quantification over times reading
Q: What tasks did Jon perform last month?
A: For the most part, he cooked.
~ Most of the times he performed a task, the task consistedaKicg.

(62)  Temporal span reading
Q: What did Amy do yesterday?
A: For the most part she was building a sand castle.
~ Most of yesterday was spent by Amy in building a sand cashiakénishi
and Romero (2004))

When the verb has a plural argument, the latter can have odigtabutive reading
(63-a) unlike the argument in (63-b) for which the colleetreading is also available:

(63) a. Forthe most part, the linguists from the East Coaseda NELS.
b. Most of the linguists from the East Coast came to NELS.
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Compare (63) to the French sentences without QAD and with @&bw. Exactly
like (63-b), (64-a) with the NP-internal Q can have both, Beabive and a distributive
interpretation, whereas, similar to its English counterpa(63-a), the sentence with
QAD in (64-b) has only a distributive reading:

(64) a. Lemaire salué beacouplesportifs.
themayorgreetednany of sportsmen
‘The mayor greeted many sportsmen.’
b. Le maire beacoupsalué desportifs.
themayormany greetedf sportsmen
‘The mayor greeted many sportsmen.’
(Obenauer (1984-85):166)

The data above provide me with two important non-langugpeific generalizations:

1. Different types of predicate offer different measuretrsales; thus, the same
guantifiers yield different interpretations dependinglumpredicate they combine
with

2. When a quantifier applies to the event with measurablenatargument (mass
or plural noun), the internal argument seems to be affecyethis unrestricted
guantifier, thus appearing to be a quantified entity (thisatfivill be explained in
subsection 4.4.3)

| will return to the first generalization later in the chapt&éhe second observation
serves to demonstrate thad- and quantifiers associated with it seem to measure the
direct object of the verb. However, this observation wildeme to the other direction
and help me show thata- and quantifiers apply to the event argument.

4.3.3 Na-verbs as creation verbs

One of the criteria for distinguishing lexical prefixes frauperlexical prefixes is the
ability of the former and the inability of the latter to (cee)ect for the direct arguments
of the verb (Romanova (2004a)). As you will see from whatda#, na- seems to in-
validate this generalization. For example, when unprefikedserbgrabitj ‘rob’ selects
for the animate object, sagroxazix ‘passers-bycc.’; however, whema- attaches to
this verb, animate objects are ungrammatical:
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(65) a. grabitj proxozix
rob’.inf. passers-bycc.
‘rob passers-by’
b. *grabitj denjgi
rob’.inf. moneyacc.

“*rob money’

(66) a. *nagrabitj b. nagrabit
CUM-rob”.inf. CUM-rob”.inf.
Proxozix deneg
passers-bgEN. MONEYGEN.
‘rob a lot of passers-by’ ‘steal a lot of money’

Another verb,kopatj ‘dig’, can take varying arguments when unprefixed, indefi-
nite mass, likezemlju‘soil.Acc’ or plural with existence presupposition, likgjadki
‘patchesacc.’ (see also (26) in section 4.2.3). Whaea- attaches tdopatj the object
with existence presupposition yields ungrammaticalitiheoVP:

(67) (68)

a. kopatj zemlju a. nakopatj zemli
dig’.inf. soil.Acc. CUM-dig”.inf. soil.Acc.
‘dig soil’ ‘dig a lot of soil’

b. kopatj grjadki b. *nakopatj grjadok
dig’.inf. patchesacc. CUM-dig”.inf. patchesacc.
‘dig patches’ ‘dig a lot of patches’

Na-verbs express the creation of a new pile of stuff, like ‘sinil(68a). If you create
patches by digging in (68b), the sentence is perceived asrgaical.

Originally non-incremental objects are possible widrverbs, but the cumulated
‘pile’ is always inrcremental, as was shown in (8) in secda®. 1. It looks like a proper
part of the object x gets reanalyzed on the attachmenaeds non-atomic, ‘pile’ itself
being a mass entity:

(69) nadaritj podarkov
CUM-give’.inf. presentssEN.
‘give a lot of presents’

However | would argue that what outwardly looks like the &ion’ of the direct object
by na-is the selection of a particular scale. Direct objects asxlus scalar paths for
measuring the event only when they are available in the tsireicfor example, with
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unaccusative and transitive verbs. When the verb has nmalti@guments, the measure
phrase can combine with an extensive measure of tione time (examples are from
the Russian search engifiedex):

(70) a. Jaa Cetyrednja narabotala pjatjdesjat casov
| for4 dayGEN. CUM-worked*.sg.femfifty hours.GEN.
‘I have worked 50 hours in 4 days.’
b. Zavyxodnyje onnaspal boleje tridcati
for weekendacc. he CUM-slept”.sg.ms.more thirty. GEN.
casov
hours.GEN.

‘He has slept more than thirty hours during the weekend.’

The best way to compare two different possibilities is toms#ion verbs as an example.
Directed motion verbs have unaccusative syntax and thenedtargument of the verb
should be accessible to the quantificational poweraetand associated quantifiers (71).
Non-directed motion verbs have unergative syntax and finer@a- and quantifiers
make use of available scales, which can be either temposgairal in case of motion
verbs (72). Below | repeat (11) and (13) from section 4.2:

(71) a. (Mnogo)yuckov naletelo.
‘(many) beetlessEN. CUM-flied” .dir.def.
‘There arrived a lot of beetles by flying.’
b. KoSek nabezalo!
‘catsGEN. CUM-ran’dir.def.
‘What a lot of cats have come!’

(72)  nabegatj, naletatj, naplavatj *(100 casov/
CUM-run®.ndir.inf, CUM-fly”.ndir.inf, CUM-swim®".ndir.inf (100 hours/
5000kilometrov)

5000kilometers)
‘to have accumulated 100 hours/ 5000 kilometers by runnflygig/ swim-

ming’

Sometimes the amount measured is represented by a diflemétyt than the original
object of the verb:
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(73) a. menjatj  marki naotkrytki
changé.inf. stampsacc. oncardsacc.
‘trade stamps for cards’
b. namenjat] otkrytok
CUM-changé'.inf. cardsGeN.
‘get a lot of cards by trading’

Na-verbs with no direct objects also express events which atrtouncreation of some
guantity of stuff, the meaning of which is implied by the meanof the verb. | repeat
(30) below:

(74) a. nadySatfCUM-breath’ entity accumulated: WARMTH
b. natoptatjCUM-trample’ entity accumulated: DIRT
c. nakuritj ‘CUM-smoke’ entity accumulated: SMOKE

Thus, the pretheoretic conclusion at this pointis:

Regardless of the argument structure of the unprefixed verb,
to which na- attachespa-verb is always a creation verb. |It
combines with a path argument (implicit or explicit) which
represents an increasing accumulation of X, where X is/stuff
time/ space/ property. The entity created eaverb is thus
‘a pile of X'

The change of structure on prefixation is not a problem urfteptesent view. In
subsection 4.4.3 | will demonstrate its consistency with ¢clonstructionist approach
adopted in this dissertation.

4.4 Analysis ofna-

From what has been said so faa- has the following characteristics:
1. measures the event depending on the available scale

2. as a main condition for measuring the event, attaches perii@ctiveproc verbs
(see the following subsection for more detailed explamadio

3. turns all types of verb into ‘creation’ verbs

Below | am going to develop each point in detail.
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4.4.1 The choice of a scale bya-

Let us return to the discussion of the analoguesafin other languages, like Quan-
tification at a Distance in French, or ‘a lot’ quantificationiEnglish. QAD and ‘a lot’
seems to pick out different scales provided by the event fasuaring: with psych verbs
itis the intensity scale, with intransitive eventive piates it is the temporal representa-
tion of the event, with (some) transitive verbs it is the s@ipressed by the Incremental
Theme. | repeat the scalar notions discussed in Schwal@$2b606):

» degree (75-a)
e range
« amount of events (75-b)

» amount of stuff (75-c)

(75) a. Helikes heralot.
b. Herunsalot.
c. Heeatsalot.

As | said at the beginning of this chapter and as should be tiganow, na- is not
an extended measure function over objects. It is one of therkaxical prefixes that
measure the event along the available scal®.seems to be perfectly applicable to all
kinds of scale: temporal, spatial, thematic and sometimes mtensity-scale:

Na- operating on the temporal scale (provided by unergatives)

(76) narabotal sto Casov
CUM-worked’.sg.ms.100hoursGEN.
‘accumulated 100 working hours’

Na- operating on the spatio-temporal scale (Lasersohn (1995provided by non-
directed motion verbs

(77 najezdil tysjacu kilometrov
CUM-drove”.ndir.sg.msthousandacc. kilometersGen.
‘drove cumulatively 1000 kilometers’

The measure phrase in (77) can in fact be substitutesté@rasovone hundred hours’:

(78) najezdil sto casov

CUM-drovée”.ndir.sg.mshundredacc. hoursGen.
‘drove cumulatively 100 hours’
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Na- operating on the participant-scale (provided by unaccusave and transitive
verbs).

(79) a. nabezalo detej
CUM-ran’ dir.def. childrenGEN.
‘arrived a lot of children’
b. nabrosal kamnej
CUM-threw”.sg.ms StoneszEN.
‘threw a lot of stones (in a pile)’

What scale is measured Ioy- when there is no overt measure phrase with the above
functions involved, like below?

(80) Prides -u neje kak “proSCanije  slavjanki”.
by-comé’.pres.2sg. atherceN. like farewellNoM. SlavGEN.
Nagrustit, xotj  eksportiruj.

CUM-be.sad’.pres.3sgthoughexport..imper.2sg.
‘Whenever you pop by her place, she is down. Makes such a lotues, you

can export it.’
(Aleksej Ivanov,Geograf globus propjlAzbuka-klassika, St.Petersburg, 2005,
p.37)

If we assume that the precise nature of scale for measurieg it have to be explicitly
represented in grammar, but is a part of the encyclopedornmdtion provided by the
verbal stem, the importance of the question above immdgli@iges away. A more rele-

vant approach to scalar structures is offered in Schwalldd@®906), involving degrees,
ranges and amounts. Schwarzschild (2006) subdividesalfhtlgnitude’ adverbials

into two big classes: degree operators and range predid&gs too, sare degree op-
eratorsmuch, a lot, a littleand measure phrases are range predicates. Some expressions
can be both (for examplenough and possiblya lot). Degree operators are of the type

((d, t), t), for they combine with the predicates of the tyfak t), which is the type of
gradable adjectives, for example:

(81) Jack is too heawye- too \t; Jack [ heavy] (Schwarzschild (2006))

As range includes several degrees on the scale, range gtesdlitave a different type -
(r, t), where r is the type of ranges. Schwarzschild (2006) consgareges to pluralities
of type e (which is consistent with the plurality of eventgjurestion).

Taking all the above into consideratiamg- operates on ranges rather than degrees,
as is seen from the overt adverbials and measure phnasesrbs combine with, irre-
spective of the type of scale involved:
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(82) a. Mnogofsiljno/ *oCenjnarabotal-to?
much/ stronly/very CUM-worked”.sg.ms.-prt
‘Has your work amounted to a lot?’
b. Mnogo/*oCenjnabegal za vesnu?
much/ very CUM-ran”.sg.msfor springacc.
‘Have you run a lot (of kilometers/ hours) during the spring?

Objectlesma-verbs can sometimes seem to be exceptions, but this is ngectars for
the generalization:

(83) a. Vseeti ljudi takmnogo/*ocenj/??siljnonadysali [
all thesepeopeso much/ very/ stronglyCUM-breathed.pl. and
napoteli, Cto v vozduxestojal pocCti tuman.
CUM-sweated.pl. thatin air.Loc. stood.sg.ms.almostmistNOM.
‘All these people breathed and sweated so much that it wagsalmisty.’
(anya-ups.livejournal.com)
b. Zdesjsilino/ ocenj/??mnogmakurili.
here strongly/very/ much  CUM-smoked.pl.
‘There is a lot of smoke here after people’s smoking.’

Thus, following the system by Schwarzschild (20063 is a range predicate along
with adverbials likemuch, a lot, a littleand measure phrases. Following the system by
Krifka (1998) (and consequently, Filip (2000), Filip (2095 a-is an extensive measure
function. Recall the definition of the latter from Krifka (28) given in section 4.2.3,
footnote 4:

(84) Measure functions in general are functions that redatempirical
relation, like ‘be cooler than’, for physical bodies, to americal re-
lation, like ‘be smaller than’, for numbers. Extensive megasunc-
tions (like liter, kilogram, or hour) are in addition basatdaperation
of concatenationwhich is related to arithmetical addition. Another
property of extensive measure functionc@nensurability It en-
sures that the measure of the whole is commensurate withelae m
sure of the parts.

In fact, it looks likerange predicates another term foextensive measure function
Consider the way Krifka (1998):202 expands on his definiabaxtensive measure
functions:
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(85) It seems that the function of measure phrasetlilekilogramss to
‘cut out’ entities of a certain size from the extension of adicate
like applesin which we find a continuum of entities of various sizes.
This condition can be described as followsp kilograms of apples
applies to individualx that fall underapplesand that have a weight
of 2 kg provided that every proper partfvith respect to the con-
catenation function for kg (which is simphlyp in the present case)
falls underapples and that there are such proper parts.

The concatenated ‘continuum of entities’ Krifka (1998) &g about is a scale in the
understanding of Schwarzschild (2006), ane kilograms‘cut off’ a portion of this
continuum otherwise callecnge

So, ifna- isan extensive measure function as stated in Filip (2000) dipd(E005),
what is the difference of the present approach to treatirsgpitefix from the approach
in Filip (2000)? The answer has been given already: theyethtéctly measured bga-
is the event itself.

4.4.2 Na-verbs as opaque predicates

Na-, being a range predicate in the sense of Schwarzschild J20@&sures an amount
of event mapped onto quantifiable entities such as time espastuff. The measured
range includes all the degrees in between the two degreediegdyy na- and overt
adverbials and measure phrases it combines with, hencdféioe @& continuity. Thus,
na- is predicated of a set of degrees, present in the event, E, along the available
scale, translated as K or ©, with the resulting weak cardinal reading of the VP. The
weak cardinal reading usually stands for a contextuallygdaamount of events/ stuff
(see Filip (2000)).The plurality of degrees is homomorphith the event, therefore,
the event must include subevents, or be non-atomic. Fronpt€hd we know that
only imperfective events can be non-atomic. By measufinga- produces an effect of
creating a relatively big amount of stuff, temporal occasions or spamverage. Thus,
measuring performed witha- comes with a side-effect and we know now that this
prefix:

* selects for the verbs representing cumulative eventseginly non-atomic events
contain the argumenk

* measures the event along an available scale containirdgtitees in\

* has a contextually specified weak cardinal reading tréedlas ‘a relatively big
amount of” (event)
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* has an effect ofreationof this amount
Thus, the modified version of (23) is:

(86)  [NAcum]([VP]) = Ae3A[VP'(e) & u(A) = nc & degree-of-change(e))] &
nc > Ce,
with the presupposition thatOmust be a high estimate

In (86) 1« is a measure that is defined by a weak cardinal numbgwhere the subscript

¢ stands for some contextual valug;is the set of degrees contained in e and measured
by na-. Thus,na-is a partial function that applies only to predicates (VPghwhe
degree-of-change argument.

If na-verbs are to be treated on a par with verbs of creation (sd@iet3.3),
there is a serious theoretical consequence of this apprdach known that verbs of
creation differ from other verbs in that their argument does exist throughout the
denotation of VP, since it comes into existence as a resthisoévent represented by the
VP. According to von Stechow (2000), the analysis in termpreflicate logic is then
impossible; (87-a) cannot be represented as (87-b):

(87) a. John builta house.
b. 3Ix[xis ahouse att & John builds x at t]

The problem with (87-b) is that ‘predicates of coming intdsgance are not temporally
homogeneous: if something comes into existence at intériat thing doesn’t come
into existence at any proper subinterval of t in the sensetltgathing does not exist
at the beginning of the subinterval but it does at the endh (8techow (2000)). Von
Stechow (2000) calls this behavior of verbs of creation ftenal opacity’.

The attempts to explain the behavior of verbs of creationpasjoe predicates have
not been very successful so far, as noticed by von Stecho®@d§2@\ccording to him,
the two theories that fared best belong to Krifka (1989) anatzéer (1994). However,
they can still ‘be refined’, as von Stechow (2000) puts it. igihfluential theory based
on Krifka (1989), Krifka (1992) offers to treat verbs of ctiea from the point of view
of homomorphic mapping from events to objects and from dbjecevent¥. He terms

1°The notion of graduality introduced in Krifka (1992) is bdsmn the following conditions:
() VYP[GRAD(P) «» UNI-O(P) A MAP-O(P) A MAP-E(P)] (p.42)

uni-ois uniqueness of objects (ii-a)AP-0 is mapping to objects (ii-b) andAP-E is mapping to events

(ii-c).

(i) a. Y(R)[uNI-O(R) « Ve, x, X[R(e, X)A R(e, X)) — x=x"]]
b. VR[MAP-O(R) <+ Ve, €', X[R(e, X)A €' C e — IX[X’ T x A R(e’, X
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the objects of verbs of creation, among some other verbedadacremental Themes'.
The problem with Krifka’s notion of incrementality and homorphism in the case of
verbs of creation in general amé-verbs in Russian in particular is that the uniqueness-
of-objects condition is not fulfilled. Like in other verbs afeation, inna-verbs e’'< e,
since the relation between the event expressed by the ugaeferb and its object is
different from the relation between the verb prefixed wighh and its object.

Kratzer (1994) tries to solve the problem of verbs of creabg postulating a target
state in the compositional semantics of events similaredRbsult Phrase discussed in
this work. The effected object is predicated of just thisraagt of the event, which
is best expressed by the past passive participle formedeatdhresponding verb. The
problem with this approach fora-verbs, for example, is that perfect participles standing
for the result state are not very natural when formed frormthe

(88) a. ??navarennaja kartoSka
CUM-boiled.PPP.sg.fenpotatoesnom.
‘a lot of boiled potatoes’?
b. ??navjazannyje  varezki
CUM-knit.PPP.pl.mittensNOM.
‘a lot of knit mittens’?

Notice that in (i-a) ‘a pile of jewelry’ comes into existenas a result of the relatively
large amount of the event of ‘robbing passers-by’ and siam@lously, ‘a pile of jewelry’

serves to measure the macroevent. Recall that in the systestoged in Kennedy and
Levin (2002) Incremental Themes, spatial paths and inereaslecrease in property
of degree achievements are treated in a uniform way. Thdgesmepresent ¢, the

gradable property associated with the V&rand are measureddthe degree of change
argument. The relevance of their system for verbs of creasiseen in the beginning
and the end point on a scale: the beginning point corresptntige beginning of the
creation event, when its argument does not exist, and thepeimtl corresponds to the
end of the creation event, when the argument has come insteexe. However, like
it was with all the other theories having something to sayualverbs of creation, the

c. VR[MAP-E(R) < Ve, X, X'[R(e,x)A X' Cx — Je'[e’'Ce A R(e’, X)]]]

In the event ofdrinking a glass of winguniqueness of objects captures the thematic relationdmtthe
verb and its object: ‘a drinking of a glass of wine is relatéa the patient role to this glass of wine, and
to nothing else.” When ‘every part of a drinking of a glass @fievcorresponds to a part of the glass of
wine’, it is mapping to objects. And when ‘every part of thasg of wine being drunk corresponds to a
part of the drinking event’, it is mapping to events.

20In case of the verbs of creation this property is expresseithédyesult state holding of the created
entity, say WRITTEN(x) or BUILT(x) (Kennedy and Levin (2002
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formula proposed by Kennedy and Levin (2002) contains tineeseariablex at both
ends of the scalar path. So, in a sense, they have the samemrob

(89) a. Va = xAdAeINCREASHGy (x))(d)(e)
b. [INCREASHG(x))(d)(e] = 1 iff G(x)(END(e)) = G(x)BEG(e)) +d

| am going to pursue an alternative approach to this probléns based on the dis-
cussion of intensional predicates and does not treat effembjects as variables of the
individual type.

Speaking of intensional opaque predicates Bkekor want Van Geenhoven and
McNally (2005) follow Zimmerman (1993) and claim that opaquredicates ‘denote
relations towards a property .Prhe verbseek for example, is translated as follows:

(90)  seek= AP Aw \x (seek,(x, P)) ',

where P is the property mentioned above, w stands for thedvadrtvaluation, x resp-
resents the external argument of the event.

‘The absence in (90) of an individual-type argument coroesiing to the sought ob-
ject is what is supposed to guarantee the lack of existegriailment...’ (p.889). Inter-
estingly, ‘property-denoting nominal expressions caruoat ordinary argument posi-
tions.” The underlying characteristics of property-tyjpenplements are non-specificity
and narrow scope. Van Geenhoven and McNally (2005) exiglictmpare such com-
plements to bare plural and mass nouns discussed in CadS37lf) (cf. examples
from (32) through to (34)). Non-specificity and narrow scafehe complement of
the existential predicate are revealed with the help of tijgamany students (91)
receives only the narrow scope with respect to the negation.

(91) There aren’tnany studentsin the library.
I. ‘It is not the case that many students are in the library.’
ii. # ‘There are many students such that it is not the casetliggtare in the
library.

Basing her proposal on true incorporation of narrow-scogaraents in opaque predi-
cates in West Greenlandic, Van Geenhoven (1995, 1998) putttee idea of semantic
incorporation. The following example of semantic incoigtan of the bare plural is
cited in McNally (2005):

(92) a. APAx3dy[eat(x,y) A P(y)]

b. T(eat cookieg= A\PAx3dy[eat(x,y) A cookiegy)]
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Van Geenhoven and McNally (2005) treat the property-tygament as a function (type
<s<e,t>>), not as an individual of type e. They claim that any predidaat usually
describes ordinary individuals can also ‘compose semalhtiwith property-type ex-
pressions that provide descriptions of the ordinary irtilial in question’ (McNally
(2005)). Thus, to get an ‘opaque’ predicate with a propgrpe argument out of its
transparent counterpart with an individual type argumtrg,argument should seman-
tically incorporate into the predicate. As a result, a npeesfic reading always arises
(Van Geenhoven and McNally (2005):889).

Na-verbs and their non-specific objects can be characteriped tihe point of view
of Van Geenhoven and McNally’s thedty As | argued above following von Stechow
(2000),na-verbs are verbs of creation with effected objects. Like oéfiected objects,
the arguments afia-verbs cannot undergo Existential Exportation if the rafeectime
is kept constant (but see footnote 28 on the difference lestrely effected objects and
the arguments afia-verbs). Compare the English verb of creatamaw to the verb of
motion on the one hand and the RussiaAverb on the othéf:

(93) English Verb of Creation

a. Johndrew a circle.
b. *There was a circle that John drew.

21Filip (2005) independently arrives at the conclusion thatabjects oha-verbs are of property type
<e,t>. She bases her discussion on two articles by Carlson (2008k Indefinitesnd When Mor-
phology... DisappearsThe formalism Filip (2005) uses is reminiscent of van Gemseln’s ‘semantic
incorporation’.

22\With na-verbs one can rob passers-by, and end up having a lot of jegie), or trade stamps and
end up having a lot of postcards (i-b):

0) a. Vanja grabil proxozix i nagrabil kucu
V.NOM. robbed.sg.mspassers-bypcc. andCUM-robbed’.sg.ms pile.Acc.
dragocennostej.

valuablesGEN.
‘Vanja was robbing passers-by and stole a lot of jewelry.

b. Ljuba menjala marki naotkrytki i namenjala
L.NoM. changed.sg.fem.stampsacc. oncardsacc. andCUM-changed.sg.fem.
goru otkrytok.

mountainAcc. cardsGEN.
‘Ljuba traded stamps for postcards, and got a lot of cardg¢hange.’

| give the examples in (i-a) and (i-b) for the illustrativerpases only, for the cases where the stuff in the
created ‘pile’ is different from the original argument oéttaerb are fairly rare. This difference is extreme
in (i-a) and (i-b), possibly due to the world knowledge faeiae cannot create a ‘pile’ of passers-by by
robbing them.
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(94) English Verb of Motion

a. John pushed a cart.
b. There was a cart that John pushed.

(95) Russiama-verb

a. Vanjanagrabil dragocennostej.
V.  CUM-robbed’.sg.msjewelryGEN.
‘Vanja stole a lot of jewelry.

b. *There is a lot of jewelry, such that Vanja stol&it

Along the lines of von Stechow (2000), | will state tha-verbs, being a variety of
creation verbs, are temporally opaque predicates. As,drabisence of overt quanti-
fiers, their bare plural and mass objects obligatorily bearaw scope ((40) and (41)),
they can be treated as property-type arguments with ncegtiat entailment rather than
individual-type argument$ (Van Geenhoven and McNally (2005), Filip (2005)). How-
ever,na-verbs are not intensional predicates with modal embeddiggiring a world
of evaluation in the denotation of their property-type angmts. Thus, the type of the
arguments occurring witha-verbs can just bece,t> (cf. Filip (2005)). In addition,
while for Van Geenhoven and McNally (2005) the property angat modifies the cor-
responding individual argument described by the prediraits transparent instantia-
tion, in na-verbs the property-type argument represents the measysedperty of the
event.

The choice of this approach presents me with several adyasita

* | do not run into the problem of existence of effected olgebhtoughout the run

23|n this example ‘it’ does not refer to the ‘pile of jewelryherefore the intended reading is infelicitous.
As was noted to me by Gillian Ramchand, the sentence in (¥)mgparable with English: He stole a lot
of booty= There is a lot of booty, such that he stole it. (Something oabe ‘booty’ until after you've
stolen it.)

24This is not the only case where Russian NPs can be taken tesegirproperty-type arguments. See,
e.g., Partee (2005) about the hypothesis that Genitive gatitn in Russian is an example of property-
type complementation. Another note should be made of som@lements of intensional verbs (verbs of
absence, in terminology of Van Geenhoven and McNally (2D@5Russian: bare plural and mass nouns
and nouns standing for abstract notiohgpinesssupportetc.) in this position are usually genitive
marked, especially witlvant

0) a.  Oniskal deneg nanovyj projekt.
he sought.sg.msmoneyGEN. onnewAcc. projectAcc.
‘He was seeking money for a new project.’
b.  Onaxotela mesti/ *mestj.
she wanted.sg.fem.revengecEN./ revengeacc.
‘She wanted to take revenge.’
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time of the event

* | have an account for the obligatory narrow scope of ungfiadtobjects ofna-
verbs

» The event property status ascribed to complement NPs sltbem to serve as
measure scales

And here | seem to have a problem: how do | marry the argumenttate of the
verb prior to prefixation, where VPp(ocP) has an UNDERGOER (individual-type)
argument, with the structure it acquires after the attacttroéna-? In the light of
the latest developments in syntactic theory describingraemt and event structure, the
problem does not look so serious.

4.4.3 Syntax ofna-

The change of the syntactic representation of the eventtateifollows merge of the
functional element changing the syntactic environmentefuerb. This is not an un-
usual procedure under the constructionist approach tagysgmantics interface (Pylkkanen
(2002), Arad (1998), Borer (2005), Folli and Harley (2008aymchand (2006) and oth-
ers). One of the famous examples of such a change was noti¢éodkstra and Mulder
(1990) and cited in Arad (1998):45 (see also Chapter 3 oftbik): it concerns the mo-

tion verbs in some languages (e.g., Italian and Dutch), oo merging a directional

PP as their complement, are used with a different auxiliary:

(96) Dutch

a. Jarheeftgesprongen.
Janhave jumped.PPP
‘Jan has jumped.’

b. Janisin de sloot gesprongen.
Janis in the ditch jumped.PPP
‘Jan has jumped into the ditch.

97) Italian

a. Gianniha corso.
Giannihaverun.PPP
‘Gianni ran.

b. Giannie corso a casa
Gianniis run.PPRo home
‘Gianni ran home.’
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The constructionist approach allows researchers suctlyssiive otherwise unexplain-
able puzzles like below. Absolutely the same passive coctsbn in Japanese is unac-
ceptable with the inanimate affectee and grammatical \wettanimate affectee (Pylkkanen
(2002):64):

(98) Japanese
a. ??Chiimu-gacoochi-ni nak-are-ta.
teamNOM. coachDAT. cry.pass.past
‘The team was affected by its coach crying.
b. Taro-ga coochi-ni nak-are-ta
TaroNOM. coachDAT. cry.pass.past
‘Taro’s coach cried on him.

Another interesting illustration of animacy requiremeittva twist can be found in Folli
and Harley (2005): verbs of consumption in English anddtaltannot have inanimate
subjects without additional adjustments of their syntaetivironment.

(99) English
a. *The sea ate the beach.
b. The sea ate away the beach.

(100) Italian

a. *ll mareha mangiatda spiaggia.
thesea haseaten thebeach
“*The sea ate the beach.

b. Il maresi € mangiatda spiaggia.
thesea REFLiseaten thebeach
‘The sea ate away the beach.’

All the phenomena above are solved by the researchersistiligt®. In addition to
briefly demonstrating the area of application of the cortsibnist approach above, |
have been using it myself throughout this work. Chapter 2 @hdpter 3 dealt with

25Basically, in all the minimal pairs sited the arguments ateoiduced in different sites. The case from
Hoekstra and Mulder (1990) was discussed in Chapter 3: tharant of the PP-taking verb is introduced
within the PP and therefore the whole structure turns incansative. The case from Pylkkanen (2002)
is explained by the existence of two different applicatieadis (which she glosses as passive morphemes),
high and low. The low applicative head cannot occur on urtegms hence the ungrammaticality of a
non-agentive inanimate argument. In the case from Follitdadey (2005) two flavors of the littlg are
postulated: agentive and causative. If the Speedisfoccupied by Agent, the result-less construction is
possible. If the Spec-ofis occupied by Cause, the change of state is triggered angtheselects a SC
as its complement:
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massive argument structure variation solved with the hélthe First Phase Syntax
framework (Ramchand (2006)). In Chapter 2 | showed thaiadaxical prefixes orig-
inate as the heads pP, a predicates in its own right. The litjeis compared to the
little v and among other similar things between them, is their fonctif introducing
an argument into the structure. The litdentroduces the Figure argument which then
moves to become a Resultee.

A question arises in this connectionna- a superlexical prefix if it behaves like lex-
ical ones with respect to the argument structure variaser @lso Romanova (2004a))?
The answer isna- does not introduce any arguments. It makes use of a certaey
of the verb which can be measured along the available sclenineg a bound set of
degreesA. Ramchand (2006) proposes a function from property of aityext(both
objects and extended locations) to sets of meadlir&he adds a relation of linear or-
der into the denotation of the functign since operates only on part-of structures
with monotonic properties. This relation makes the retabetween properties and de-
grees richer than in Kennedy and Levin (2002), since it agguiures graduality of the
change ird. The set of measures is related to the event via the rhenedditan. In the
spirit of Krifka (1992), it reflects a ‘Measure-to-Event M@pg’ and ‘Event-to-Measure
Mapping’:

(101)  PATH(X, €) =.3JR3D,[Ve, d, d'[R(e,d) & d'< d — Je'[e’ C e & R(e’, d')]
(mapping to measures) &
Ve, e, d'[R(e,d) & e’'C e— Jd'[d" < d & R(e’,d)] (mapping to events)

| will not speculate more on non-applicability of (101) torke of creation caused by
misrepresenting the Rhematic material as an individuad-tyariable. This flaw is al-
ready familiar from the approaches cited abévénstead | would like to draw the at-
tention of the reader to the syntactic position proposedhiferRhemeRATH, property)
in Ramchand (2006) (see also Chapter 3 where | briefly mesditime structure).

() vP
DP v
—_—
the see
Y SC
|
CAUS DP P

ate _——~
the beach away

26In neither of them is it taken into account that verbs of doratire opaque predicates and, as a
consequence, the complements of such verbs carry no eatdithexistence throughout the run-time of
the event.
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According to Ramchand (2006), the Rhematic material copsbinith the event
introduced in the process head via the head-complemetibreland the structure looks
like the following (p.39):

(102) initP

proc DP/PP/AP
RHEME

Representing the property of the eveneME does not even have to combine with
a transitive verb. This is true of West Greenlandic (103;kthis is true of Russian
(104-b):

(103) West Greenlandic (Van Geenhoven and McNally (200@2):8

a. Juuna-@mruagaq ujar-p-a-a.
JERG. book.sgaBs. look.for.IND [+trans].3sg.3sg.
A. ‘Juuna is looking fotthe book’
B. ‘Juuna is looking fola specific book

b. Juunaatuakka-mik ujar-lir-p-u-q.
JABS. book.sgINSTR. look.forAP.IND.[-trans].3sg.
‘Juuna is looking forany book’

(104) Russian

a. Dunja s’jela xleb.
D.NoM. Prf-até’.sg.fem.bread.Acc.
‘Dunja atethe bread’

b. Dunja najelas] xleba.
D.NOM. CUM-atée”.sg.fem.reflbread.GEN.
‘Dunja ateenough bread

Thus, the complement position containing vE with na-verbs is filled with an appro-
priate material sometimes independently of the argumeunttsire of the verb, therefore
the undergoer of the unprefixed verb and theeRE of the verb withna-can be differ-

27As | said above, according to Van Geenhoven and McNally (R08&nspecific complements are
‘semantically incorporated’ into the verb and representxgperty.
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ent as in footnote Z8. Na- merges above the verb, which has been decomposed into
initP (vP), procP (VP) andresP (SC) throughout this work. However, the site of its at-
tachment has no influence on the subject, for example, betheprefix does not ‘care’
about the true arguments of the verb. From the previous sisscn, we know thata-is a
range predicate operating on a certain scale. What it ne¢te concatenated set of de-
greesA on the scale provided by the event, or, rather, a variabletbeeset of degrees,
which it can bind. This range is available only in cumulatexents, in other words,
the events, whose composition includes the process pamegsed byrocP (VP). If

the verb representing such a cumulative event is transitiveaccusative, the property
measured is represented by an NP occupying the RhematitoposNa- selects the

VP standing for the cumulative event with a path complem&stonly cumulative NPs
(mass and plural) can represent a measurable scale-patbbjct of a transitive or
unaccusative verb also has to be cumulative, otherwisedtieation withna- does not
converge. The attachmentmd- seems to change the relation between the host verb and
its arguments. Prior to prefixation this relation can be Wgderprocess but with na-

it becomegprocessRheme. However, this is not a problem, because | am asstutheng
following:

* There is no argument structure information stored in tRetan
* Merge is free, the interpretation follows from the struatyosition
» Na-requires a variable over degrees

The degree variable can be bound in the Undergoer positiothid casena- does
not merge for the danger of vacuous quantification:

(105) a. kolotj orexi
cracK .inf. nutsacc.
‘crack nuts’

28By prediction, verbs of creation will have a Rhematic compdat even withouba-. The Rheme of
na-verbs is different from those. Compare the sentences below:

0] a. Onavjazala sviter.
she knit!.sg.fem.sweaterncc.
‘She was knitting a sweater.’
b. Onanavjazala sviterov.
she CUM-knit”.sg.fem.sweaterssen.
‘She knit a lot of sweater.

The Rhematic complement of- verbs reflects the creation of a certain indefinite quaniiyan entity,
like in (i-a).
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b. VP

T

UNDERGOER,,, A

orexi V XP

| |
kolotj (implicit)
In its turn, the true Undergoer cannot merge widverbs. With transitive and unac-

cusative verbs, the path is an XP, containing the explicerRatic material mappable
onto theprocP?°:

(106) a. nakolotj orexov
CUM-crack’.inf nutsGEN.
‘crack a lot of nuts’

kolotj orexov

As | argued in Chapter 3, unergatives have a conflated Rhempath, which means
that it will always be implicit. However, whema- attaches to the verb, the implicit path
argument of the verb should be available and serve a varigbtehis reason the Under-
goer cannot be merged, because it will make the degree-argumaccessible toa-.

By binding this variablena- will measure the event represented by V (107-c). In many

2%Here the following question might arise: What happens wharstacks on top of a lexical prefix,
since the latter originates in RP, and RP takes the place effatic XP? For example:

0] gnatj - vy-gnatj -vy-gon-jatj - na-vy-gon-jatj
chasé.inf. out-chasé.inf. out-chasé.inf. CUM-out-chasé.inf.
‘chase 1lmpf - chase out Perf - chase out 2Impf - chase outdd (people)’

As we know from Chapters 1 and 2, attachment of a lexical ptefan imperfective verb turns the latter
into an atom, from the lattice-theoretic point of view. Sedary imperfective morphology, in its turn,
changes the structure into non-atomic, gradable, agaimyaduces the new degree variable that can be
bound byna-. The study of the syntactic mechanisms corresponding $miheration is outside the scope
of this thesis, therefore right now | cannot offer a detadedwer to the question above. This issue is well
worth further investigation.
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cases the events represented by unergative verbs are eeakurg temporal or spatial
scales, which always receive a concrete cardinal expre$gi®7-a) and (107-b)). So,
‘40000 kilometers’ does not behave the same way as the reahB$ of Rheme-taking
verbs, which are just bare NPs. The obligatory measure ebiasa-prefixed NDMVs
are thus modifiers of the whole VP.

(207) a. Omaplaval *(soroktysjac) kilometrov na
he CUM-swam”.sg.ms.forty thousandsEN. kilometersGen. on
podvodnyx lodkax.

underwater.pLoc. boatsLocC.
‘His trips by submarines amounted to forty thousand kilemet
(modified from http://www.5-tv.ru/?cat=p&key=2)

b. GTA-6RMNPO ‘Saturn’uspesno
GTA-6RM scientific-industrial-compangeN. S. successfully
narabotal *(dvadcatjpjatj tysjac) casov.

CUM-worked?.sg.ms.twenty  five thousandsEN. hoursGeN.
‘The gas-turbine assembly 6RM produced by the Saturn catjporman-
aged to yield as much as 25000 hours of work.’
(http://yaroslavl.finam.ru/?fid=61&f=vnw&itm=7126)

c. Kto zdesjnatoptal?
who here CUM-tramp " .past.sg.ms.
‘Who left such a lot of dirty footmarks?’

Transitive and unaccusativa-verbs can also co-occur with overt quantifiers. However,
there is a certain restriction on the kind of overt quansfien-occurring wita- (see
also Filip (2005)). Empiricallyna- is a weak cardinal quantifier expressing the vague
meaning of Large Amount (or ‘'some’), set by the conteéXa- is not compatible with
strong quantifiers, likall, the majority mostetc.:

(108) *Onanabrala vsex/  boljSuju castj
she CUM-picked’.sg.fem.all.GEN./ bigger.sg.femncc. partacc.
gribov.

MUShroomssEeN.

‘She picked all/ the majority of the mushrooms.’

Overt quantifiers merge abowa- and attract the NP, which is reflected in no agreement
between Q and N (compare (109) to (110)):
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(109) a. Orcenil mnogije filjmy/ *mnogo filjmov
he appreciatetisg.msmany.placc. films.Acc./ many.deffilms.GEN.
etogo rezisséra.

this.msGEN. directorGEN.
‘He appreciated a lot of films by this director.’

b. Jegovzgljadvpecatljal mnogix devusek/ ??mnogodevusek.
his glance impressetimany.placc. girls.Acc./ many.def girls.GEN.
‘His glance impressed a lot of girls.’

c. Novostjbespokoilannogix ekspertov/ *mnogo
news worried many.placc. expertsacc./ many.def.
eksperrov.
eXPEertsGEN.

‘The news worried a lot of experts.’

(110) a. *Maksnakupil mnogix knig.
M. CUM-bought many.plGEN. bookSGEN.
‘Max has bought a lot of books.’
b. *Maksnasocinjal mnogix sonat.
M. CUM-composefl many.pIGEN. sonatassEN.
‘Max has composed a lot of sonatas.’

Interestingly, the agreement between Q and N is obligatadeunegation, if Q is to

refer to the noun it quantifies over (111-a). The readingiobthwith a non-agreeing

qguantifier reflects a different scopal relation between #gative operator, Q and N. In
(111-b) the negation scopes only over the quantifier. If tnengjfier and the noun made
a constituent (like in (111-a)), this mismatch wouldn’t occ

(111) a. Maks ne cital mnNogix knig.
M.NOM. notread.sg.ms.many.plGEN. boOkSGEN.
‘Max did not read many books.’
= There are a lot of books that Max didn’t read
b. Maksne Cital mnogo knig.
M. Nowm. not read.sg.msmuch boOKSGEN.
‘Max did not read many books.’
= There are books that Max read, but their number is small

In addition, the high position of the quantifier co-occuringh na- would explain the
wide scope of QP over the subject of the verb:

(112) Tri  povaranavarili vedro/kucu kasi.
threecooks CUM-cooked’.pl. pail.Acc./pile.Acc. porridge
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‘Three cooks have cooked a pail/ a lot of porridge.’
Possible: lots.of.porridge three.cooks; but ?three.cookdots.of.porridge

Overt quantifiers make the cardinality of the event more i§pethus, in a way, they
modify na-. So, the object noun of thea-verb with and without a quantifier will have
different PF positions. The QP position is clear, the NP Réa@rposition reflects the
relation between the event and its property. QPs modifyiagare not NP-internal,
since they do not agree with the nouns in case (110). Withauhon-agreeing quan-
tifiers are ungrammatical with NPs (109). This is evidena @Ps modifyingha- are
base generated above the VP. Without Q present on the nounbhifatorily gets a
narrow scope (40), which is consistent with its being a prigpef. Van Geenhoven
and McNally (2005)).

(113) The structure fona-verbs:

QP
A
Q na-
Ana_
na-cookecdh VP

porridgejrop

The syntactic structure proposed here reflects the semahdition between the verb
prefixed withna- and its ‘object’, if any. This approach does not create a ratsm
between semantics and syntax observed in Pereltsvaig \20@d6characteristic of the
works by Filip, who says that measure prefixes:

when they measure individuals introduced by nominal arqumere se-
mantically composed with these arguments, even if they ddamm syn-
tactic constituents with them.

(Filip (2005):22)
We have seen now thaga- combines with the entity it measures both semantically
and syntactically.
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4.5 Conclusion

In this chapter | investigated one of the most discussedlxpeal prefixespa-. In spite

of the general consensus found in the literature on the @atura- as a measure prefix
(Filip (2000), Filip (2005), Filip and Carlson (2001), Biii (1994), Filip and Rothstein
(2005), Pereltsvaig (2006), Borer (2005) etc.), two ddtapproaches to treating it can
be singled out. The first approach advocated in Borer (2085¢ribesa- as a prefix
directly quantifying over the event represented by its vesb and indirectly over the
objects of the verb. The second approach (Filip (2000),|Reeeg (2006)) states that
na-directly quantifies over the objects of its host verbs ang ordirectly over the event
expressed by the verb. Paradoxically, even if | argued ag#ie views developed in
Filip (2000) and Pereltsvaig (2006), their insights in treywa- works turned out to be
closer to mine than those in Borer (2005). First, Filip (20&0d Pereltsvaig (2006) take
into consideration a special statusnat-, whereas Borer (2005) does not; second, Filip
(2000) notices contextual conditioning of the meaninga&f{ third, Filip and Rothstein
(2005), Filip (2005) point out the variability of the scales- can measure; and, fourth,
Filip (2005) treats the arguments p&-verbs as property-type semantic objects rather
than individual-type variables.

Studying some quantificational phenomena in French and€imdlconcluded that
na- is not unique in the effect of simultaneously measuring diaerevent argument
and the internal argument of the verb. Quantification at dabise in French demon-
strates that the same adverbiagaucoufa lot’, can yield ambiguity as to whether it
quantifies over the amount of event or the amount of stuff cedike ‘a lot’ in En-
glish (Schwarzschild (2006)). Nakanishi and Romero (20&d this type of ambiguity
Quantification Variability Effect. In the case oh- the object NPs get the appearance
of being measured due to their relation to the verbal eveey are Rhematic paths rep-
resenting the property of the measured event. When an oeasumne phrase is present,
it occupies a functional projection above VP and attractsaifyument of the verb; the
resulting QP cannot reconstruct, since Q was base gendrigtechence the wide scope
of the quantified object.

What happens toa-verbs without objects? In fact, the same. | took the object of
a na-verb to be a participant-scale, one of many measure scales.pfesence of the
participant-scale implies that the event representedédgdkverb can be measured with
the help of the NP property representing a Rhematic path.rntescale provided by
the verb is temporal or spatial or unspecified, Rhematic X&bgent and the event is
measured via its run-time with the help of functionvia the space map with the help of
spatial-temporal function K (Lasersohn (1995)) or dirgeil the scalar range), the
event in question is mapped onto. The existence of such’‘beaées makes it possible
to unify the whole analysis afia- as a measure prefix and say that what always
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measures is the amount (a special type of range) of the elleatscale provided by the
verb is a matter of encyclopedic information linked to eviesxical entry and does not
need to be directly grammatically encoded.

Thus, the first big example of the second type of perfective gwzen in this chapter.
It was demonstrated in detail how atomic ‘packaging’ of massevents works. In fact,
it works in the same way as the ‘packaging’ of mass entitigh@mominal domain:

(114) a. moloko'milk’ - MASS (115) a. dysatj‘breath’ - MASS
b. litr moloka ‘a liter of milk’ b. nadySatj‘CUM-breath” -
- COUNT/ATOM ATOM

Na-provides a ‘package’ whose denotation is contextually éelfas ‘a large amount’.
So, the event quantity measured g is fairly vague. Other superlexical prefixes can
differ from na-in two respects: a) a type of scale they use for measuringvéng;eb) a
type of ‘package’ they provide for the event. The followirtapter is going to discuss
one such prefix, namely, distributiyeere. Pere-measures the event by providing a
‘package’ at the supremum level oflattice.



Chapter 5

Superlexicalpere- and pluractionality

5.1 Pere-introduced

In this chapter | will look further into behavior of superieal prefixes and their prop-
erties connected with event quantification. This time thefiprunder investigation is
going to bepere- | will show below thatpere-is different fromna- in a number of
respects, and, yet, in spite of their differences, the tvedixes demonstrate structural
and conceptual similarities uniting all the superlexiaafixes into a separate class.

Some common properties lie on the surface. Tipese; like na- and most other
superlexical prefixes, obligatorily attaches to impeifecverbs, and the arguments of
pereverbs are necessarily plural or mass, too.

However, the interpretation plereverbs and their arguments is fairly different from
that of na-verbs and their arguments. IsaCenko (1960) terms thereetrothis prefix
induces ‘distributive’. He characterizes the effect of th&tributive prefixes in the fol-
lowing way (p.287):

Q) 1) not just several objects (or subjects) are affectethbyevent, but
preferably all (or many) objects or all (or many) subjectsislun-
acceptable to use a distributive verb in the combinatiper&kusatj
dvux proxdix ‘bite two passers-by (one after another)’

2) separate subevents within the macroevent follow onehartot

1The translation is mine. The original text is:
1) dejstvije vypolnjajetsja ne prosto po otno3eniju k mdi&km ob’jektam (ili ne prosto
neskoljkimi sub’jektami), a preimuscestvenno po oarofl kovsem(ili mnogim) ob’jektam,
sootnositeljno, sesemi(ili mnogimi) sub’jektami;
2) otdeljnyje fazisy kompleksnogo dejstvija soversgautslin za drugim

225
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Isacenko (1960) subdivides distributivity yielded byaatiment of the prefixes above
into ‘object’ (2-a) and ‘subject’ (2-b) distributivity:

(2) a. Sobakperekusala vsex detej.
dog DIST-bit”.sg.fem.all.pl.acc. childrenacc.
‘The dog bit all the children (one after another).’
b. Vsedeti perebolel.
all childrennom. DIST-got.sick”.pl.
‘All the children were sick (not necessarily simultanegyisl

However, his ‘subject’ distributivity refers to the subjgof unaccusatives (cf. (2-b)), of
which he could not be aware, of course, therefore the wofdcedd’ used with respect
to both objects and subjects in the definition in (1) is |egéte.

When the verb witlpere-has direct objects over which the event is distributed, the

2There is another prefix inducing the ‘distributive’ aktiansin the sense of Isatenko, nameig-.
Po-is different frompere-in a number of ways:

 while pere-productively attaches to underived imperfectives, adogrtb Isatenko (1960), dis-
tributive po- attaches to only a tiny number of them (i)

» po-is a stacking prefix (it attaches on top of a lexical prefix erava-); pere-is not (i) (p.290).
 Crucially, po-can scope over agentive subjects of the clause, which isassile withpere-(iii)

0] a.  pereprobovatj#poprobovatyse snarjady
DIST-try”.inf./ Prf-try”.inf. all.pl.AccC. apparatusescc.
‘test all the apparatuses’
b.  perecitatj/ *pocitatj vse knigi
DIST-read’.inf./ DEL-read”.inf. all.pl.Acc. booksacc.
‘read all the books’

(i) a. spisatj - spisyvatj - pospisyvatj/ *perespisyvatj
from-write”.inf. - from-write’.inf. - DIST-from-write”.inf./ DIST-from-write” .inf.
‘copy PERF - copy 2IMPF - copy everything successively’
b.  wvytolknutj - vytalkivatj - povytalkivatj/ *perevytalkivatj
out-push’.inf. - out-pusH.inf. - DIST-out-pus’.inf./ DIST-out-push’.inf.
‘push out PERF - push out 2IMPF - push everyone out one aftathan

(i) a.  Vse pougadyvali resuljtat matca.
all.Nom. DIST-guessefl.pl. resultacc. matchacc.
‘Everyone guessed the result of the game.’
b.  Vseturisty povybrasyvali ¢emodany.
all touristsnom. DIST-out-threw’.pl. suitcases\cc.
‘All the tourists threw out their suitcases.’

| will not touch uponpo- here.
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direct object also receives a specific interpretation.

In that pere-verbs differ fromna- verbs: they cannot have indefinite non-specific
effected objects, which means they are not ‘creation’ vekbsreover,pere-is incom-
patible with creation verbs in the first place (3), and caeatierbs do not allow the
distributive reading wittpere-

3) napec pirogov - perepec pirogi
CUM-baké”.inf piesGEN. - PERE-baké.inf. piesacc.
‘bake a lot of pies’ - ‘over-bake the pies, bake the pies toetkeess’, but *bake
all the pies (in several goes)’

Pere-operates on the arguments of the verb that existed prioefoxption. Thus, in (4)
na- presupposes a creation of a new pile of firewood by choppiaegatv material into
pieces;pere-presupposes the existence of a ready-made pile of firewabdlapping
all of it into even smaller pieces:

(4) nakolotj drov - perekolotj drova
CUM-chop?.inf firewood.plGEN. - DIST-chop”.inf firewood.plAcc.
‘chop a lot of firewood’ - ‘chop all the firewood’

So, the macroevent expressed lpeseverb clearly has a different relationship with the
distributed argument thama-verbs have with the accumulated stuff argument: unlike
with na-, with pere-an argument variable is introduced.

One would wonder about the source of the distributive effiépere- Can this prefix
be the Russian variant of the D(istributive)-operator? dhgwer will take shape in this
chapter as | study the relationships betwpere; the event argument and the nominal
arguments of the verb it attaches to.

5.2 Pere- as an NP-oriented distributive quantifier

According to some authors (Scha (1981), Beghelli and Sidd@897), Winter (2000)),
distributivity can arise as the result of universal quacdifion. The universal quantifier
can (but need not to) be present on the NP. Scha (1981) lsth"e'every’ and ‘all’
among such quantifiers:

(5) (AX: (AP:Vx € X : P(x)))

The system in Beghelli and Stowell (1997) is reminiscenthaittin Scha (1981) in
that the presence of a strong distributor in the structypacally the pronoun ‘each’ or
‘every’, always triggers distributivity. In the syntacstructure of quantifiers developed
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by Beghelli and Stowell (1997) ‘each’ or ‘every’ in DistP @iibutor Phrase) usually
scope over the distributed share occupying ShareP andseeyineg the stuff distributed
over:

(6) a. Every studentread two books.
b. AgrS-P

DistP

Spec ShareP
|
every student  Spec NegP

| Pl
two books ...

5.2.1 Hypothesis A based on distribution opere- wrt NPs

As | argued above, the objects péreverbs must be plural or mass, or, in other words,
represent measurable part-of structures. Below | comparee srerbs prefixed with
pere-to the verbs with resultative prefixes. The verbs with redivié prefixes in (21-b)
and (22-b) can be used with singular objects, whereas ths vathpere-in (21-a) and
(22-a) cannot:

(7) (8)
a. *perelomat; igrusku a. *perebit] tarelku
DIST-break”.inf. toy.Acc. DIST-beat”.inf. plateacc.
“*break a toy (one after another)’ “*break a plate (one after another)’
b. slomatj igrusku b. razbitj tarelku
Prf-break ”.inf. toy.Acc. Prf-beat’.inf. plateAcc.
‘break a toy’ ‘break a plate’

| also mentioned earlier that objects péreverbs carry existence presupposition,
which results in their strong interpretation. In additiaecording to the citation from
IsaCenko (1960) in (1), one of the main consequencpsi@prefixation is that the event
expressed by aereverb affectsall (or many objects. This generalization is drawn
from a vast set of relevant data, of which | give just a couglexamples below. In
(9) the interpretation of direct objects péreverbs seems to contain implicit universal
guantification:
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(99 a. Rebénok perelomal svoi igruski.
child.Nom. DIST-broke’.sg.ms self's toysAcc.
‘The child has brokemll his toys’

b.  XiSsnik perebil posudu, s’jel
predatoDIST-broke’.sg.ms kitchen-wareacc. Prf-atd’.sg.ms.
pripasy.
storesacc.

‘The predator has brokedatl the plates, ate the stored food.’

c. Jatoljko ¢to nakuxne porjadoknavela,
| just onkitchenLoc. order madé’.sg.fem.
peregladila belje i budu sejCagrobovat]
DIST-ironed’.sg.femlinenAacc. andwill.1sgnow try’.inf
novyj recept.

New.sg.maACC. recipeAcc.
‘| have just cleaned the kitchen, ironad the linen and now will try a new
recipe.

Universally quantified NPs must carry a wide scope in thesdaas in Beghelli and
Stowell (1997). This is true of the objectséreverbs:

(10)  Tri xiScnika perebili tarelki.
threepredatorsGeN. DIST-beat’.pl. platesacc.

‘Three predators broke all the plates.
Possible: plates predators, but *predators plates

Considering the facts aboptre-summarized below, this prefix seems to be a strong
guantifier over NPs:

* pere-selects for verbs with plural or mass (part-of structurggocts
* the objects opereverbs always carry existence presupposition
* the objects opereverbs have wide scope in the clause

11 Hypothesis A

~—+

Pere-is a strong quantifier over NPs inducing distributiv
of the whole VP.

y
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5.2.2 Criticism of Hypothesis A

Unfortunately, the facts above do not constitute sufficemidlence in favor of Hypoth-
esis A. In addition, there are two phenomena that work agés hypothesis: a) ar-
guments ofpereverbs can co-occur with overt quantifiers; b) the influencpare-is
restricted to a certain syntactic position (for examplegnnal arguments).

Co-occurence opereverbs with overt quantifiers immediately undermines the va-
lidity of the argument in favor opere-as a quantifier over NPs (see the discussion of
na-and overt quantifiers in Chapter 4):

12) a. Takpnastrojenijepodnjalosj - peremerila *(vse) dzinsy,
so moodNowm. rose.refl.sg.nt DIST-tried”.sg.femall  jeansacc.
*(vse) platja - soboj dovoljna.

all  dresseacc. selfINSTR. satisfied.ADJ.short.sg.fem
‘Now, my mood has improved - I've tried on all the jeans, a# tiresses -
very satisfied with myself.’
b. Japereprobovala  *(mnogo)sredstv
| DIST-tried”.sg.femmany  meansGEN.
‘| have tried a lot of things.’

c. Teatr byl nasim domom, a v dome
theateiwas'.sg.msourINSTR. homeINSTR. andin houseLoc.
perebyval *(ves)) teatr.

DIST-wag’.sg.mswhole theatemom.
‘The theater was our home, and the whole theater have visiteHdome.’

Moreover, the event represented figreverbs can be distributed just over the internal
arguments of the verb. Quantificational powepefe-does not extend to the external
argument&

(13) a. *Vseamerikanskije turisty pereigrali %
all american.pNowm. touristsnom. DIST-played”.pl. in
russkuju ruletku.

russian.femncc. rouletteacc.

‘All the American tourists played the Russian roulette (after another).’
b. *Vsemoidruz’ja peresmotreli etot film.

all my friends”.pl. DIST-watched”.pl. this.msacc. movieAcc.

‘All my friends have watched this movie (one after another).

3The ungrammaticality star in the examples below refers emipe reading opere-discussed here
(distributive).
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Notice also that the internal arguments here do not nedssaan ‘direct objects’.
Objects of prepositions and quirky objects also fall untderibfluence opere-

14 a.

Onagoerejezdila navsex modeljax  Mersedesa.
she DIST-rode”.sg.fem.onall.pl.Loc. modelsLoc. M.GEN.
‘She rode all the Mercedes models.’

Pereslusal vsjumuzyku nasvete [
DIST-listened’.sg.ms.all musicAacc. onworld.Loc. and
perexodil navse diskoteki.

DIST-walked”.sg.ms.onall.pl.Acc. discosacc.

‘I have listened to all the music in the world and have beenltaha
discos.’

Onaperebyvala u vsex vracej.

she DIST-was’.sg.fematall.GEN. doCtorsGEN.

‘She has visited all the doctors.’

If pere-were the quantifier of the ‘each’ or ‘every’ type, | would haveery hard task
explaining why it cannot combine with the external argunwdribe verb.

In addition, pere-does not attach to any verb, it selects for certain types peim
fective event, and as we know from the Chaptenan this testifies against combining
a prefix with the object of the verb.

The conclusion at this point is that in spite of obligatoryvensal-like quantifica-

tion and wide scope of the argumentsefeverbs, the following factors speak against

consideringpere-a distributive quantifier over NPs:

» Co-occurence gbereverbs with overt quantifiers on their nominal arguments

* Restrictedness of quantification to the internal argushehthe verb

» Selectional properties @lere-with respect to theventtype of the verb it attaches

to

Considering the arguments against Hypothesis A, the paatiat forpere-is:

& Pere-is not a distributive quantifier over NPs

Now | can try another theory of distributivity, the theonattplaces the D-operator
directly into the verbal predicate. This can be a bettertgmiun light of the event-
orientedness gbere-similar to that ofna-.
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5.3 Pere- as a Distributive operator on V

Most authors (Link (1983), Schein (1993), Lasersohn (199ghwarzschild (1996),
Winter (2000), Landman (2000), Brisson (2003), Kratzergppear)) apply the Dis-
tributive operator to the verbal predicate. In (15) therdistive predicateDistr(P) ad-
mits only atoms to its extension; thus the predicatstands ‘for the property of being
an atom in the model’. Given there is a union of x, if the disitive predicate P holds
of X, At also holds of x, or, in simpler words, the members of the uionare atoms:

(15)  Distr(P)« A X(Px — At X) (Link (1983):309)

| present the reasoning developed in Link (1983) in moreidettow.
If a pop stara distributive predicate in the sense of (15), the inferdrma a) to b)
in (16) is possible:

(16) a. John, Paul, George, and Ringo are pop starts.
b. Paulis a pop star.

‘In this case the extension ofP is closed under non-zero i-parts, so every atom of an
i-sum which isxP is itselfxP, hence it is a P!

a7 a. xP(abbdcapd)
b. Distr(P)
c. bllapbdcapd
d. xPb
e. Pb

The same result is yielded by the distributive predidditeexpressed by Q in (18-b)
(where P stands fanimal oxPx, the sum of the P’s, is the supremum of all objects that
arexP):

(18) a. Theanimals died. So every animal died.
b.  *Q(oxPx) = A x(Px — QX)

According to Schwarzschild (1996), the presence of theriDigive operator on the
predicate is responsible for the distributive reading sfatgument as opposed to the
collective reading arising in the absence of D. Widehn and Maryin (19-a) is un-
derstood collectively, it means thabhn and Marymoved the car as a group; if there

4In Link (1983) i-sums are sums of individuals, consequeirpigrts are proper parts of i-sumsjs
an operation on one-place predicates P where the exterfsioR s ‘a complete join sub-semilatticdT
in (17) stands for an i-part relation.



5.3. PERE-AS A DISTRIBUTIVE OPERATOR ON V 233

is distributive operator in the structurdghnmoved the car anary moved a car as
separate individuals:

(29 a. John and Mary moved the car.
b. moved-the-car COLL
c. D(moved-the-car’) DIST (Schwarzschild (1996):61)

Pere-demonstrates quite a few characteristics typical of thgpBrator postulated in the
literature.

5.3.1 Hypothesis B based on behavior gfere- with verbs

Pere-shows strong selectional preferences with respect to teeteshape of the verb
it combines with. For example, out of two groups of motionbgerit attaches only to
non-directed:

(20)  Zanedelju  my perejezdili/ *perejexali [
for weekacc. we DIST-drove” .ndir.pl. across-drove.dir.pl. and
pereplavali/ *pereplyli navsem, Cto
DIST-swam’.ndir.pl. aross-swari.dir.pl. oneverythingLoc. what
dvizetsja.
moves.refl.

‘In a week we drove and swam everything that can move.’
(gorb.by.ru/files/2002.htm)

As | argued in Chapter 4 fama-, this is an indication that the prefix performs certain
operations directly on the verbal predicate and its infleemtthe arguments of the verb
is indirect.

Another argument in favor gbere-as the V-internal Distributive operator hinges
on the discussion of Schwarzschild (1996) and his examp(@é9ra). Russiampere-
verbs induce obligatory distributive interpretation oéitharguments. This makes them
different from both English ambiguous examples like (19aa)d Russian verbs with
other prefixes. Compare some of the sentences from (12)tezpbalow to their non-
distributive counterparts:

(21) a. Rebénok perelomal (vse)svoi igruski,
child.Nom. DIST-broke”.sg.ms.(all) self’'stoysacc.
*upav nanix s krovati.

falling.CONV.pasbnthemAcc. off bedGEN.
‘The child has broken all his toys (gradually), *having &idlon them from
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the bed.

b. Rebénok slomal (vse)svoi igruski, upav
child.Nom. Prf-broke”.sg.ms.all  self'stoysAcc. falling. CONV.past
nanix s krovati.

onthemaAcc. off bedGEN.
‘The child broke all his toys (simultaneously), having é&lon them from

the bed.’

(22) a. Xissnik perebil tarelki, *uroniv
predatomom. DIST-broke”.sg.ms.platesacc. dropping.CONV.past
IX v dverjax.

themAcc. in doorsLocC.
‘The predator has broken the plates (one after anotheryirigadropped
them while entering.’

b. Onrazbil tarelki, uroniv iX v
he Prf-broke”.sg.ms.platesacc. dropping.CONV.pashemAcc. in
dverjax.
doorsLocC.
‘He broke the plates (simultaneously) having dropped thdrtenenter-
ing.

The third argument is also familiar from Chapter 4 and retershe syntactic con-
stituency of the prefix and the verb: the Prf-V combinatiorkena more natural unit
than the Prf-N combination, since the prefix appears on thie et not on the noun.
In addition, in the previous section | showed that nominglarents opereverbs can
co-occur with overt quantifiers. The situation is, thus)yfueminiscent of what we
observed witma-.

(23) Hypothesis B

Pere-is the Distributive operator on the
verbal predicate

5.3.2 Criticism of Hypothesis B

The first objection against Hypothesis B is the same as | hathsigHypothesis A,
namely, restrictedness of distributive interpretationgdain syntactic positions. As the
example in (19-a) demonstrates, the event expressed byethewth the D-operator is
distributable in English over the external argument. Irt,fawst English examples re-
peat this pattern, which makes one believe that the D-opasadctually always subject-
oriented:
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(24) a. Three boys carried the piano upstairs. (LandmanQ(2D49)
b. John and Mary are asleep.

Luckily, trying to save the situation for objects, Lasens@h998) postulates the exis-
tence of generalized distributive operators that can ajgpéyny constituent at all, under
the condition that this constituent is an expression of gaioable type, or, in other

words, the constituent to which the D operator can apply. dis&ibutive reading is

then received by the argument with which this constituentloes first. In (25-a) the

distributive operator will produce a distributive readiiog the subject, in (25-b) for the
direct object and in (25-c) for the object of the preposition

(25) a. The first-year student§took an exam].
b. John”[summarized] the articles.
c. John learned[about] the impressionists.

Adopting Lasersohn’s views on the generalized Distriligperator could help me ex-
plain what happens whegpere-distributes the event over the internal arguments of its
host verb, but then the ban for distribution over the exterguments opereverbs is
still a problem that requires a different solution than lrasén (1998).

The second objection, paradoxically, stems from the arguifoeevent-orientedness
of pere- If pere-were the D-operator, it would not care for the shape of thateer-
pressed by the verb before it attaches to it. The Distrieutharker is supposed to
change the type of any predicate into distributable. Thitisthe case witlpere- Let
us take the verb with two stems, a single event stem and agpilomal stem, likebrosit;

- brosatj‘throw’:

(26) a. brosatf kamni
throw!.inf. stones
A. ‘throw stones’ (different stones for each subevent)
B. ‘throw stones’ (the same set of stones for each subevent)
b. brositj kamni
throw”.inf. stones
‘throw the stones (once)’

Given this choice, distributivpere-attaches to the imperfective stdirosatjand does
not attach to the perfective stemositj:

27) a. perebrosat] kamni
DIST-throw’.inf. stones.
only ‘throw stones distributively (different stones forchasubevent)’
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b. perebrosit kamni (Cerezkrysu)
across-throw.inf. stonesacc. acrossoof.Acc.
‘throw the stones over the roof (once)’

This is surprising. Ipere-is a D-operator, on its attachmebsitj ‘throw once’ should
acquire a distributive reading. Yet, wheere- attaches to this form, it has a clearly
spatial reading indicative of the low origin of the prefix.€limterpretation of the object
remains collective:

As one can see from the example in (26-a), the imperfectsm brosatj ‘throw
repetitively’ is already distributive in a sense. Readingn#plies that the object was
spread across the subevents. At the same time, the verb 4a) (@&n also induce a
collective reading on its argument, as in B, where the sanpecbparticipates in all
the subevents. Recall that the analogous interpretatamalguity in English made a
number of researchers (Scha (1981), Lasersohn (1995) &esetild (1996), Landman
(2000) etc.) explain the distributive reading by the preseof the null D(istributive)
operator in the predicate, whereas the collective readiregplained by its absence (cf.
(19-a)):

(28) John and Bill carried a piano upstairs.
A. John and Bill”carried a piano separately.
B. John and Bill carried a piano together (no D-operator)

If the same logic is applied to (26-a), the A reading with eliént stones for each
subevent looks like the consequence of the presence of thB-+operator. Thuspere-
is not necessary for inducing distributivity. In additiaghpere-and the null D inbrosatj
‘throw’ performed the same operation, they would be in can@ntary distribution,
but they are not (27-a).

Thus, in spite of clear event-orientednespeife; the following factors are evidence
against treatingere-as the D-operator:

e distributive interpretation induced lpere-is too restricted to certain arguments,
whereas distributive interpretation induced by the gdims@ D-operator can arise
on any argument that first combines with the predicate (lsaer (1998))

e the attachment gbere-does not make all predicates distributive (27-b)

e distributivity is available to the VPs withoyttere; andpere-can co-occur with
such distributive verbs (27-a)

Considering the objections against hypothesis B, the gtfoli pere-seems to be:
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& Pere-is not the Distributive operator on verbal predicates asrilesd in the liter-
ature

However,pere- doescontribute to the distributive reading of the object of itssh
verb. For example, in (27-a) wheaere-attaches, the object retains only a distributive
interpretation out of two readings available prior to prafian. Pere-seems to divide
the macroevent expressed by this verb into subevents dastieon a portion of the
object. There is an alternative to the approach on whichildigtvity arises as a result
of the presence of the generalized Distributive operat@tribDutivity in this alternative
theory is always object-oriented in transitive verbs, aceele solution fopereverbs.

5.4 Pluractionality

The term ‘pluractionality’ was coined by Paul Newman who legn working on
Chadic languages. Now the term is widely used by the lingwgidying African and
North American languages, as the phenomenon of pluradiipadounds there.

As a semantic phenomenon, pluractionality or verbal pityr&Corbett (2000)) can
be encountered in all the languages of the world. Sometimease with semelfactives
and achievements, pluractionality is expressed with tie dfeaspectual operators like
in (29-a). At other times, it is coerced by applying frequeadverbials to the verbs
standing for plural events (29-b):

(29) a. Johnwas kicking the door.
‘John kicked the door again and again.’
b. Bill sang the anthem once in a while/ frequently/ every rama then.
(Van Geenhoven (2005):118, 120)

In addition to adverbial and aspectual ways of encodinggahiwnality, there are language-
specific morphological ways. Cusic (1981) distinguishas/ben a) reduplication (30-a);
b) affixation (30-b) and c) suppletion (30-c):

(30) (Cusic (1981):73)
a. Cunapioke‘beat’
pi-pioke‘beat and beat’
b. Yuma:a:dapk‘he makes an incision’
a:-c-da:pk ‘he makes several incisions’
c. Klamath:dewy'fire a gun once’
yo ‘shoot many times’
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In the following subsections | am going to give a more dethpeesentation of how
morphological encoding of pluractionality works in the garages of the world.

5.4.1 Pluractionality in African and North-American langu ages

Below | demonstrate some Hausa pluractional verbs from New(@000) (unfortu-
nately the author does not give glosses for the sentencésrmsaloing it myself with
the help of the online resource on http://maguzawa.dymaiis. The reduplication of
the stem in (31-a) signals pluractionality and is respdedir the additional meanings
of the sentence, likene by oneor in and out the absence of reduplication in (31-b)
reflects no pluractionality in the verb:

(31) a. muaneun @ fiffita
men  3pl.pastPA.go.out
‘The men went out (one by one or going in and out).’
b. muainesun fita
men  3pl.pastgo.out
‘The men went out.’

Pluractional verbs in Hausa do not just appear with plugliarents, as you can see in
(32). The pluractionality of the verb in (32) is yielded byluplication of the stemmike
‘stretch out.” This is evidence against considering plticexal marking on the verb as a
reflection of agreement with the arguments:

(32) Yarn mimmike a kan gado
3sg.ms.contPA.stretch.ouin uponbed
‘He is sprawled out all over the bed.

Another piece of evidence for pluractionality being a speeerbal number is given in
Crevels (2006) (who quotes Comrie (1982) quoting Grime$4)P The verbs in (33)
carry both subject and object agreement markers (= nomuraber), and (in (33-b))
the marker of the verbal plurality, which is detectable fribra stem alternation between
its singular variantmie (33-a) and pluralqii (33-b):

(33) Huichol (Uto-Aztecan)

a. Wanmariamaa-time-neci-mieni.
JuanMariaand-S 3pl-1sg-kill.sg.
‘Juan and Maria are killing me.’

b. Neewan mariamaa-me  ne-wa-qiini,
I JuanMariaand-NON.S1sg-3pl.-kill.pl
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‘I am killing Juan and Maria.

Notice that the pluractional stem in (33) is employed onlyewhhe object is plural.
According to Crevels (2006), it is always the case with tit@resverbs: the selection of
a stem reflects the number of objects.

So far we observed two ways of forming pluractionality men&d in Cusic (1981):
by reduplication and by stem alternation (suppletion).v€i®(2006) claims these two
operations turning singular event verbs into their plucaal counterparts prevail in
the languages of the world that have pluractionality. In enber of languages (34) it is
always the same morpheme that carries pluractionalityghdn others, like Klamath, a
language of Oregon, (Barker (1964)) different morphemesiaed for different types of
pluractionality. How pluractional morphemes and their megs are classified depends
on an author, and | am not going to discuss it here.

(34) Karok (a language of Northern California)

a. 6ivra-htih'(one object) to be floating’
divru”hti-hva ‘(several objects) to be floating’

b. pasrap-is(rih) ‘to glue down (one)’
pasnapi’Sri-hva ‘to glue down (several)’

c. taknah'to hop’
takna-va ‘to play hopscotch’

d. Vi-k-p& ‘to weave around (once)’
vikpa-9-va ‘to weave around and around’
(from Mithun (1988) citing Bright (1957))

5.4.2 Pluractionality in some other languages

Contrary to the popular view that pluractionality is a pheemon characterizing only
African and North-American languages, more and more faais been appearing from
other geographical areas. Corbett (2000):245 mentiontlosving families contain-
ing the phenomenon of pluractionality:

four major families of Africa... It is also found in certairaleoasiatic lan-
guages..., various languages of the Caucausus..., in tite Sentral Dra-
vidian group of languages of southern India..., in some vungsian lan-
guages, for instance in Tokelauan..., and in Papuan laeguag

To make the picture more rounded, | will give some examplemfChechen (a
Nach-Dagestanian language of the Caucasus) cited in Yu3J200hechen employs
stem alternations as a way of marking pluractionality onvied:
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(35) d.aat'rip’ - d.et ‘rip repeatedly’

The same pluralizing morphology on the verb can also yielgsaildutive reading, but
only under one important condition: the verb’s argumentaighbe plural or mass. Like
Crevels (2006), Yu (2003) considers the number of the abigelargument to be crucial
for distributivity to arise:

(36) ghoattu‘get out of bed’ -ghyttu ‘get out of bed (several subjects)’
(Yu (2003):295)

The third possible reading of the Chechen pluractionalveslolurative and such verbs
are translated exactly like Russian delimitative verbs:

(37)  ghurtu‘attempt’ - ghiarta ‘attempt for a while’
xowzhuache’ - xiizha‘ache for a while’

Predictably, the interpretation of pluractional verbshagingular arguments is ambigu-
ous between durative and habitual. One or the other readiiingptorily gets under the
scope of negation in negative contexts, which indicatedaWweposition of the plurac-
tional operator:

(38) as takhanaharamashianca khikhkira
1sgERG. today this caraBs. NEGdrive.PA.WP
A. ‘1 didn’t drive this car many times today’
B. ‘I didn’t drive this car for a long time today.’

Sluinskij (2005):206 cites Nedyalkov and Svergkova 198%wenk, a Manchu-Tungus
language of Siberia, wherde-is a pluractional marker, glossed as PA below:

(39) a. nwanmikcan-Ca-n. b. nwanmikCan-de-Ca-n.

he  jump-past-3sg he  jump-PA-past-3sg

‘He jumped (once).’ ‘He jumped (up and down).
(40) a. nwanulle-ve b. nwanulle-ve

he  meatAcc. he  meatAcc.

lovan-Ce-n. lovan-de-Ce-n.

hang-past-3sg hang-PA-past-3sg

‘He hang the meat.’ ‘He hang the pieces of meat

around.’
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Examples of pluractional markers reflecting both the mlidtity of events and the
multiplicity of participants can also be found in Nenets,anrf®yedic language of the
Malaya Zemlya tundra and Yamal peninsula (here a Malaya yaindra dialect is
used):

(41) a. wanaguda-mdalatra.
Vanja handAcc. jam.3sgS
‘Vanja jammed his hand (in the door?).’
b. waraxusuwejjal’aguda-mdaltr-or-na.
Vanja every day handAcc. jam-FREQ-3sgS
‘Vanja jams his hand every day.

(42) a. warnatipgZa-m? paggalya.

Vanja netAcc..sg.plait-3sgS
‘Vanja made a net.’

b. waratigz’a-?mna paggal-orya.
Vanja netPRoLpl. plait-FREQ-3sgS
‘Vanja makes nets (professionally).’

c. *waratinZa-m? paygal-orga.
Vanja netAcc.sg. plait-FREQ-3sgS
“*Vanja makes a net.

As you can see, the list of language families with pluraaionorphology given in
Corbett (2000) is definitely not exhaustive (see Crevel®620n Itonama, an isolate of
lowland Amazonian Bolivia, oéluinskij (2005) on a vast typology of many language
families of the Caucasus, European Russian North, Sibaedale Far East). Plurac-
tional verbs crosslinguistically display a lot of similagtmvior. A stock of pluractional
readings was taken by Cusic (1981), extensively cited ietsadin (1995). Cusic (1981)
divides all the pluractional meanings into four parameters

the phase/ event occasion (or event ratio)

the relative measure parameter

the connectedness parameter

the distributive parameter

The phase/ event occasion parameter is not relevant foubblsegquent discussion, so
| will not dwell on it here. The relative measure parametetides, among others, such
readings asugmentativeeading (43) cumulativereading (44) durative-continuative
reading (45)duplicativereading (46)reversativaeading (47) andisconuative-dispersive
reading (48):
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(43) the amount of activity increases, and possibly alsoatineunt of
‘substance’ implied as being acted upon
(Cusic (1981):85 and Lasersohn (1995):246)

44 repetition leading to a result
(Cusic (1981):86 and Lasersohn (1995):246)
(45) repetition gives over to continuity and the increasedmjjity of ac-

tion becomes an increase in the time it occupies
(Cusic (1981):87 and Lasersohn (1995):246; here the rgadiis exemplified
in (37) and (38))

(46) a single action is repeated once on the same or a diffeceasion
(Cusic (1981):89 and Lasersohn (1995):246)
47 this usually concerns the verbs of motion and indicegegn by the

original agent along a path to some point of origin
(Cusic (1981):91 and Lasersohn (1995):247; here the rgatas exemplified
in (31-a))

(48) the action is repeated sporadically a small numbermoégi or is
scattered in space
(Cusic (1981):92 and Lasersohn (1995):247; the examplrigfreéading here
can be in (32))

The connectedness parameter ‘fixes the degree of contibeityeen the repeated ac-
tions, or the relative prominence or importance ascribeétieédounds of the individual
repetitions’ (Lasersohn (1995):247). The connectednasanpeter overlaps with the
relative measure parameter in, for instance, the duratwemnuative reading, all the
others being lessonnected

The distributive parameter can have four possible valdesributive in time dis-
tributive in time and/or spac@on-distributive andcollective Cusic (1981) does not list
the number of participants as a separate distributive yakeause, according to Laser-
sohn (1995), he conflates it with the distribution in spacd-ame. Lasersohn (1995)
himself does distinguish between distribution to timesatmons and participants. As
we have seen in this subsection ((33-b), (34-b), cf. Cre(@d96)), the participants
whose number is relevant for the distributive reading ofgdtional transitive verbs are
always expressed as internal arguments of the verbs. Toireisf the crucial pieces of
information for the present purposes.

Lasersohn (1995) unifies the analysis for time-, space- amticgant-distributive
verbs by applying special functions to events: the tempfnattion 7, mapping the
event on its run-time, the spatio-temporal function K, magphe event on the locations
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it covers, and the thematic functignexpressing the relation between the event and its
subparts on the one hand and its participants, on the othars, The pluractionality
analysis is three-fold in Lasersohn (1995):251-253:

(49) a. V-PAX)« Ve, e’ e X[V(e) & —7(e)or(e)] & card(X) > n TIME DIS-
TRIBUTIVITY
b. V-PA(X) <« Ve, e € X[V(e) & — K(e) o K(e")] & card(X) > n (TIME
OR) SPACE DISTRIBUTIVITY
c. V-PA(X) < Ve, e € X[V(e) & —f(e) of(e")] & card(X) > n PARTICI-
PANT DISTRIBUTIVITY

In (49), PA stands for the pluractional markefp for the relation of non-overlap,
card(X) > n for the cardinality of the events more than a certain nunmberhe non-
overlap relation does not contradict the situation withtoarous events, the subevents
of which can be adjacent to each other, yet have no gaps ireketw have discussed
this situation from different points of view (Rothstein (20, Krifka (1998)) and | will
return to it again.

Object distributivity is thus a subclass of pluractionalBubject distributivity is not
attested in pluractional environments (Crevels (2006)2003)). Could this be what is
going on withpere?

5.4.3 Pluractionality in Russian

Russian also contains some verb classes where pluradtyoisaéncoded in the stem.
These are:

e semelfactives (cf. Isacenko (196@5)uinskij (2005))
e motion verbs
o verbs like ‘throw’: brositj - brosatf

Just like ‘throw’ and motion verbs previously discussedis tvork, Russian semelfac-
tives have different verbalizing suffixes. Punctuality atwmicity - of events is encoded
in the suffix-nu-, whereas activity stems all have the familiar verbalizg:®.

SThere are a few more verbs of this type whose aspectual deasiics change as a consequence
of suffixation rather than prefixatiorvstretatj ‘meet”’ - vstretitj ‘meet””, posesatj ‘attend”’ - posetitj
‘attend””, reSatj‘solve’” - resitj ‘'solve’” etc. (examples from Isatenko (1960)).

5That it is-aj- and not, for examplea- is seen from finite forms of the activity stem verbs:

0] pryg-aj-u‘jump’.1sg.pres.
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(50)

| semelfactive stenf activity stem| translation |

pryg-nu-tj pryg-a-tj jump’
mig-nu--tj mig-a-tj ‘wink’
p-NU-tj pin-a-tj ‘kick’
max-nu-ij max-a-tj ‘flap, wave’
Ki-nu-tj kid-a-t] ‘cast’

| suggest thabrosatj‘throw’ be treated as a pluractional verb as well, as oppésed
its single event counterpart, in spite of a higher chance'sibav-motion’ reading it can
yield than, saymigatj ‘wink repetively’. Such verbs abrosatjdisplay the following
pluractional behaviors, along the lines of Lasersohn (]:995

e iteration: a repetition of an event with a singular or pluralividual as an object;

e closely connected with the previous behavior, time distiity: compatibility

with frequency adverbs, likeequentlyor every now and the(see Van Geenhoven
(2005));

e participant distributivity: distributing the event ovdret members of the plurality
constituting the object;

e space distributivity: distributing the event over diffatéocations

In the table below | compare the single-event variant ofowirto its pluractional
counterpart:

mig-aj-ut‘wink ’.3pl.pres.’
pin-aj-es'kick !.2sg.pres.’
kid-aj-et‘cast .3sg.pres.’
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(51)

Pluractional bef Sg.brositjthrow”” PI. brosatj‘throw”’

havior

iteration O N

frequency adverbs || *Casto brosil kamni | Casto brosal kamni
often threw.sg.ms.| often threw.sg.ms.
stones stones

participant distribu-| [ [

tion

space distribution

*jexal na (mnogije)
kurorty
traveled.dir. to many
resorts

jezdil na (mnogije)
kurorty

traveled.ndir. to
many resorts
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As was mentioned earlier, there is one more way to encodagilanality, employed
in languages like English and for verb classes in Russianhiéne no morphological
distinction between singular and plural events expresgabldosame unprefixed verbal
root. This way involves adverbial modification of the verlanvGeenhoven (2005) dis-
tinguishes between frequency adverbials (52-a) and carimporal adverbials (52-b)
in English, on the one hand, and frequency adverbials andrb@s of quantification
(52-c), on the other. One way to distinguish frequency dulaés from the rest is to
check whether they fall in the scope of ‘for x time’:

(52) a. Mary discovered a flea on her dagularly/ every now and thenfor a
month.
b. Mary discovered a flea on her dotyvice/ *several timesfor a month.

c. Mary discovered a flea on her doglwayd *usually for a month.

Cardinal temporal adverbials operate on bounded eventgiattticlear cardinal read-
ings of the event (53-b):

(53) a. Johnsang the anthem once in a while/ frequentlyyevaw and then.
b. John sang the anthem twice/ several times/ many times.

The adverbs of quantificatioalways usuallyare proportional quantifiers that trigger a
tripartite structure. Frequency adverbs are the advecbiahterparts of nonquantifica-
tional expressions that express vague cardinality in timeimal domain.’

This is only natural that frequency adverbials are compatilith verbs carrying the
pluractional marker:
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(54) As kestkestaharajish liigira
1sSgERG. often this songsing.PA.WP
‘| sang this song often.” (Chechen, from Yu (2003):298)

| will consider this compatibility with frequency adverksaone of the tests for plurac-
tionality. In the light of what was said above on the exisgentpluractional marking

in Russian and on adverbial modification of pluractionalnésethe opinion that some
Slavic prefixes are pluractional markers is not correcthSarcopinion was first voiced
in Filip and Carlson (2001) with respect to the distributprefix po- in Czech. They

say (p.426):

The distributive prefipo-manifests all the hallmarks of ‘pluractional mark-
ers’. ...Such morphemes are common in Slavic languages...

It is true that the sentences wiplo-verbs have a distributive reading:

(55) a. Deti se schovaly.
childrenrefl. hid”.3pl.
‘The children hid.” (collective-distributive)
b. Deéti se PO-schovaly.
childrenrefl. DIST-hid”.3pl.
‘The children hid.’ (distributive)
(Filip and Carlson (2001))

However, the prefixed forms discussed in Filip and Carls@®9{2 fail to demonstrate
two important characteristics of pluractional predicaiésration, which makes it pos-
sible for the predicate to combine with a singular object] ame distribution, which
makes it possible for the predicate to combine with frequexttverbials:

(56) a. *Déti Castose pochovaly.
childrenoftenrefl. DIST-hid”.3pl.
‘The children often hid.
b. *Déckose pochovalo.
child self.refl. DIST-hid”.3sg.nt
“The child hid.

| will argue, contra Filip and Carlson (2001), thag¢re-is not a pluractional marker.
However, the important thing for the distributionpére-is that it selects for pluractional
stems.
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5.5 Analysis

| will follow Landman (2000) in treating groups as atoms apaged to sets of indi-
viduals. From Link (1983) and Kratzer (to appear) | will atguralizing operator
*.

| will assume thabrositj kamenjthrow’ a stone’ is a predicate such agRATOM,
like a, b or cin Figure 5.4

(57) a. Dbrosit kamen] b. brositj kamni
throw”.inf. stoneacc. throw”.inf. stonesacc.
‘throw a stone (once)’ ‘throw the stones (once)’

Figure 5.1: A semi-lattice representation of atomic esditi

Brositj ‘throw’” can only be a predicate with a singular denotation. As casdss
from (57-b), the object ‘stones’ ibrositj kamni‘throw” stonesacc.’ can only get a
group interpretation, which is atomic according to Landrif2000). Thus, the VP above
represents a single event of throwing several stones sameously.

The situation changes when the verb is not perfectBeosatj kamenjthrow’ a
stone’ refers to an iterative throwing of the same stone arRdrepresentation of a sum
of atoms. Thus, ‘throw a stone’ is a predicate such thatPATOM, with the supremum
excluded; in other wordgyrosatj kamenjthrow’ a stone repetitively’ =<brositj kamenj
‘throw” a stone once.” The compatibility dirosatjwith a singular object justifies its
treatment as a pluractional verb rather than a verb with is&ibDutive operator applied
to it.

However, unlike in Russian, in English even a singular n@haan participate in
a distributive situation, representing a different objecteach subevent (reading ii of
(58)). Van Geenhoven (2005) distinguishes the object pnétation depending on the

“According to Rothstein (2004), telic events are atomic, acabrding to Landman (2000):156 ‘plural
predicates by their nature take sums in their extensiogusan predicates, by their nature only take atoms
in their extension.’
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level of application of the pluractional operator (cf. Kzat (to appear)). If« is ap-
plied at the level of V, the object is interpreted as ‘nonesgl’ over time, i.e. the same
throughout the event. It is applied at the level of VP, there can be two readings of the
object: either ‘non-spreadable’, or ‘a different objeeading:

(58)  John hit a golf ball into the lake every five minutes fortenur.
I. ‘There is a golf ball such that for an hour John hit it inte@ tlake every five
minutes.
ii. ‘For an hour, John hit every five minutes a different gaddlbnto the lake.’
(Van Geenhoven (2005):119)

To get the reading on which a singular or group plural objsdnterpreted as a dif-
ferent one for every subevent in Russian, one would have geapo the distributive
prepositiornpo:

(59) Lancelokazdyjdenjubivajet?drakona/ podrakonu.
L. every day kills’ dragonacc./ podragonbDAT.

‘Lancelot kills a dragon every day.S{uinskij (2005):209)

The noun withoupoin (59) is acceptable on the following scenario: ‘Lanceltiskhe
dragon every day, but at night the dragon returns to liferégfiom Sluinskij (2005)).
As the distributive prepositiopo- serves for partitioning of a plurality of objects into
singularities dependent on the plurality of the verb, itssgnce must reflect the same
phenomenon as does the presence of a plural or mass inteynaient of a pluractional
verb, namely, the application of at the level of VP. The effect of iteration - throwing the
same (set of) stone(s) or killing the same dragon througti@upluractional event - is
the outcome of direct pluralization of the predicate. Twuifar situations are described
in Kratzer (to appear): in (60-a) pluralization operatoapplies only to the verb, the
argument of the verb remaining outside its scope, in (6(ab)pluralization operator
applies to the whole phrase:

(60) a. Xedx[ball(x) & *bounce(x)(e)] - one ball, many bouncing events
b. xXedx[ball(x) & xbounce(x)(e)] - many balls, many bouncing events
(Kratzer (to appear):20)

To summarize,

e Pluractional events are discontinuous in Russian, judigynipe effect of iteration
they produce. Lasersohn (1995) describes such events lglibwing formula,
where V-PA is a pluractional verbal predicate, X is a maceneéyw is the relation
of overlap,r(e) is the temporal trace function of evertard(X) is the cardinality
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of the predicate:

(61) V-PAX) & Ve, e’e X[V(e) & —7(e)or(e’) & Jt[betweert, 7(e), ("))
& -3 e’[V(e”) &t= 7(e”)]] & card(X) > n

The verb with the pluractional marker expressed morphobilyi in Russian, al-
ways stands for a plural event irrespective of the pluralftigs arguments

When the star operator applies at the level of VP, the intemgaiment of the verb
is also affected by it, and the plural event gets distributegr the plural or mass
NP

Thex cannot appear higher than VP (cf. (38))

Thus, VP-internal distributivity arises as a consequeri@pplying thex operator
contained in the pluractional (PA) marker at the level of Were-obligatorily selects
for pluralized VPs. In the following subsections | will teéhy and how it happens.

5.5.1 The interaction betweenx-operator and the VP-internal ar-

guments

The argument of the pluractional operatordepends on the constituent it applies to.
When the constituent is V, the only argument availablefois e, whenx applies at
the level of VP, it is not just e that gets under its scope; tieidMernal DP argument
is also affected by the operator. Assume, we have a homoneagihtion between the
event and the object in the pluractional VP. However, thimcd be a one-to-one map:
it does not involve a singular participant per singular seioe. The picture is even more
problematic with mass noun objects. We know, though, th#t bare plural and mass
terms are part-of structures, so subevents can be mappeganmitions. Schwarzschild
(1996):63 cites the words by Katz (1977:127):

The units of attribution can be individuals, pairs, trigleind so on, up to the
entire membership of the set DES(toughly, the denotation of the relevant
argument of the attributed predicate]. The frequently used notions of
thedistributiveandcollectivefeatures of quantifiers represent two extremes
of this range of possible units.

Basing his analysis on similar ideas inspired by a numbetladraesearchers (Hig-
ginbotham (1981), Langendoen (1978), Gillon (1987)), Sataachild (1996) comes up
with the notion ofcover. Cover defines the way a part-of structure is partitioned:
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(62) C covers Aif:
1. Cis a set of subsets of A
2. Every member of A belongs to some setin C
3.0 isnotin C (p.69)

Schwarzschild (1996) incorporates Cov, a free variable eeés, into the denotation
of the Distributive operator and specifies that ‘the value€Cok is determined by the
linguistic and non-linguistic context’ (p.70):

(63)  xe [ D(Cov)(@) || iff WI(y € || Cov|[Ay S X) =y € [lof]

A couple of notes are due here. As is pointed out in Brisso®&)L9Brisson (2003)
covers can be ‘ill-fitting’ and ‘good-fitting’. Brisson (18%:82 claims that ‘the values
assigned to Cov are covers of the universe of discourseusottje DP denotation.

(64)  The boys are hungry.

(65)  WX[xe [Cov;] & xC [the boy§ — xe& [hungnyj]
U={a,b,c, s t{a b}, {ac, {a ¢, {a t{a st ..}
[the boys] ={a, b, ¢
1= {{a}, {b}, {c}, {s. 4}
J={a}, {c}, {b. s, §}
K={{a,b, g, {s 8}
L={{a, b}, {c,s, &}

If the context assigns | to Cguthe sentence is interpreted distributively; if it assigihs
where the boys occupy a single cell, the sentence has atoadl@tterpretation. In the
cover J ‘Bill does not occupy a singleton cell: he is in a cethvthe two non-boys, Sue
and Tina.” Brisson (1998) calls J an ill-fitting cover for Gplecause ‘there is no set
of cells whose union is equivalent to the set of boys.” In tppasite situation, that is,
something like | we have a ‘good-fitting cover’, or, accoglio Schwarzschild (1996),
the set containing all the subsets of the set in question averof itself. Thus, covers
perform a double function: a) they partition the set in guesin a particular way; b)
they, literally, cover a part or the whole of the set in quastiObjecting to Lasersohn’s
objection against covers, Schwarzschild (1996) argugéswhaannot interpretohn and
Mary went to schoahs true even if Mary stayed home. The reason is that ‘patizabg
values for domain of quantification variables should bedwet pragmatically’ (p.77).
For the story developed below a cover set will be considesdthaing a ‘pathological’
value when it contains two or less members of the set or whsrtrivvial, that is, when
it puts all the members of the set into one cell.
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Following Schwarzschild (1996), suppose that A is a set car&@f structure rep-
resenting the«VP-internal DP argument. Schematically described indattheoretical
terms, such a structure has neither bottom nor top elemece $he star operator does
not carry definite cardinality and we deal with an indefiniiguement of an imperfective
verb:

(66)

Figure 5.2: The lattice describing theVP-internal DP argument, part-of structure A

As claimed above, the pluractional event can be represédaytéite structure A ho-
momorphic to A. Remember that pluractional events contagrnal atoms:

(67)

Figure 5.3: The lattice describing the pluractional eveet,of atoms A

To define the relation between atoms in A and partitions ¢ sésubsets in A we
need cover Cov partitioning A into ‘lumps’. As our Cov is optive simultaneously in
A and A, it is reminiscent of the ‘paired-cover’, discussadschwarzschild (1996):84.

(68) T is apaired-coverof <A,B> iff:
there is a cover of A, C(A), and there is a cover of B, C(B), stinctt:
I. Tis a subset of C(A) X C(B).
ii. ¥x € C(A) dy € C(B): <x,y>€ T
iii. Vy € C(B) Ix € C(A): <x,y>€ T
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If T is a paired-cover ok A A>
then T is a paired-cover of A

As Schwarzschild’s example on p. 86 demonstrates, it is necassary requirement of
the paired-cover that the set A is partitioned exactly instume way as the set B. Notice
that ‘the domain is partitioned into pairs of adjacent esrand some of the pairs have
non-singleton sets as members:

(69)  The fiction books in the chart complement the non-fichooks.

Fiction Non-fiction
Alice in Wonderland Aspects;

Language (Bloomfield)
Fantastic Voyage Gray’s Anatomy

David Copperfield,  Das Kapital

Hard Times The Wealth of Nations
Oedipus Rex, Freud’s Intro to Psychology
Agamemnon

Richard IlI Machiavelli’'s The Prince

This is a welcome analogy for describing the relation betwaéevents and subsets of
pluralities or part-of structures in the DP domain.

Suppose the: operator takes the cover set Cov containing internal objecin the
set A.. Without definite quantification we have no informatias how much of the set
or the part-of structure is covered by Cov; however, Covipiaints the nominal domain
into ‘chunks’ mappable onto atomic subevents from the etbanain. Thus, we get the
homomorphic paikA,A >. Due to this homomorphism between the nominal domain
A and the domain of events A, we can build a bi-conditionabithe denotation of.
By using the bi-conditional, | capture the intuition of ‘pad cover’ from Schwarzschild
(1996):

(70) [ % ] = AP\e[¥P(Cov)(e) &Vx[xe [ Cov] — T e’ [P(e) & Rel(e’, X)]] &
ve'[P(e’) — Ix [xe [CoV] & Rel(e’,x)]]]

The bi-conditional reflects obligatory cross-mappabiityhe event and the object, thus
any quantification will also go both ways. Predicate P in @®) (71-a) stands for the
pluractional VP, thus we get the following semantic and agtit picture (V-PA in (71-b)
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is a verb with a pluractional marker):

(71) a. [*]([VP])=Xe[*VP'(Cov)(e) &Vx[xe [ Cov] — T e’ [VP'(e") &
Rel(e’, X)]] & Ve'[VP'(e’) — Ix [xe [CoV] & Rel(e’, x)]]]
b.

*VP

/\
DP  V

| PR
Cov V-PA

As was mentioned above, pluractionality is a strictly VRemal phenomenon. Thus,
the next step in syntactic derivation, namely, adding tttle i projection, does notinter-
fere with the pluractional reading of the VP. Instead, itadiuces the causing subevent
e’ and the external argument ‘'somebody’ into the structdirtne verb, which before
this step contains the \pfoc) subevent e”. The relationship between the pluractional
event and the cover set constituted by the internal argureemins unchanged:

(72) a. MP\ede'Je’[P(e”) & Cause(e’, ") & e =<e’, e"> & Agent(e’, ‘some-
body’) & xVP’(Cov)(e") & Vx[xe [ Cov] — Je” [VP'(e™) & Rel(e™,
X)]] & Ve”[VP'(e”) — Ix [xe [CoV] & Rel(e™, x)]1]

b.
vP
Agent v
|
‘somebody’ V/\%Vp

| TN
Cause DP vV’
| PR
Cov V-PA

As we know, pere; like other superlexical prefixes, attaches abwWeHowever,
pere-does interact with the pluractional event. After the attaeht ofpere-we get the
guantificational power we lacked before and, thus, Cov caimteepreted as a definite
quantity.
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5.5.2 Pere- as the measure function over pluractional events

‘Distributive’ pere-can be defined as a partial function that applies only to ptioaal
VPs. At this point we know that pluractional VPs are such thay contain a) a plurac-
tional verb and b) a plural or mass internal argument; anddlaion between the verb
and the argument is determined by the (paired-)coRere-as a measure prefix binds
off the part-of structure of a plural event. Unlika-, pere-creates the top element of
the £-semilattice. In a waypere-is comparable to ‘all’ in the nominal domain:

(73)

Figure 5.4: ‘Packaging’ the lattice witere-

What happens to the relation between the pluractional erehits internal argument
after the attachment qiere? Cov receives a definite interpretation. The prefix takes
the pluractional event as its argument. The cover set isg$igictor ofpere- As pere-
introduces the supremum of the lattice, Cov covers all thenbees of theo-lattice.
o-lattice is homomorphic ta -lattice, irrespective of the way the lattice of the nominal
domain is partitioned. Thus, Cov gets its denotation in tteps. first,« partitions
the internal argument DP depending on the context and setsetation between the
event and the argument; secopéye-measures the pluractional event by giving Cov a
definite upper bound. The denotationpere-informally is:

(74)  [pere] = AR e[R(e)],
wherepere-is a partial function applying to verbal predicates with moah
covers, such that Cov(e), afi@ov] denotes a lattice with the top element.

Adopting the tripartite quantificational structure fromikig(1982)-Diesing (1992), the
restrictor of the quantifierpgere-in our case) is the Specifier of this quantifier. The
restrictor only operates on pluractional events that haeewer set. This cover set
containing the plural or mass participant of the distriaeitevent obligatorily moves
to the measure position abopere-with an empty or overt quantifier. Because of the
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mutual mapping between the event parts and object partsctlyalds, the cover set
also measures the event:

(75)

COVGI‘SGUA
A

Distributivity in pereverbs arises due to two operators: the star operatand the
measure prefipere-
The star operator makes sure that

e the verb represents a plural event decomposable into sotseve
¢ the subevents within the plural macroevent are discontinamd isolatable

¢ with the right shape of an argument (plural or mass) and dthestpresence of Cov
variable, the participant is partitioned in such a way ttatipipant distributivity
emerges

o distribution participant is just the internal argumenn(&-x attaches low)
‘Distributive’ pere-makes sure that
e a pluractional event is selected as its argument

¢ all the individuals participating in the distributive evdmave been affected (by
assigning a definite value to Cov)

Both together contain characteristics ascribable to te&idutive operator. Thus,
it looks like in the case opereverbs the distributive operator is decomposable into a
lower part (<) and a higher paripere).
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5.5.3 Predictions
Pere- with overt quantifiers

Remember that the fact thaere-can co-occur with overt quantifiers helped me argue
against treating it as a distributive quantifier on NPs. Aavdhestablished now (cf. sub-
section 5.5.1), the universal quantification reading de¢some directly fronpere-but

is a default reading the event bound at the supremum yieltgetset of participants of
the event. The participants of the event constitute the oreasale of this event. When
all of them are used up, all the subevents within the macruéwa/e been exhausted as
well. The event, thus, has the cardinality representeddyyatticipants.

In this respect, the compatibility gdere-with overt quantifiers is not surprising:
then the assignment of Cov does not necessarily reflectieelatith the supremum; it
has a different, but still concrete denotation. Wigmarly all Cov covers sets of sets and
individuals bound at the level lower than the supremum (j/&véh half it has a value
that equals 50 percent of the set members (76-b), miitit is a value that is greater
than 50 percent of the set members (76-c) etc. Simultang@assive knowpere-does
not care what argument appears to fall under its quantifiocativhether it is a direct
argument of the verb (76-b), a quirky argument (76-a) or ettem adjunct modifying
the quirky argument (76-d):

(76) a. S tex por on perebyval uze cutjli  ne
from thoseGEN. timesGEN. it pere-was’.sg.ms.alreadyjust PRT not
vsemi modifikacijami DVR-111.

all.INSTR. modificationsINSTR. DVR-111GEN.
‘Since then it has turned into nearly all the modification®vR-111.
(http://forum.ixbt.com/topic.cgi?id=31:23091-10)

b. Krys pereproboval polovinu salatov.
ratNoM. pere-tried”.sg.ms.half Acc. saladssEN.
‘The rat has tasted half of the salads.’
(http://zhurnal.lib.ru/d/demonstudent/animals.shtmi

c. Japerecital boljSuju castj nasej
| pere-read”.sg.ms.biggest.fem.sg.cc. partacc. our.sg.femGEN.
domasnej biblioteki.

home.ADJGEN. library.GEN.
‘I have read most books in our home library.
(www.is.svitonline.com/alweb/&.htm)

d Ja uze perebyval agentom  prakticeskivsex
I.NOM. alreadypere-wag’.sg.ms.agentiNsTR. practically all.pl.GEN.
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razvedok mira.

intelligencessEN. world.GEN.

‘I have already been an agent of almost all the world secretcss.’
(www.dnepr.infoi-spetskor/arD45.php)

‘Excess’pere-

If pere-is similar tona- in its event-measuring capacity, an interesting predictan
be made aboyiere-attaching to non-pluractional verbs or verbs expressimgutative
events. Uniform treatment of ‘distributivgdere- attaching to pluractional verbs and
‘excess’ pere- attaching to verbs standing for continuous events imphes e are
dealing with the same prefix in different syntactic and seiimagnvironments. The
discussion ofpere-offered here can serve as a starting point in the analysfgingi
most superlexical prefixes under the term ‘measure funstideave this general idea
for further discussion. Now let us have a closer look at tixeéss’pere-

As we know from the chapter ara-, the measure of cumulative events can be repre-
sented in a certain amount of degrees (raff\g@long the available scale or with respect
to a certain degre€on this scale. Consider the following examples:

(77) a. Vséprosto,pereprygal, perelazil, a
all simpleover-jumped”.act.sg.ms.over-climbed”.ndir.sg.ms.and
nautro nogi otkazyvajut.

onmorningAcc. legsNoM. refusé.pres.pl.

‘Everything is simple; jumped too much, climbed too muchd &me next
morning your legs don’t work.’
(www.parkour-lv.be/parkour/posting.php?mode=quotedp6
&sid=9dd52955a81cfc35e145879556952dce)

b. Dzejmsperebrosal Arenasd prinés pobedu
D. pere-threw”.sg.ms.A.Acc. andbrought’.sg.msyvictory.Acc.
“Klivlendu”.
K.DAT.
‘James outdid Arenas (in a basketball match) and led “Céaal to vic-
tory.
http://www.rambler.ru/db/sport/msg.html?mid=7798&86210

c. Po-mojemuty peresmotrel filjmov s  boljsim

along-mine you pere-watched”.sg.ms.moviesGEN. with big
koliCestvom  nasilija.

quantityINSTR. violenceGEN.
‘In my opinion, you have seen too many films with high degreeiof
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lence.
(http://crash-zone.net/2005/07/19/13/feed/)

As you can see from (77), the ‘excess’ readingefe-is connected with degree-verbs,
since it expresses the situation of crossing a contextsallypoundary, after which the
event is perceived as excessive. The scale this readingtepern is contextually vari-
able. Thus, the interpretation d& pererabotalal worked too much’ can be either
temporal (‘overtime’) or intensity-connected (‘workedtmuch and now | am tired’).

In (77-b) the degreé is set more distinctly by the amount of casts made by Arenas,
and everything beyond this degree is in a way an ‘excess.s,Ttme prediction above

is borne out and the ‘excesgére-can be considered a degree modifier (see Chapter 4
and the discussion of degrees and ranges based on SchwidrgZa@66)). It is different
from the ‘distributive’pere-in that it does not operate on discontinuous events. All it
selects for is a degree argument on a scale provided by th. ekrgerestingly, as it
was withna-, the excespere-requires that a transitive verb have a plural or a mass
object ((77-c), (78)). Even more interestingly, after tmefxation the objects of excess
pereverbs are assigned genitive case, like it was with the obcta-verbs:

(78) Onperejel mjasa.
he pere-até’.sg.ms.meat.GEN.
‘He ate too much meat.

As the excesgere-operates on the same argumennas ¢, (with the only difference
thatna- applies to sets of, constituting a rangé\), the Incremental Theme occupies
the same syntactic position in the structure with the sarse aasigned to it as a conse-
guence.

The ‘excesspere-is comparable to the adverbs of quantification discussedinGeen-
hoven (2005) as separate from frequency adverbs, ope@tipturactional predicates.
Thus, both instantiations g@ere-are measure functions, but the distributive version op-
erates on discontinuous events, whereas the ‘excesshvdniiads continuous events.
Hence the difference in the relationship between the twedyqf perepredicate with
their internal argument.

5.6 Conclusion

In this chapter | continued the discussion of the second tfpeerfective verbs. It
demonstrated that ‘packaging’ of a part-of structure ewsnsuperlexicals can vary
depending on a prefix. At the same time, it demonstratesioadgularities detectable
from the behavior oha- andpere-
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For example, likena-, pere-creates an impression of being tightly connected with
the object of its host verb via nearly obligatory universadutification on the argument.
This impression, again, has been shown to be a result of megsbe event itself. The
tight connection between the event and its argument arisesalthe presence of the
(paired-)cover.

Unlike na-, pere-operates only on the participant scale and requires diszonis
events.

The term ‘distributive’ as referring to the prefix is not vexgcurate, apere-carries
only part of the properties of the Distributive operator. this chapter | showed that
a distributive reading can arise without attachmenpeife; if the shape of the event
predicate and its argument is right and consists of prop¢s.pa addition, the argument
in question is always internal, which is also unexpectedh id@eneralized D. | showed
that distributivity operative on just internal argumentsnss from applying the plural
operatorx at the VP level.xVP is headed by a pluractional verb and contains a plural
or mass object. This is the type of VP thpare-attaches to.

Being a measure functigrere-measures the event expressed by a pluractional verb
with the help of the argument of V. Rather than having an tnltbuniversal quantifier,
pere-serves as a quantifier ‘packaging’ thelattice at the supremum with the help of
the participants of the event. All the participants of therdvdo not usually include
all the individuals of the domain of individuals, but comste a coverset defined ei-
ther by pere-alone or also by overt quantifiers modifyipgreverbs. The subevents
are ‘counted’ through distribution over all the event papants, unevenly divided into
portions with the help of the contextual Cov variable.

Interestingly, there is anothgrere- conveying the meaning of excess. That one
operates on the continuous event scale and if it makes u$e aflfject for measuring
the event, the object behaves as with: it occupies the Rhematic XP position and gets
assigned genitive case.

There are several more superlexical prefixes, some of whechlao claimed to be
measure functions. The way they ‘package’ the event mighifferent from that oha-
andpere-and its exact implications need further investigation. ldeer, by prediction,
their behavior should comply with certain regularitiescdigered through the study of
na- andpere- First, they should measure the event itself, whatever qassion its
objects can produce. Second, the object used in measugngvint can be only of
two types: either an individual argument distributed st{fike with pere), or a scalar
property containing no individual type variable (like witl- and ‘excesspere).
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Chapter 6

Conclusion

6.1 Introduction

As was stated in Chapter 1 and demonstrated throughoutdkertition, Russian verbs
come in two big varieties: perfective and imperfective. féaive and imperfective

verbs are not internally uniform. We have observed the pectwtlined in (1), where

perfective verbs were subdivided into lexically-prefixeerfpctive verbs (LPV) and

superlexically-prefixed perfective verbs (SLPV); and twajon readings of imperfec-

tives were singled out: progressive and pluractional.

(1)

Russian Verbs

Perfective Imperfective

/\
LPV SLPV . :
Progressive Pluractional

This thesis has also demonstrated that neither the bigedabemselves nor the
subclasses constituting them bear clear morphologicahdi®ns. Perfective verbs can
be prefixed (2-a) and unprefixed ((2-b)), which makes it inggme to distinguish per-
fectives from imperfectives on this characteristic alowéthin the class of perfectives,
lexically prefixed and superlexically prefixed verbs carklegactly the same (3), which
makes it impossible to distinguish one subclass from therqttst by their appearance.
Below | repeat some of the examples from Chapter 1 ((1) a3 & (3) as (2-b)):
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(2) a. za-pisatj, pro-Citatj, po-sidetj, vy-ucitj
in-write”.inf Prf-read’.inf DEL-sit”.inf out-learr’.inf
‘write down, read completely, sit for a while, learn (by hgar
b. brositj, datj, kupitj. resitj
throw”.inf give’.inf buy”.inf solve”
‘throw, give, buy, solve’

(3) a. Timur zabil gvozdj v stenu.
T.NOM. in-beat”.sg.ms.nail.Acc. in wall.Acc.
‘Timur hammered a nail into the wall.’

b. Casy zabili, i Timur upal ot
clockNOM. INCEP-beat”.pl. andT.NOM. fell”.sg.msfrom
neozidannosti.
unexpectednesseN.

‘The clock began striking, and Timur started and fell’

Imperfective verbs can also be prefixed (4-a) and unprefiddd).( It means, as was
said above, that prefixation cannot underlie the distimatietween the two verb classes
in Russian. Most imperfectives can display progressivelaraptional characteristics
depending on a situation (5).

4) a. zapisyvatj, perecityvatjvysizivatj
in-writel.inf re-read.inf out-sit
‘write down, re-read, hatch’
b. pisatj, Citatj, sidetj, ucCitj
write!.inf read .inf sit’.inf learr! .inf
‘write, read, sit, learn’

(5) a. Kogdgavosla, onotkryval okno.
when | in-walked’.sg.fem.he apart-covered .sg.ms.windowAcc.
‘When | entered, he was opening the window.’
b. Kazdojeutro on otkryval okno.
every morningAcc. he apart-covered .sg.ms.windowAcc.
‘Every morning he opened the window.

Thus, lexically prefixed and superlexically prefixed petifexs, on the one hand, and
progressive and pluractional readings of imperfectivesthe other, can be separated
only with the help of their distributional patterns. Howewiere is one group of im-
perfective verbs that expresses the distinction betweegressive and pluractional in-
stantiations morphologically. This group is motion verlorected motion imperfec-
tives yield a progressive reading, non-directed motiondarfgztives yield a pluractional
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reading. Perfectives within this group are split into saksks equally clearly: directed
motion verbs are lexically prefixed (LPV), non-directed rmaptverbs are superlexically
prefixed (SLPV). This clear split suggests that the type qdenfectivity the verb con-
veys is crucial for the type of prefix this verb can take. Thesdrtation shows that this
point is correct. In addition, it discusses particular etations between verbal stems,
prefixes and internal arguments of the verbal predicateovélsummarize the main
issues raised in each chapter.

6.2 Summary of the thesis

Chapter 2 investigated the first type of perfective - penestwith lexical prefixes -
in detail. In the course of investigation two general patewere detected involving
prefixes, their host verbs and prepositional phrases wahesharguments:

1. [Figure/ThemePRF-V [Figure/Theme] P Ground
2. PRF-V Theme

The first pattern was characteristic of just transitive andagusative verbs, the sec-
ond was the only one occurring with unergative verbs. Thesepatterns suggest that
prefixes can have different structural origin, which hassemuences for their interpre-
tation and the interpretation of the arguments they shatie the preposition and the
verb. In the first pattern, the prefixes originate as liftleeads and move to RP in the
process of derivation, in the second pattern they shouldadiately be inserted in the
RP with transitives and unaccusatives and elsewhere wegatives, the explanation
for which comes in Chapter 3. Thus, in the first pattern thenidargument of the verb
is originally a Figure of the preposition, whereas in theosecpattern it is just a Resul-
tee or a Theme, depending on the origin of the prefix. Therkaghird construction
available: the one with a demoted or no Figure. This is thecsire with passivizing
prefixes or the deficient littlp that cannot assign case to the Ground of the preposition,
the preposition itself remaining unpronounced.

One of the main generalizations arrived at in the chapterthatsunergatives do not
ever combine witlpP. As the passivizing prefixes originategR as well, by prediction,
most of them are unavailable on unergatives. The predigidiorne out. The only
passivizing prefix occurring on unergatives is an incorpoggpreposition, as is shown
in Chapter 3.

Some other predictions are connected with the interpogtati the direct objects of
lexically prefixed verbs. If a prefix originates as the heagR)fit introduces its external
argument that undergoes change in location throughoutviet @nd ends up at some
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position relative to the Ground argument of the prepositidre Figure argument is the
specifier ofpP. If a prefix originates in RP, its argument, often affectbpbot, is a spec-
ifier as well. Being specifiers, Change-in-location andaéd objects are specific and
carry existence presupposition. They are both juxtapasetfécted objects that occupy
a Rhematic, complement, position of VP. Effected objectsidiocarry existence pre-
supposition and are non-specific indefinites. The other rfamheme is ‘path’. Paths
are arguments of the motion verbs discussed in Chapter 3.

Chapter 3 developed the issues raised in Chapter 2 by anglgzoncrete group of
verbs with their special arguments: motion verbs and p&tten if all motion verbs are
imperfective, they display rather different behaviors. tBa one hand, it is expected,
since in Chapter 1 it was shown that imperfectives are ndotmi On the other hand,
some of the behaviors of both, directed and non-directedomeerbs are quite unex-
pected, like the poor ability of DMVs to follow the phase vernd some auxiliaries
and modals or the obligatorily pluractional reading of NDM®ccurring with directed
path PPs. Another distinction concerns the types of prefaching to directed and
non-directed motion verbs. The types of prefix differ depegdadn the type of mo-
tion verb: directed motion verbs take lexical prefixes, ninected motion verbs take
superlexical prefixes. This is not as surprising as somer ditbleaviors though: with
respect to argument structure, directed motion verbsnpattgether with unaccusatives
and non-directed motion verbs pattern together with urierggm What this means is
that prefixes for directed motion verbs originate insidegtepositional phrase: and we
know that part of the lexical prefixes do; and prefixes for doected motion verbs
must merge elsewhere. The empirical fact that the prefixasmergative verbs are not
of the prepositional origin has not yet been explained inpifleious chapters. The ex-
planation is attempted here, in Chapter 3. It bears on thelddtstructure of the PP
with a finely grained sequence of functional heads. One saald dominating the rest
is PathP (known from Chapter 2 as litfge | follow Svenonius (2006) in assuming that
PathP can lexicalize abstract Paths TO, FROM and VIA, aniddéxzation is fulfilled
by prefixes. However, the fourth abstract Path from Sverso(2006), AT, looks dif-
ferent both from the other abstract Paths and from the patletsed with the help of
non-directed motion in Russian. | call the latter Z-path.tiajectory can cross, overlap,
go in circles and return all the way back, unlike the trajectmvered by directed mo-
tion. It is different from AT in that it is not obligatory for gath to be fully contained
in the PlaceP. Z-path incorporates into non-directed moterbs and renders them the
power of universal quantification over multiple paths it etdes. Once PathP is used
up, there is no way to lexicalize it by prefixes. Thus, noreclied motion verbs can
take only superlexical prefixes merging above VP. This aislig extendable to other
unergatives. In a way, incorporation of Z-Path is remini$c# conflation proposed by
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Hale and Keyser (1993) for unergative verbs. An interesgjageralization describing
unergatives then emerges: when a verb contains conflatetialathevP and the ex-
ternal argument are required in its structure.

Chapters 4 and 5 looked into the superlexical prefixes. Iy fady two of them
were studied in detaiha-andpere- The interesting characteristics shared by these two
prefixes concern their choice of verbs expressing speci@ateshape, and their influ-
ence on the shape of the object of their host verbs. Supealaxa- and pere-attach
to imperfective verbs with mass or plural objects. Comgatire distribution oha- to
some phenomena occurring in other languages, | concludtddhand these phenom-
ena (French Quantification-at-a-Distance, or Quantificatfariability Effects carried
out by for the most parbor a lot in English) are related to each other and represent a
universal grammatical device called for measuring the evéhe requirement oha-
for a specific shape of the object is explained by the closaection between verbs
and some types of object. A®-verbs are, in principle, creation verbs, the objects of
na-verbs must be effected Themes, thus incremental, thusipating in measuring the
event. That the objects ofa- verbs are just properties providing a scale for measuring
the event is supported by the existence of other scalesast, lemporal and spatial.
The presence of one of the latter allowsaverb to be objectless.

Chapter 5 concentrated @ere; whose syntactic distribution is different from that
of na- it selects for imperfective verbs with mass and plural otgéut with existence
presupposition, which means that argumentsasé-verbs introduce an individual type
variable. In addition, attachingere-to the verb results in what looks like universal
guantification over the object. The universal quantifiaai®considered to be quite a
common by-product of applying the distributive operatothe structure. However, |
showed thapere-is not a generalized distributive operator. As a consegighe event
expressed bpereverbs cannot be distributed over their subjects. It is atnhg object
that is involved in distribution. Moreover, the distriboni of the event over the object is
achievable even withouydere- Unprefixed verbs can have objects of different shapes:
singular or plural, but object distributivity arises onljhen the event itself has the right
shape. Pere-attaches to such verbs with the right event shape and witlalpfonass)
objects. They are reminiscent of pluractional verbs comimoNorth American and
African languages, but occurring also in a number of Europad Asian languages.
When the object is singular or collective, such verbs arerpreted iteratively. When
the object is plural, such verbs are interpreted as digtviduln languages with plurac-
tional markers distribution of the event in transitive \&i®also always object-oriented.
The problem is that the plural objects of unprefixed ‘plui@tal’ verbs can have either
a collective or a distributive interpretation; but wheere-attaches only the distributive
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reading is available. The explanation lies in the seledli@noperties opere- It at-
taches only to the VPs, that are headed by the pluractiomlalared contain some plural
noun, which can be a direct object, an indirect object, ordbject of a preposition.
Thus, the job of the distributive operator is divided betwéee plural operatosthat
applies to VP in the case pkre-prefixation, angere- The star operator multiplies the
event and its argument and makes participant distributomsiple; whereagere-binds
the macroevent by existentially closing the coverset Cowi@ denotes the supremum
of the o-lattice homomorphic to the-lattice. Whenpere-comes paired with quantifi-
cational adverbials, the latter cancel the default spagificat pere-induces on its own
and introduce a more specific cardinality for the measurettevi he quantifiers obli-
gatorily attract internal arguments (direct objects, kyiwbjects and PPs) gifereverbs
that acquire a wide scope and participate in measuring thetéw a slightly different
manner frorma-verbs.

6.3 Some questions from Chapter 1 revisited

Chapter 1 dealt with the general issues of aspect in RusBranproblems it raised con-
cerned non-uniformity within two big grammatical classéserb: perfective and im-
perfective. Perfective verbs can have lexical and supiedeprefixes attached to them.
Lexical prefixes create telic interpretations of their ha=tbs, superlexical prefixes can
vary in this respect. Imperfective verbs have a great numberadings, which actually
boil down to progressive and pluractional. The grammagegalence for distinguishing
between two clear readings of imperfectives comes from tuoces:

e incompatibility of progressive imperfectives with qudietd NPs

e the existence of motion verbs, one group of which combinél directed paths
and doesn’t combine very well with the phase verbs and cedaxiliaries and
modals; the other expressing motion ‘spread’ either in sgagn time

The generalization that there are two distinct and granuallyi relevant readings of
imperfective verbs has a lot of formal representation inliteeature. | represent them
as in (6): either as an atomic semi-lattice with no supremésa)( or as an atomless
part-of structure with no supremum (6-b):

(6) a. Pluractional event

{a} {b} {c}...{n} —{a,b},{a, ¢, {b,c},{a,b, ¢ ..{a, b}

b. Progressive event

L= 1)
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Concatenated events with no gaps in between have receivedatiention, since they
can form homomorphic relations with their internal arguisewhich, in its turn, leads
to compositionality of aspect. | applied the analyses psedoin Rothstein (2004),
Krifka (1998) and Lasersohn (1995) to treating such evélitts.notion of S-cumulativity
developed in Rothstein (2004) (see Chapter 1) and the reotbmpath developed in
Krifka (1998) (Chapter 2) and modified in Ramchand (2006)ai&kr 4) capture the
continuous character of such events.

As the dissertation showed (Chapters 4 and 5), whether tperfective bears a
continuous or a discontinuous character has linguisticonamce. Continuous events
contain the set of degrees (a scale) that are mapped onteg¢he &hus, such events
can be measured. Paths and Incremental Themes represesurenseales (cf. Hay
et al. (1999), Kennedy and Levin (2002)). By this logic, tlegyhnot have their own
guantification, distinct from that of the event. Accordirig\tan Geenhoven and Mc-
Nally (2005), such objects are property-type argumentsaséically incorporated in the
verb. Their semantic type is, respectively,s()<e, t>(>). Quantificational phrases
cannot denote this (intensional) type; the type of germrdlguantifiers, for instance, is
<e,t>t>1

(7 Incremental Theme objects
a. *MaSa jela vsju kasu.
M.NoM. at€ .sg.fem.all.femAcc. porridgeacc.
“*MaSa was eating all the porridge.’

b. *Jonny socinjal mnogostixotvorenij,kogdaja
JNOM. composellsg.fem.many poemsGEN. when |
vosla v komnatu.

in-walked”.dir.sg.fem.in roomacc.
‘Jonny was writing many poems when | entered the room.’

YIn English, for example, quantified complements of intenaloserbs and verbs of creation are al-
lowed:

0] a. Alanis seeking each comic book. (Van Geenhoven andailg2005))
b.  Jenny knit fifteen sweaters.

Concerning the example in (i-a) Van Geenhoven and McNaD@§ notice that it can have only a trans-
parent reading and the verb ‘seek’ here is non-incorpayatio not consider such examples for Rus-
sian here. As for (i-b), the Russian counterpart of this gdanwill contain a perfective verb, since the

English sentence is quantized. However, for some reasosiduprogressive imperfectives with incre-

mental themes can only have a non-transparent interpretathey are reminiscent of West Greenlandic
examples discussed in Van Geenhoven and McNally (2005);enthe opacity of the predicate and the
type of its argument depend on the verbal morphology.
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The problem of object quantification does not arise with mamemental themes (8-a)
or discontinuous imperfectives (8-b):

(8) a. Sveta katila vsesvoi telezki, sceplennyje parovozikom.
SNow. rolled’.sg.fem.all self'scartsacc. linked.PPP.pltrainINSTR.
‘Sveta was rolling all her carts connected in a train.’

b. Onsocinjal mnogostixov kazdyjraz, kogdajemu
J. composellsg.msmany poemsAcc. every timewhen him.DAT.
bylo ploxo.
was bad.ADV

‘He wrote a lot of poems every time he felt down.’

These differences are accounted for by different relatetwben the verb and its object
reflected in the First Phase Syntax. Paths and Incremen&h@&$ are Rhematic XPs
of type (<s,)xe,t>(>), whereas change-in-location objects (8-a) and objeqtdunéc-
tional verbs (8-b) denote individual variables of type e.

Another important factor is that prefixation works diffetigrwith different imper-
fectives. When pluractionality is overtly expressed in Wieebal stem, lexical prefixes
do not attach to it, but superlexical prefixes do. The reasaliffierent selectional char-
acteristics and a different attachment position of lexarad superlexical prefixes.

The decomposed perfective event expressed by an origilaligctional verb does
not contain RP. Thus, RP is not crucial for creating perfgti but it usually builds a
telic event. Superlexical prefixes add a different flavor éofgctivity: they ‘package’
an event expressed by continuous or discontinuous ploradtimperfective. However,
both types of perfective stand out as decomposable evaesaptations, which explains
their similar behavior with respect to presuppositiongest

Object interpretation with perfectives also depends onsthéctural position of a
prefix. Lexical prefixes form predicational relations witieir arguments, which also
happen to be the objects of the verb. Being subjects of preticthe arguments of lex-
ical prefixes usually receive a specific reading. Superéxmefixes use the arguments
of the verb for measuring the event. Depending on their fiaitpn, the arguments
of SLPV can have both, specific and non-specific interp@tatNotice that on some
recent approaches (e.g., Borer (2005)), the non-spediégaretation is not available to
the object of a perfective verb, whereas on this approachribt a problem at all: for
example, the objects ola-verbs are Effected Themes and as we know, Effected Themes
are Rhematic.

All the different aspectual instantiations of the Russiarbvand its arguments have
been explained structurally. | present schematic desoniptof progressive imperfec-
tives (PROG), pluractional imperfectives (PA), lexicatlsefixed verbs (LPV) and su-
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perlexically prefixed verbs (SLPV):

(9) Imperfective structures

PROG
VP

/\
V PathP
PN
Path

|
PP/ XP
Non-atomic unbounded

(10)  Perfective structures

LPV
VP

/\
\% RP

P

R
|

prefix

A single atom (bounded)

PA

Atomic unbounded

SLPV
N
Prefix xVP
/\
V/
N
V-PA

Internally atomic or non-atomic,

bounded
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As can be seen from (9) and (10), the heterogeneity of thenaltstructure in both
imperfectives and perfectives plays no role in the distombetween the two big classes,
determined by (un)boundedness. However, it is crucial lier ¢hoice of prefix, and
this is the part of the system that would be hard to explaielgddy syntactic means,
especially by means of a single aspectual projection.

One structure is not attested in (10): unergative verbs pigtixes. As | showed
in Chapters 2 and elaborated in Chapter 3, unergatives téakm lexical prefixes at
all, since they have conflated Z-path. | admitted that | havaccount for rare cases
of lexical-like prefixation of unergatives. Of course, tissnot the only problem left
unsolved in the dissertation. In the following section leofé short discussion of what
could be touched upon and developed more.
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6.4 Open questions

Not all the questions raised in this dissertation receivgpghbattention. Some of them
could not be addressed at all, for the lack of time and duedtio ieing beyond the scope
of this work. One thing that should be investigated furthersuperlexical prefixes.
To find out whether the analysis adopted hererfar andpere-is extendable to other
superlexicals, | would need another two hundred pages.

In addition, it would be interesting to look into the relatibetween lexical and
superlexical prefixes, since all Russian prefixes are ofqsi@pnal origin (Matushansky
(2002)).

6.4.1 Research directions for the other superlexicals

As | said in the introduction to Chapter 4, the group of supeadal prefixes is rather vast
and is not restricted toa- andpere-by far. It is also a pretty versatile pool of prefixes.
We could have a closer look at the so-called ‘delimitatipe: and compatre it to the
so-called ‘attenuativgdo-; at perdurativgpro- on two instantiations of motion verbs and
see whether it is structurally the same; or at superlexicbyes with reflexive verbs.

Recall that we can conside@a- and pere- quantificational prefixes measuring the
event with the help of either an available scale or the distion of the event over
the existing participants/ locations etc. Recall that carries the presupposition ‘a
relatively large amount’ angdere-existentially binds the coverset and states that it has
the supremum. There is anothgere-that can be considered a degree modifier by
the standards of Schwarzschild (2006). All these prefixecséor cumulative events
with different specifications. This returns us to the begigrof this chapter where |
discussed continuous and discontinuous cumulative eventy the latter did | consider
to be pluractional: they are selected for by the ‘univerpafe- The ‘excesspere-
operates rather on continuous events.

It would be enlightening to look into the behavior of two- prefixes, delimitative
and attenuative, and to check if they occupy the same positiagwo different ones.
The second choice seems to be more valid. Delimitgitveoperates on the run-time
of the event, elicited with the help of the trace functior{11-a), thus it selects for
cumulative continuous events. Attenuatpe usually modifies bound events expressed
by perfective verbs (11-b) When attenuativpo-attaches to transitive verbs, their direct
objects follow already familiar pattern of ‘semantic inporation’ typical of transitive
verbs with measured events, which can be discerned fromethié\ge marking on such

°That po- is attached to the perfective stem is seen from another ppefizent and no secondary
imperfective morphology
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objects (11-c):

11 a. poguljatj pered snom

DEL-walk”.inf. beforesleepINSTR.
‘walk a little before sleep’

b.  poprivyknutj k xolodu
ATT-get.used.inf. to cold DAT.
‘get used to cold a bit’

C. pojest morosSki
ATT-eat”.inf. cloudberryGEeN.
‘eat a bit of cloudberries’

Notice, that in all instantiationgo- has a presupposition of a ‘small amount’, expressed
in Filip (2000):62 similarly to thena- presupposition. Moreovepo- operates on the
run-time of the event, representedras (12):

(12)  [po] = APAT[P(7) A me(7) <s/]

If the analysis proposed fora- is extended tgo-, we can infer that just represents a
temporal scale along which the event is measured. The nestign would be whether
po- is applied to different scales with the same set of degfeesnstituting them or
different instantiations opo- select for different measure entities.ntioroskiin (11-c)
can be a representative of the participant scale with the smhofd measured byo-,
the verb in (11-b) is not even cumulative, so it is not cleaats measured there. A
(hopefully) helpful hint: PRF-V in (11-b) is reminiscent tife partitive construction
some of the Nis opposed teome Ncomparable to PRF-V in (11-a).

Another interesting direction for research is ‘phase’ pedj that is, superlexical
prefixes like inceptivga-and terminativet-, which do not seem to be measuring any-
thing. Instead they duplicate phase verbs, bkeginandfinish Why such redundancy
in the language? On a closer look the existence of these gsefikl not appear to be
redundant. Hopefully, this closer look will be taken in thufre.

6.4.2 The relation between lexical and superlexical prefixe

As one can see throughout the dissertation, lexical andrlexpeal prefixes massively
overlap. As | stated in Chapter 4, there is only one phonobldgepresentation of each
prefix stored in the lexicon. The encyclopedic informati@mmected with it is fairly
vague and the prefix receives its interpretation from thdagtic position it merges
in: pP, RP or some VP-external position. In the former case, taéxpis interpreted
spatially, when it originates in RP, it gets a resultativeanridiosyncratic reading, and
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when it attaches above VP, it has a consistent measuradanoterpretation.

There is an alternative scenario for the interpretatioastigon of lexical and super-
lexical prefixes. Suppose, there are two distinct groupsefixes in the lexicon whose
phonological shape coincides but conceptually they deeffhey might have under-
gone a certain historical development, similar to the dgwalent of the metaphor. Only
in this case, the abstractness of the meaning typical ofrkaxieal prefixes has become
so high that SLPs can serve as functional heads.

Take for example the prefpere; whose analogue in the prepositional domain does
not have the same phonological form, though looks relatedlsaund<terez‘across,
over'. As a lexical prefiypere-also means ‘across, over’:

13) a. perebezatj Cerez dorogu
across-rufi.inf. acrosgoadacc.
‘cross the road running’
b. pereprygnutj Cerezzabor
over-jumg’.inf. over fenceacc.
‘jump over the fence’

The idiosyncratigere-carries the meaning developed from ‘across’:
(14)  perebitj‘across-bedt.inf. = ‘interrupt’
There is anothgpere-meaning the same as the prefxin English:

(15) perecitat] roman
pere-reafl.inf. novelAcc.
‘reread a novel’

And, as was shown in Chapter 5, the superlexpsak-can get at least two interpreta-
tions depending on the scale provided by its host verb: idigtvity-relatedpere-and
‘excess’pere:

(16) a. perespatj vovsex oteljax Pariza
pere-sleef.inf. in all.Loc. hotelsLoc. PariSGEN.
‘sleep in all the Parisian hotels’
b. perespat]
pere-sleef.inf.
‘sleep too much’

Now comparepere-to one English preposition-particle, namebyer. Over andpere-
have some meanings in common:
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(17) a. Hejumped over the fence.
b. He read this novel over and over again.
c. He overslept.

Thus, whatever scenario for describing the connection éatvexical and superlexical
prefixes one chooses, the interpretations they carry doeswh saccidental. However,
this must be left for further research.

6.4.3 Secondary imperfective

Secondary imperfective is another issue that got littlerdidn in the dissertation, al-
though it was mentioned several times throughout the dssonsSecondary imperfec-
tive is a derived imperfective form of usually a lexicallyefixed verb:

(18) rvatj - oto-rvatj - ot-ryvatj
tear.inf. aside-tedr.inf. aside-tedr
‘tear 1Impf - tear off Perf - tear off 2Impf’

Secondary imperfective verbs are not basically differeamf primary imperfectives
in the array of readings they convey. They can definitely hegational (19-a) and
progressive (19-b) as well:

(19) a. Ornv detstve otryval muxam nogi.
he in childhoodLoc. aside-tor€ .sg.ms flies DAT. legsAcc.
‘He tore off legs of flies in his childhood.

b. Onotryval nomer ot ob’javlenija, kogda
he aside-tore.sg.ms.numberacc. off announcementeN. when
propal svet.

disappeareld sg.mslight.NoMm.
‘He was tearing off a piece with the telephone number off ttievehen
the electricity went off.’

The event represented by a secondary imperfective can alseehsured with the help
of superlexical prefixes stacking on top of lexical preffxes

(20) a. Konduktor uze naotryvala biletikov.
ticket-sellemom. alreadyCUM-aside-tore”.sg.fem.ticketsGEN.
‘The ticket-seller has prepared a lot of little tickets bgriag them off the
roll.

SRemember that a stacking variety of the distributive prefixgispo-.
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b. Onpootryval vselistki u novogo
he DIST-aside-tore”.sg.ms.all sheetsscc. atnewGEN.
kalendarja.
calendaGEN.

‘He tore off all the pages from the new calendar.’

Thus, it is clear that the lattice-theoretic structure oéreg expressed by secondary
imperfective verbs does not contain an external boundgsincan be ‘packaged’ by
superlexical prefixes; yet, as well as with primary impetifexs, their internal structure
can be both atomic (pluractional) and non-atomic (progve$s

| just briefly outlined the problem of secondary imperfeidation here. In my opin-
ion, the important question to be studied further is how tediation’ of the atomic
structure of lexically-prefixed verbs is performed by setamy imperfective morphol-
ogy in syntax and semantitsThis question is non-trivial and presents another pensist
challenge the aspectual system of Russian abounds with.

6.5 Conclusion

In this dissertation | investigated the dominant way of ¢arding perfectivity in Rus-
sian, namely, prefixation. The prefixes of the Russian laggda not constitute a blurry
mass, on the one hand, or a set of highly distinct individuadghe other. Prefixes can be
grouped into two big classes on the basis of their syntaddtdbution. In fact, the clas-
sification of prefixes into lexical and superlexical has eddor decades (cf. IsaCenko
(1960)). This classification is justified not only semanticdut also structurally.

Both, a verb and a prefix head predicational structures. ,Tparsllel to studying
different types of prefix on different types of verb, | gratlpainraveled the problem
of another relationship potentially relevant for the aspalccomposition: between the
prefixed verb and its object.

In the constructionist framework followed here we actudiihd that the semantic
interpretation of prefixésfollows their syntactic distribution. Assume that all theep
fixes in the lexicon carry very vague meaning hues which dig éolored only when
the prefix merges in a certain position provided by the fuumal sequence of the clause.
Assume that a number of positions available for prefixesm#did since the variety of
functional projections that can be lexicalized by the iteaditionally labeled a ‘verb’
is also restricted. | did not look into the possibility thaefixes can combine with any

4For example, it would be interesting to find out whether a Epexspectual projection (AspP) is
responsible for this cancellation or it happens elsewhere.
SWe can be talking about prepositions here with few exception



6.5. CONCLUSION 275

syntactic category, including nouns and adjectives, so halodeny this possibility.
Focusing on the verb, though, only the following positionsr@vavailable to prefixes
(incorporating prepositions):

e spatial: head of PathP
e resultative/ idiosyncratic: head of RP

e guantificational: head of some functional projection abitee\VP

Whatever a type of prefix is, its effect on imperfective vadalways the same: it
turns the latter into an atom. Two ways of ‘atomizing’ an othise cumulative event
correspond to the two prefix types: lexical prefixes are Ribest BECOME-predicates
isolate single indivisiblez-atoms, superlexical prefixes are joins of a set of atoms or
partitions from the part-of -semilattice. The ‘atomizing’ solution immediately exipls
the existence of unprefixed perfective verbs. In this caseehbal stem itself lexicalizes
R and by doing so turns its event representation into an atbne co-occurrence of
lexical spatial prefixes withvf)V-R verbs is not a contradiction, since we know that
such prefixes merge @sheads below R.

Prefixes were found to closely interact with the internabiangnts of the verb. In the
lower syntactic domains both the verb and the prefix reptgeeudlicational structures.
So, lexical prefixes either share the pre-existing argushenth the verb, or introduce
their own (and then share them with the verb). In the highetasstic positions superlex-
ical prefixes make use of the arguments of the verb for meagthie event. The relation
of the verb and its internal argument can be important foedegical prefixes even be-
fore they attach to their host if these prefixes select forvthele VP with particular
characteristics. Cases when superlexical prefixes justtsir V were not discussed
in this work, however they certainly exist (delimitatip®-). Irrespective of a prefix
type, there can only be two general structural positionshferarguments: specifier and
complement. The complement (Rheme) position containsrahteappable onto the
event, therefore a type of a path is crucial for determinimggtype of a motion verb. The
specifier position is always assigned a specific role (Figresultee, Undergoer etc.).

Treating prefixation and perfectivity within the presemrfrework has clear advan-
tages over a case-by-case study. It allows making predeabout what constructions
are going to be produced by attaching prefixes at differeriseof different argument
structures and what interpretations these constructi@gang to yield, whereas on a
case-by-case basis one remains overwhelmed by a highyafiptefixes, meanings,
telicity patterns, object readings. For example, the taat prefixes can attach to already
perfective verbs made Filip (2000) claim that prefixes aremarkers of perfectivity.
However, we know from the discussion above that they argusbtnarkers of perfec-
tivity and when R is already lexicalized, lexical prefixesgii incorporate into their
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host verbs directly fronpP. Otherwise, prefixes always mark the change from an im-
perfective into a perfective verb by turning the mereolagroperties of the event. At
the same time, at the level of event structure even an atoreitt & decomposable into
three subevents, which gives us the predictive power inyaimag similar constructions.

Thus, this work has demonstrated that aspectual problearacteristic of the Rus-
sian grammar clearly represent a system, which can be dtadisuch. In approaching
these problems | appealed to a number of recently develdysties, like the Lattice
Theory or the constructionalist view, and these theoriegheir turn, helped me sort
out and even explain seemingly messy patterns of prefixaimhargument structure
derivation. While untangling aspectual puzzles, | raiséot @f new questions. These
new mysteries dug up in the process of work are a good indicati the depth of the
excavations.
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