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Abstract

Knowledge acquisition is the prime objective of a learner from an edu-
cational system and evaluating the learner’s knowledge is the eventual goal
of an examination process. This paper introduces a system which is able to
produce fill-in-the-blank questions to test the knowledge of a learner that he
or she has accumulated after reading a course material. The question gener-
ation task is subdivided into three modules: sentence selection, answer-key
identification and question formation along with distractors generation. The
sentence is selected using a coarse-grain part-of-speech tagset. The answer-
key is extracted by identifying topic-word in the sentence and question is
formed by omitting this topic-word from the sentence. This paper also high-
lights an efficient corpus-based distractors generation technique to produce
multiple-choice fill-in-the-blank test items.

Keywords: Automatic question generation; Fill-in-the-blank question; Coarse-
grain tagset; Topic-word; Corpus-based distractors

1 Introduction
Question generation has become an emerging field of research in Educational
Technology and Natural Language Processing [1–4]. While knowledge acqui-
sition is the primary motto of a learner from an educational system, testing the
learner knowledge is the ultimate target of assessment or evaluation process [5–7].
It requires questions to judge the content knowledge of the learner [8–10]. Ques-
tions are mainly two categories: subjective question and objective question [11].
With the advantage of quick and real-time evaluation, objective type test items
are receiving major importance from intelligence tutorial system (ITS) and active
learning classroom framework [12, 13].

Objective type test item requires to choose the correct answer from a set of
alternatives or to provide a phrase or word to complete a statement. Fill-in-the-
blank, true-false and multiple-choice questions (MCQ) are popularly used ob-
jective test items to test the learner’s knowledge from lecture notes or learning
materials [14]. Generation of the handcrafted assessment item is extremely time-
consuming and laborious. However, the system for automatic question generation
can leverage the advantage of ITS and active learning framework. To make the
assessment process easier and less laborious; questions with alternatives are the
best choice to test the knowledge of the learner [15]. Fill-in-the-blank is one of
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the popularly used assessment tool in REAP (REAder-specific Practice) tutoring
system [16].

Fill-in-the-blank test item is alternately known as cloze question(CQ) where
a sentence is given with one or more gaps in it with four alternative answers to
fill those gaps [17, 18]; unlike the WH questions where someone has to generate
test items with When, Where, Who, Which, etc. [19]. For a decade automatic CQ
generation has taken a lot of attention from the researchers [20].

The proposed work has concentrated to generate fill-in-the-blank questions
with alternative answer set to test the learning gap of a learner. The majority
of the sentences of a text are not suitable for generating good quality questions.
Therefore, the informative sentence selection task catches our attention to gener-
ate questions. A Coarse-grain part-of-speech tagset has been incorporated here to
select the informative sentences. The answer-key is identified by selecting topic-
word in the sentence. The selected topic-word is omitted to generate the question
or stem from an informative sentence. Finally, a corpus-based distractors selec-
tion technique is illustrated to generate multiple-choice fill-in-the-blank test items.
A graphical representation of the proposed fill-in-the-blank questions generation
system is depicted in Figure 1.
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Figure 1: A system for generating fill-in-the-blank questions

2 Related Work
The system generates fill-in-the-blank questions with multiple-choice answers
which include three steps: sentence selection, identifying answer-key and ques-
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tion formation along with distractors generation. We have discussed some of the
previous works related to our tasks as follows.

Hill and Simha [21] proposed an approach of generating fill-in-the-blank test
items with multiple-choice answers for testing a reader’s comprehension abilities
and contextual awareness. They used the Google ngram corpus and an applica-
tion of word co-occurrence likelihoods to pick words with strong contextual links
to their surrounding text. The authors also generated distractors that make sense
in an isolated narrow context of the passage. Kumar et al. [22] proposed RevUP
system for generating gap-fill questions. To pick valuable sentences from texts,
they proposed a sentence ranking approach with the help of topic distributions,
taken from topic models. To select keywords from each picked sentence, they
collected human annotations using the Amazon Mechanical Turk (AMT). This
data was applied for training a classifier to predict the significance of gaps and
obtaining accuracy of 81.0%. Finally, they proposed an innovative way to select
distractors those were semantically related to the gap-phrase and had contextu-
ally fit in the gap-filling question. Kumar et al. [23] also proposed a fill-the-blank
question generator for self-assessment of students. It provided tools for teachers
to generate and edit questions from their lecture notes. The accuracy of 94% for
question sentences, 87% gaps and 60% distractors were considered to be relevant.
Rus et al. [24] proposed a method to automatically generate gap-fill questions
by exploiting recorded data from massive online education environments such as
DeepTutor. Knoop and Wilske [25] presented a smartphone application for learn-
ers of English that instantaneously generated gap-filling exercises from a source
text, with options (key and distractors). Sakaguchi et al. [17] proposed discrimina-
tive approaches to generate semantic distractors for fill-in-the-blank quiz using a
large corpus. The methods had been satisfying both validity and reliability of gen-
erating distractors. To avoid many answers in a single quiz, the distractors were
exclusive against the answer key. Kurtasov [9] described a method for generat-
ing cloze questions from the Russian text. It consisted of three stages: sentence
splitting, sentence filtering and question generation. The system was able to pro-
cess texts with the morpho-syntactic features of the language and recognized a
sentence’s subject. Narendra et al. [20] described an automated system to gen-
erate a set of significant cloze questions using an English article. They utilized
a summarizer (MEAD) for identifying valuable sentences for generating CQs.
They also presented evaluation guidelines to evaluate CQG systems for Cricket
World Cup 2011 data. Mostow and Jang [26] described a system DQGen (Di-
agnostic Question Generator) which used NLP techniques to generate diagnostic
cloze questions for checking student’s comprehension knowledge. DQGen was
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developed to reduce disruption in the reading process and diagnose a number of
comprehension failures. Becker et al. [27] proposed an approach for generating
quizzes from online text. It had two parts: selection of sentences and identifying
gaps in the resulting sentences to generate questions. They applied a summariza-
tion technique to identify key sentences from a passage and trained a classifier to
select gaps in the sentence for asking questions. Agarwal and Mannem [28] pro-
posed a method to generate gap-filling questions from a biology textbook using
heuristically weighted features. They employed a set of features like ‘sentences
length’, ‘is it the first sentence’, ‘does it contain abbreviations or superlatives’,
‘position of the sentence in a document’, ‘number of nouns and pronouns’, ‘con-
tains the token which occurred in the title’ etc. They didn’t utilize any external
knowledge and just rely on information given in the document for generating dis-
tractors. But they did not mention how to integrate these features and what would
be the optimum value of these. Smith et al. [29] proposed a system, TEDDCLOG
(Testing English with Data Driven CLOze Generation), to automatically gener-
ate test items from a test corpus. TEDDCLOG had taken the correct answer as
input and obtained distractors from a distributional thesaurus. Hoshino and Nak-
agawa [30] described a semi-automated system to generate cloze questions from
news articles. The cloze questions were formed by omitting words from a pas-
sage and the readers were asked to fill the omitted words. Two different types
of distractors, grammar distractors and vocabulary distractors were produced by
the system. Their evaluation revealed that 80% of the generated questions were
appropriate. We have observed that some of the existing systems used summa-
rizer for question sentence identification [20, 27]. Though obtaining reasonable
accuracy in sentence selection using a summarizer is highly questionable.

3 Proposed Method
The proposed fill-in-the-blank question generation method is subdivided into the
following steps: sentence selection, answer-key identification and question for-
mation (stem creation) along with distractors generation.

3.1 Sentence selection and answer-key identification
Sentence Selection: To generate fill-in-the-blank questions, sentence selection is
the task of selecting informative sentences from the corpus that carry proper in-
formation for testing the knowledge of learners. An algorithm is proposed here
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for selecting informative sentences using coarse-grain part-of-speech tagset. A
coarse-grain tagset is a set of subcategories of original part-of-speech tags de-
rived from Penn Treebank tagset [31]. The coarse-grain tagset is derived by map-
ping NNP and NNPS into NNP∧ (Proper Noun); similarly V B, V BD, V BG,
V BN , V BP and V BZ are grouped into V B∧ (Verb) etc. Table 1 shows the pro-
posed coarse-grain tagset. The tags other than mentioned in Table 1 are same with
the original Penn Treebank tagset.

Table 1: List of part-of-speech tags used for sentence selection

Penn-Treebank tagset Coarse-Grain tagset Description
DT, PDT, WDT ∧DT Determiner
JJ, JJR, JJS JJ∧ Adjective
NN, NNS NN∧ Noun
NNP, NNPS NNP∧ Proper Noun
PRP, PRP$ PRP∧ Pronoun
WP, WP$ WP∧ Wh-Pronoun
RB, RBR, RBS, WRB ∧RB∧ Adverb
VB, VBD, VBG, VBN, VBP VBZ VB∧ Verb

Das et al. [5] studied the dependency structures of the input corpus, generated
by Stanford Parser [32] to separate the simple sentences from other sentences.
The number of ‘nsubj’ or ‘nsubjpass’ is counted from the dependencies. A simple
sentence has only one ‘nsubj’ or ‘nsubjpass’. The ‘nsubj’ and ‘nsubjpass’ are
categorized as subject according to ‘Stanford Typed Dependency Manual’ [33].

The sentence length is the easiest technique for selecting worthy sentences.
Heuristically, we have checked the simple sentences with the word length 8 to
25 are more suitable in our corpus for generating questions. For selecting our
informative sentences, we have only considered those simple sentences which
contain 8 to 25 words and have at least two disjoint NNP∧ tags without any ∧RB∧

tag. Now, the simple sentences are further fine-tuned based on the coarse-grain
tag set by applying the Algorithm 1.

In the algorithm “Si starts with (NNP∧)∗ followed by (V B∧)∗” means a
sentence Si begins with one or more NNP∧ tags and next one or more V B∧ tags
would appear consecutively; “Si has ∧DT followed by (NNP∧)∗” means one or
more NNP∧ tags would appear sequentially after ∧DT . Similarly, “Si has ∧DT
followed by (NN∧)∗, IN and (NNP∧)∗” means after ∧DT tag one or more
NNP∧ tags, an IN tag and finally one or more NNP∧ tags occur sequentially.
Note that, any sentence containing ∧DT tag is selected based on similar approach.
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Algorithm 1 Sentence Selection

Require: Simple sentences S = (S1, S2, S3......SN) of Corpus C
Ensure: A set of informative sentences D

for i = 1 to N do
if (Si starts with (NNP∧)∗ followed by (V B∧)∗) then

Si ∈ D
else if (Si has ∧DT followed by (NNP∧)∗‖

Si has ∧DT followed by (NN∧)∗ and (NNP∧)∗‖
Si has ∧DT followed by (NN∧)∗, IN and (NNP∧)∗‖
Si has ∧DT followed by (JJ∧)∗ and (NNP∧)∗‖
Si has ∧DT followed by (JJ∧)∗, (NN∧)∗ and (NNP∧)∗‖
Si has ∧DT followed by (JJ∧)∗, (NN∧)∗, IN and (NNP∧)∗) then

Si ∈ D
end if

end for

Answer-key identification (AKI): In answer-key identification, a word or a group
of words is selected as the correct answer from an informative sentence. The fill-
in-the-blank question has one correct answer-key and three to four wrong options
which are called distractors. The answer-key is omitted with a blank for generat-
ing a question sentence or stem. Each informative sentence consists of topic-word
which is either single-word (unigram) or multiword (ngram). It has been observed
that the multiword key is more suitable than the single-word key to become an ap-
propriate answer-key. So, we have first decided to find the multiword answer-key
from an informative sentence. If there is no multiword key available in the sen-
tence, then we have considered the unigram key for generating question. The
number of words in the multi-word key is restricted up to three in our experiment
to avoid the long answer-key. The answer-key identification task is subdivided
into three stages: (a) sentence preprocessing, (b) multi-word extraction and (c)
question formation with answer-key.

(A) Sentence preprocessing: The sentence is preprocessed in such a way that
all the punctuation marks are removed from the sentence. We have split a sen-
tence and create a new line when a punctuation mark occurred within it. Next,
we have eliminated the stopwords which are not important to the domain. We
have again introduced a new line where a stopword is present in the sentence. Af-
ter this, using coarse-grain part-of-speech tagger, we have filtered the words that
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have tags like NNP∧ and CD (proper noun and number) without changing the
line sequence of the words. This helps us to determine the frequency of unigram,
bigram and trigram in the corpus which are useful in our experiment.

(B) Multiword extraction (MWE): The pointwise mutual information(PMI) as-
sociation technique is used for identifying the set of multiword for obtaining can-
didate answer-keys. The higher the association score of a multiword has more
potential to become an answer-key. Let us consider, m be the number of useful
unigrams present in the corpus, then

F1 = {F (t1), F (t2), ....., F (tm)} (1)

Where F (ti) be the frequency of unigram ti (1 ≤ i ≤ m)

F2 = {F (t1, t2), F (t2, t3), ....., F (tm−1, tm)} (2)

Where F (ti, tj) be the frequency of bigram (ti, tj) (1 ≤ i ≤ m − 1 and 2 ≤ j ≤
m)

F3 = {F (t1, t2, t3), F (t2, t3, t4), ....., F (tm−2, tm−1, tm)} (3)

Where F (ti, tj, tk) be the frequency of trigram (ti, tj, tk) (1 ≤ i ≤ m − 2 , 2 ≤
j ≤ m − 1 and 3 ≤ k ≤ m). Note that, after splitting the sentences, when ti, tj
and tk are not present in the same line, the frequency of F (ti, tj) or F (ti, tj, tk) is
not considered in the set F2 and F3 respectively. The PMI association scores of
multiwords (bigrams and trigrams) are calculated in set F4.

F4 = {PMI(ti, tj), PMI(ti, tj, tk)} (4)

The PMI is described for bigram as follows

PMI(ti, tj) = log2[(P (ti, tj)/{P (ti).P (tj)}] (5)

Where P (ti, tj) is the joint probability of two words ti and tj coming sequentially
in a text and P (ti) and P (tj) are the probabilities of ti and tj appearing individ-
ually in the text, respectively. P (ti, tj) = P (ti)P (tj) signifies the two words are
independent of each other and PMI(ti, tj) = 0 indicates that these two words are
not good candidates for answer-key. A high PMI score indicates the bigram as an
answer-key. Similarly, PMI for the three words ti, tj and tk is given by

PMI(ti, tj, tk) = log2[(P (ti, tj, tk)/P (ti).P (tj).P (tk)] (6)
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Where P (ti, tj, tk) is the probability of three words ti, tj and tk coming sequen-
tially in a text and P (ti), P (tj) and P (tk) are the probabilities of ti, tj and tk
appearing individually in the text, respectively. P (ti, tj, tk) = P (ti)P (tj)P (tk)
signifies these three words are independent of each other and PMI(ti, tj, tk) = 0
indicates that these three words are not good candidates for generating an answer-
key. A high PMI score indicates the trigram is a good option to be an answer-key.

(C) Question formation with answer-key: In the next stage, a keyword matching
approach is applied to extract the answer-key. A multiword in the informative sen-
tence, which has maximum number of words (trigram or bigram) and highest PMI
score in set F4, is omitted to generate a question or stem. When an informative
sentence does not have any multiword, an unigram is chosen, whose frequency is
highest in the set F1. The following two sentences have been considered for the
detail explanation:

‘Acharya Vinoba Bhave received serious brickbats in 1975 for supporting the
state of emergency imposed by the then prime minister Indira Gandhi’

‘Ramkumar obliged and sent for Gadadhar to join him at Dakshineshwar to
assist him in the daily rituals’.

The two multiwords, ‘Acharya Vinoba Bhave’ and ‘Indira Gandhi’, are matched
with the substring of the first sentence. The association score of ‘Acharya Vi-
noba Bhave’ is greater than ‘Indira Gandhi’ because it is observed that after co-
reference resolution ‘Gandhi’ appears individually many times in the corpus with
‘Indira Gandhi’, ‘Rajiv Gandhi’ and ‘Mahatma Gandhi’. Therefore, we have
omitted ‘Acharya Vinoba Bhave’ from the above sentence to generate the fill-in-
the-blank question and selected ‘Acharya Vinoba Bhave’ as the answer-key.

Question: received serious brickbats in 1975 for supporting the state of
emergency imposed by the then prime minister Indira Gandhi.

Answer: Acharya Vinoba Bhave
In the second sentence, there is no match for the multiword key. So, we have

extracted a match for the unigram key. The three unigrams, ‘Ramkumar’, ‘Gadad-
har’ and ‘Dakshineshwar’, are found in the sentence. The frequency of ‘Gadad-
har’ is higher than the other two words in F1; so, we have omitted the word to
generate a question and ‘Gadadhar’ is taken as the answer-key.

Question: Ramkumar obliged and sent for to join him at Dakshineshwar
to assist him in the daily rituals.

Answer: Gadadhar
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3.2 Corpus-based distractors selection
Distractors, which are the wrong answers set among the alternatives in a multiple-
choice test item, make the question an interesting and popular one. The distractors
are similar enough to answer-key and their purpose is to confuse the learner to give
the correct answer [34,35]. Normally, WordNet, domain ontologies or knowledge
base is used to find similar or related words for generating distractors. Here, we
have used a pattern search approach to generate domain-specific distractors, which
is achieving good accuracy. The proposed corpus-based distractors selection task
is composed of two sub-tasks, described as follows.

Distractors list generation using pattern search approach: From the corpus,
we have searched for a few closely related ngrams (NNP∧ and CD and here,
n ≥ 1) to create a list for generating distractors. To identify the distractors cate-
gories, we have processed the corpus and separate the closely related ngrams into
different groups. The web pages from where the input corpus is taken (biogra-
phies of leaders and social reformers), contain a set of information in a structured
format [36]; such as ‘date-of-birth’,‘place-of-birth’, ‘father’s name’, ‘mother’s
name’, ‘spouse name’, ‘children name’ etc. Additionally, most of the pages con-
tain a set of links for connecting the pages from one to another (top-right corner).
Those fields are extracted to get the names of ‘leaders’ and ‘social reformers’.
Next, we have collected a list of related ngrams using a search pattern for the
same category in the corpus. For a ‘Father’s name’, we have run a search pat-
tern ‘Parents: <ngram/s>(Father)’. Similarly, for ‘Children’s name’, we have
searched a pattern ‘Children: <ngram/s>’. If we have found multiple ngrams
separated with a comma(,) or ‘and’ or semicolon (;) in a search query, then the
last ngram is taken and put into the list of distractors’ category.

For example, ‘Place of Birth: Ratnagiri, Maharashtra’; here, we have consid-
ered the last ngram of the search query ‘Maharashtra’ as an entry of the distractors
list of ‘Place of Birth’. Similarly, ‘Children: Ramabai Vaidya, Parvatibai Kelkar,
Vishwanath Balwant Tilak, Rambhau Balwant Tilak, Shridhar Balwant Tilak and
Ramabai Sane’; here, the last ngram is ‘Ramabai Sane’ in the list of children. We
have taken one child name in the possible distractors list to avoid the ambiguity of
multiple entries of child’s name for same leaders or social reformers. Similarly,
we run the search query for other categories. From the search result, we have
extracted a set of similar entities. The similar entity is defined as a distractors list
of different categories.
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Selection of distractors: From the distractors list prepared earlier, we have picked
three entities as the distractors of a question based on similarity of word lengths
close or equal to answer-key. Unigram (n = 1) answer-key has unigram, and
ngram (2 ≤ n ≤ 3) answer-key has ngram or (n-1) gram distractors. For example,
answer-key ‘Bal Gangadhar Tilak’ has three words (n=3). Therefore, distractors
list for it contains three words (n) or two words (n-1), like ‘Indira Gandhi’, ‘Jawa-
harlal Nehru’ and ‘Lala Lajpat Rai’; otherwise, single-word answer-key ‘Yashod-
abai’ has single word distractors like ‘Radhabai’, ‘Laxmibai’ and ‘Chimnabai’.

4 Results and Discussion
Since the fill-in-the-blank question contains multiple components, different ap-
proaches we have adopted for assessing the quality of the individual components.
No standard dataset has been found in the literature to measure the correctness of
individual components. Most of the systems in the literature have been assessed
by human evaluators [37]. So, we have created a test data set through which the
system is evaluated with the help of human evaluators. Five evaluators are em-
ployed to check the correctness of the system generated results. The accuracy is
estimated using the confusion matrix [38] in Table 2. Precision can be seen as
a measure of exactness or quality, whereas recall is a measure of completeness
or quantity. In simple terms, high precision means that a system returned sub-
stantially more relevant results than irrelevant ones, while high recall means that
a system returned most of the relevant results. Precision is more important than
recall in the area of question generation where the exactness of generating ques-
tion is more important than the completeness. Therefore, the accuracy is measured
here in terms of precision and high precision indicates the efficiency of the system.

Table 2: The confusion matrix, precision, recall and F-score

Predicted Accuracy TP+TN
TP+FP+FN+TN

YES NO Precision TP
TP+FP

Actual
YES TP FP Recall TP

TP+FN

NO FN TN F-score 2× Precision×Recall
Precision+Recall

11



The system has been tested using the web documents. The test corpus is cre-
ated by extracting the web pages of fourteen Indian leaders [39] and eleven Indian
social reformer’s [40]. The test corpus has twenty-five documents that consist of
1893 sentences is shown in Table 3.

Table 3: The dataset used in our experiments

Categories Web pages Number of sentences
Leaders Bal Gangadhar Tilak 81

Bhagat Singh 78
Chandra Shekhar Azad 75
Gopal Krishna Gokhale 76
Indira Gandhi 82
Jawaharlal Nehru 77
Lal Bahadur Shastri 63
Lala Lajpat Rai 56
Maulana Abul Kalam Azad 68
Netaji Subhash Chandra Bose 74
Rajendra Prasad 86
Rajiv Gandhi 75
Sardar Vallabhbhai Patel 78
Sarojini Naidu 79

Social Reformers Acharya Vinoba Bhave 81
Baba Amte 76
Dr. B. R. Ambedkar 75
Ishwar Chandra Vidyasagar 77
Jyotiba Phule 73
Mother Teresa 85
Raja Ram Mohan Roy 74
Ramakrishna Paramhansa 77
Shahu Chhatrapati 69
Swami Dayanand Saraswati 76
Swami Vivekananda 82

Table 4 illustrates the results of sentence selection. From 1893 sentences in
the input corpus, the system has identified 1236 simple sentences. After prepro-
cessing, we get 344 sentences. Out of 344, 136 sentences are selected as infor-
mative sentences for generating fill-in-the-blank questions. Therefore, the system
required a large corpus as input for generating questions. But the correctness of
the system signifies that it generates good quality questions that are useful in the
automated assessment item generation.

Table 5 displays the identification result of answer-key. A comparative study
of PMI with RAKE [41] is shown in Figure 2 for identifying answer-key from the
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Table 4: The accuracy of informative sentence identification from the corpus

Corpus Sentences
Simple

sentences

Sentences after

preprocessing

Informative

sentences

Correct

Informative

sentences

Precision(%) F-score (%)

Leaders 1048 694 202 74 Evaluator 1: 130

Evaluator 2: 134

Evaluator 3: 133

Evaluator 4: 132

Evaluator 5: 131

97.06 58.47Social

Reformers
845 542 142 62

Total
1893 1236 344 136

informative sentences. The system generates various types of questions based on
the grouping of distractors. We have grouped the distractors by ‘name’, ‘father’s
name, ‘mother’s name’, ‘date-of-birth’ and ‘date-of-death’ using pattern search
technique. Table 6 presents the accuracy of distractors generation.

Finally, we have conducted a pilot test and taken the average feedback of five
students to present the overall accuracy of our proposed system that is shown in
Figure 3. Table 7 shows five sample questions with distractors that are generated
by the proposed system.

Table 5: The accuracy of answer-key identification from the identified informative
sentences using PMI

Corpus Answer-Key Identified Correct answer-key Precision (%) F-score (%)

Leaders 74 73

96.32 52.45Social Reformers 62 59

Total 136 131

13



35 40 45 50 55 60
Recall (%)

75

80

85

90

95

Pr
ec

isi
on

 (%
)

PMI
RAKE

Figure 2: Answer-Key Identification: A comparative study of PMI with RAKE

0

10

20

30

40

50

60

Leaders Social Reformers

N
um

be
r 

of
 q

ue
st

io
ns

 w
it

h 
di

st
ra

ct
or

s

GOOD MODERATE POOR BAD

Figure 3: A pilot test: The average feedback of students

14



Table 6: The corpus-based distractors selection accuracy of our proposed system

Leaders

Distractors list

(grouping by)

Generated questions

with distractors

Relevant question

with distractors
Precision (%) F-score (%)

Name 65 62

93.24 62.54

Father Name 4 3

Mother Name 2 2

Children Name 3 2

Total 74 69

Social Reformers

Distractors list

(grouping by)

Generated questions

with distractors

Relevant question

with distractors
Precision (%) F-score (%)

Name 56 53

95.16 67.25

Father Name 3 3

Mother Name 2 2

Children Name 1 1

Total 62 59
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Table 7: The questions with distractors generated by the automated system

Question

Type
Question Answer Answer with Distractors

Name
joined the Indian National

Congress in 1890.
Bal Gangadhar Tilak

Indira Gandhi

Bal Gangadhar Tilak

Jawaharlal Nehru

Lala Lajpat Rai

Name
For higher studies went to

a Sanskrit Pathashala in Varanasi.
Chandrasekhar Azad

Jawaharlal Nehru

Rajiv Gandhi

Chandrasekhar Azad

Sarojini Naidu

Date of Death

Dr. Prasad passed away after suffering

from brief illness for around

six months on February 28 .

1963

1958

1945

1991

1963

Father Name

Sri Ramakrishna Paramhansa was born

as Gadadhar Chattopadhyay on February

18, 1836, to and Chandramani Devi.

Khudiram Chattopadhyay

Khudiram Chattopadhyay

Devidas Amte

Hakurdas Bandyopadhyay

Govindrao Phule

Mother Name

Swami Dayanand Saraswati was born on

February 12 1824 in Tankara Gujarat as Mool

Shankar to Karshanji Lalji Tiwari and .

Yashodabai

Radhabai

Laxmibai

Chimnabai

Yashodabai
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5 Conclusion
We have proposed here an automated system that generates multiple-choice fill-in-
the-blank question with one correct answer and three distracters. In the proposed
technique the identification of informative sentence is performed by using coarse-
grain part-of-speech tag set. Topic-word or domain-specific word is selected to
create the answer-key and the question is generated by omitting this topic-word
from the selected sentence. Next, an efficient corpus-based distractors selection
approach is presented to create the wrong answers that distract the learner to give
the correct answer. The overall accuracy of our system highlights that it is helpful
to generate suitable questions for the learner’s assessment purpose.
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