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Abstract

CO2 is a non-toxic, abundant and readily available gas, which has the po-
tential to become an important carbon source in chemical synthesis. The
clear advantage of CO2 is its sustainability, in contrast to typical carbon
sources such as oil, coal, or natural gas, which are in the process of deple-
tion. However, the use of CO2 also poses a big challenge as it features a high
thermodynamic and kinetic stability. Therefore, the aim of this thesis is to
help in overcoming the chemical inertness of CO2 by computational inves-
tigation of CO2-converting catalysts. Catalysts are generally an important
tool in chemical synthesis, and their ability to decrease activation energies
could help enabling a wider use of CO2 as a carbon source. In this work we
concentrated our enquiry on homogeneous catalysts, as they feature defined
reactive species and large reactive surfaces. For the metal center, we concen-
trated on base transition metals, such as Cu or Ni, which are less understood
and considerably less expensive than the more commonly used heavy tran-
sition metals. We were especially interested in C-C bond forming reactions
with CO2 as they constitute new reaction routes, giving access to chemicals
such as carbonates or pharmaceuticals. By using computational chemistry
and cooperating with experimental chemists, we where able to gain insight
into CsF-, Cu- and Ni-mediated carboxylation reactions. The results of
these investigations yielded several interesting findings: First, a reaction
mechanism for Cs-mediated carboxylation of organoboranes was identified
which was able to explain the observed substrate preference and predicts
an organocaesium intermediate. Second, the reaction mechanism for Cu-
IPr-catalyzed carboxylation of organoboranes was investigated showing the
formation of an organocopper intermediate before the insertion of CO2 and
yielding different behaviours for the Cu-CO2 interaction, depending on the
electronic nature of the coordinating carbon atom. The calculation of IR
spectra for Phen-Ni(I)-alkyl species helped identifying their thermally un-
stable carboxylation products and the calculation of the CO2 insertion TSs
support the conclusion of strong Ni-CO2 interactions.
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Chapter 1

Introduction

1.1 Use of CO2 in Chemical Synthesis

Carbon dioxide (CO2) is a colorless, odourless, non-flammable gas and the

product of numerous natural and anthropogenic processes, such as burning

of fossil fuel, production of concrete, fermentation, or respiration. Therefore,

it is omnipresent but only as a trace gas as CO2 is also constantly removed

from the atmosphere.

Plants and algae are overwhelmingly responsible for this consumption as

they utilize CO2 as a carbon source during photosynthesis.[1,2] For this pro-

cess, the CO2 is captured from the atmosphere using the enzyme RuBisCo

and together with water converted to C-3 species via the Calvin-cycle, shown

in Fig 1.1.[3] This process is impelled by photon energy and constitutes the

starting point for almost all organic molecules in nature.

Outside of nature, CO2 has many uses such as inert gas, solvent, food

additive or coolant.[5] Like in nature it is also utilized as a carbon source and

1



2 Chapter 1. Introduction

Figure 1.1: Calvin Cycle taken from [4].

typical chemical products partially formed from CO2 are urea, carbonates,

methanol or salicylic acid.[1,6,7] However, only around 0.1 % of the total CO2

amount is converted in this way and the range of products is small when

compared with the total amount of carbon-based chemicals.[8]

The reason for the limited use of CO2 as a carbon source in industry is the

relatively high inertness of CO2, as it constitutes the most oxidized form of

carbon and is kinetically inert as well as thermodynamically stable.[6,7] This

means that when CO2 is employed as a carbon source, either harsh reaction

conditions (high pressures and temperatures), high-energy co-reactants, cat-

alysts or a combination of those is necessary. Consequently the use of CO2

is often less economically favourable than alternative carbon sources.
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To overcome this problem of chemical inertness and to establish CO2 as a

competitive carbon source, new and better reaction protocols are necessary.

Taking the use of CO2 during photosynthesis as an example, it is evident

that catalysts will be an integral part of solving the problem of inertness

because they are capable of activating CO2 and/or introducing selectivity.

Considering the problems of CO2 as a carbon source, one might wonder

why to invest into its use. The conventional carbon sources, crude oil, nat-

ural gas, and coal, are well established and many years of investigation and

optimization of the synthetic routes means that competing against those

will be difficult. However, the main disadvantage of these “classical” car-

bon sources is that they are finite and therefore ultimately will be depleted.

This problem does not exist for CO2 as all chemicals will eventually be

converted back to CO2 and would therefore be available again.[9] Further-

more, CO2 is abundant and it is estimated that around 37.1Gt of CO2 are

produced per year[10] as a result of anthropogenic activities, which is sev-

eral times more than the approximately 300Mt sufficient for a CO2-based

chemical industry.[11] Additionally to collecting it from exhaust gases, CO2

is also part of the atmosphere, with 414 ppm (mole fraction),[12] making

it practically everywhere available. Another advantage of CO2 is that, in

contrast to the use of biomass from plants, it does not require any farmable

land and does therefore not compete with the production of food.[13]

One can generally differentiate two ways of utilizing CO2 in chemical

synthesis. The first is to reduce it with e.g. hydrogen to create simple prod-

ucts such as CO, formic acid, methanol or methane. These species can

be utilized either as building blocks and/or solvents for the synthesis of

larger molecules, or as fuels. The second is to incorporate CO2 into other
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molecules, via the formation of carbon-carbon (C-C) or carbon-heteroatom

(C-X) bonds, resulting in carboxylic acids, carbonates or carbamates. Such

chemicals are usable as starting materials, e.g. for polymers, or can consti-

tute a final product.[6,7,14–16]

1.2 Focus of the Thesis

The focus of this thesis was the catalytic addition of CO2 to other molecules

specifically via carbon-carbon bond formation using homogeneous catalysts

with base metal centres. Furthermore, the investigations were to be con-

ducted via the usage of computational chemistry. The reasons for this focus

were:

First, the insertion of CO2 into molecules gives access to a number of valu-

able chemicals and pharmaceuticals, e.g. acetylsalicylic acid or butibufen.

Producing such fine chemicals is more likely to justify using potentially ex-

pensive CO2 insertion protocols and could thus be a starting point for the

wider utilization of CO2 in chemical synthesis.

Second, base (transition) metals, such as Fe, Co, Ni, or Cu, are consider-

ably more abundant and less expensive than the typically employed heavier

transition metals (Ru, Rh, Pt, etc.) and are also less understood. Because of

these points base transition metal catalysts constitute an interesting subject

for research, from a scientific and industrial standpoint.

Third, homogeneous catalysts feature large reactive surfaces and defined

active species. The latter point makes the modelling of homogeneous reac-

tions easier (compared to heterogeneous catalysts) and opens the possibility

of fine-tuning the catalyst for selectivity, e.g. stereoselectivity and substrate
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preference.

Fourth, the experimental investigation of reaction mechanisms can be

difficult and time intensive because of the small size of molecules and the

short time scale of chemical reactions. Using the methods of computational

chemistry, which combine the principles of quantum mechanics with the

ability of computers to find numerical solutions to complicated mathemati-

cal formulas, is a well-established way to gain insights into the elementary

processes during a reaction. By combining computational and experimental

results, one can gain a more comprehensive understanding of the important

factors of chemical reactions.

1.3 Aims of the Thesis

This work was aimed at reactions that fixate CO2 via C-C bond formation

utilizing homogeneous base (transition) metals. The aims were threefold:

1. Investigation of possible reaction mechanisms and identification of the

preferred pathways.

2. Investigation of the mode of CO2 insertion and importance of metal-

CO2 interactions.

3. Testing of recent computational methods for the investigation of reac-

tion mechanisms.
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Chapter 2

Background

2.1 Catalysis

A catalyst is defined as any substance that accelerates a chemical reaction

without being consumed in the process. This increase of the reaction rate

is achieved because the catalyst gives access to alternative reaction mecha-

nisms with lower activation energies, as it is schematically shown in Fig. 2.1.

The lower activation energies mean that more molecules are capable of re-

acting in presence of a catalyst compared with the uncatalyzed system at

the same temperature. During the reaction, the catalyst will usually form

one or several intermediates with the substrate, but is regenerated at the

end of the reaction. Therefore, each catalyst molecule can undergo several

such reaction cycles and thus convert several substrate molecules, which

means that often only small amounts of catalyst are necessary.[17]

It is difficult to overstate the importance of catalysts as they are part of

numerous processes in nature and industry. In living organisms, catalysts

7
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Figure 2.1: Schematical effect of a catalyst on the activation energy of a
reaction.

can be found in the form of enzymes, which are highly selective, protein-

based catalysts that are part of almost all metabolic processes in cells. For

industrial usage, catalysts are equally important as there are hardly any

chemicals which do not utilize catalysts during their synthesis.

Furthermore, some of these products are of enormous importance. The

possibly most prominent example is ammonia, which is produced via the

Haber-Bosch process utilizing an iron-based catalyst, and is the basis for the

production of artificial fertilizer amongst many other uses.[18] Other exam-

ples for the use of catalysts in industry are the cracking of hydrocarbons,[19]

the cleaning of exhaust gases[20,21] or the production of margarine,[22] indi-

cating the wide range of applications for catalysts.

One general and important distinction is between homogeneous and het-

erogeneous catalysts, depending on if reactants and catalysts are in the same

or different phases. This distinction is important as the two kinds of cata-

lysts feature very distinctive properties. Heterogeneous catalysts feature a

comparably easy separation of product and catalyst but lack well-defined ac-

tive species and in some cases have problems with the reproducibility. These
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factors make studying and modelling heterogeneous catalysts relatively chal-

lenging. Homogeneous catalysts in contrast have well-defined active species

making their modelling less complicated and allowing systematic altering to-

wards desired properties. Furthermore, homogeneous catalysts have a very

large reactive surface as substrate and catalyst are in the same phase. How-

ever, being in the same phase also results in more difficulties of separating

catalyst and product than in the case of heterogeneous catalysts.[17]

The focus in this thesis was homogeneous catalysis. This choice was made

because of the straightforward modelling of the catalyst, and the potential

to systematically alter the catalyst to provide the desired reactivity and

selectivity.

2.2 Computational Models

Reactions can be studied by a number of experimental methods, such as

measuring reaction rates, isotopic labelling or time-resolved spectroscopy.

An additional approach is computational chemistry, whose methods are well

suited to describe the atomic and molecular processes of a chemical reaction.

For this purpose, the putative intermediates and transition states (TSs) of a

reaction are optimized to obtain their associated energies. However, before

these energies are calculated, the used models and assumptions of chemical

reactions should be understood.

A central concept in the modelling of chemical reactions with computa-

tional chemistry is the Potential Energy Surface (PES). This is the energy

of as system as a function of the coordinates of all its atoms. All local min-

ima of this hyper surface are stable (ground-) states for a system and are
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interpreted as intermediates, substrates or products. A chemical reaction is

consequently a path along this surface from the minimum of the substrate

to the minimum of the product. Additionally to the local minima, there are

first-order saddle points found along these paths which are interpreted as

TSs.

To reduce the complexity when describing these paths, a so-called re-

action coordinate is defined which contains all changes along the reaction

path. With this reaction coordinate the path on the PES can be simplified

to one dimension and a chemical reaction can be described as a series of local

minima (intermediates) and first-order saddle points (TSs) of the energy.

To relate the energies of these intermediates and TSs with experimentally

observable reaction rates, the Eyring theory can be used:

k =
κkBT

h
e−

∆G‡
RT (2.1)

Where k is the reaction constant, κ is the transmission coefficient, kB the

Boltzmann constant, T the temperature, h the Planck constant, R the gas

constant and ∆G‡ the Gibbs energy of activation.

For this theory, the reaction is split into a number of elementary reaction

steps, meaning the path from one local minimum to the next. It is now

assumed that there is a dynamic equilibrium between molecules in each

of these minima. For a molecule to react it has to overcome the (Gibbs)

energy difference/barrier between its current minimum and the maximum

(TS) separating the two minima. The Eyring equation (2.1) describes the

rate constant of such an event, depending on the energy difference and

temperature. With these rate constants it can be estimated if a certain
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reaction mechanism can yield a measurable conversion of a substrate.

As will be discussed later, the energies obtained by quantum chemical

calculations are typically only the electronic energies and the nuclei-nuclei

repulsion. To obtained the needed Gibbs energies several contributions

from other degrees of freedom are needed. These corrections are the ther-

mal, vibrational and entropic energies based on the transitional, rotational,

vibrational and electronic(usually neglected) motion.[23]

Without going into detail, the contributions from translation and rota-

tion can be calculated by applying the ideal gas equation. For estimating the

vibrational contribution the vibration modes of the molecules are needed.

These can be calculated by assuming a harmonic potential between atoms

and give access to the Zero-Point Vibrational Energy (ZPVE) and to cal-

culate the vibrational energy by applying the Boltzmann statistic to the

vibration states.[23]

pi =
e

ϵi
kBT∑M

j=1
ϵj

kBT

(2.2)

(2.2) gives the occupation number pi for a vibrational state and thus the

energetic contribution at a given temperature can be calculated.

With these models and assumptions the putative intermediates and TSs

for a reaction mechanism can be optimized to obtain the associated Gibbs

energies and estimate the reaction rates for each reaction step. Alterna-

tively, it is often sufficiently accurate to only calculate the rate constant

for a hypothetical reaction from the energetically lowest intermediate to

the highest TS (rate-limiting barrier). The reaction rates can be used to

make statements about the likelihood of a reaction mechanism at a given

temperature.
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The methods and approximations used to calculate the necessary energies

will be the topic of the next section.

2.3 Computational Methods

2.3.1 Basics

Schrödinger Equation

It is known, that the motion of particles on an atomic size scale cannot

be described by employing the principles of classical mechanics. Instead, a

quantum mechanical description is necessary. The Schrödinger equation:

Ĥ |Ψ⟩ = i~
∂

∂t
|Ψ⟩ (2.3)

is capable of describing the movement and evolution in time of a quantum

mechanical system (atoms and molecules for our purposes).

The wave function |Ψ⟩ of any system must solve (2.3) to be valid and

from this wave function all properties of the system can be obtained.[24]

Eq. (2.3) is a differential eigenvalue equation for which the Hamiltonian Ĥ

acts as the eigenoperator. Ĥ describes the energy of a system and can be
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written as (in atomic units without an external field):

Ĥ =−
Nn∑
a=1

1

2ma
∇2

a︸ ︷︷ ︸
T̂n

−
Ne∑
i=1

1

2
∇2

i︸ ︷︷ ︸
T̂e

+

Nn∑
a=1

Nn∑
b>a

ZaZb

|R⃗a − R⃗b|︸ ︷︷ ︸
V̂nn

+

Ne∑
i=1

Ne∑
j>i

1

|r⃗i − r⃗j |︸ ︷︷ ︸
V̂ee

−
Nn∑
a=1

Ne∑
i=1

Za

|R⃗a − r⃗i|︸ ︷︷ ︸
V̂ne

. (2.4)

Where R⃗ and r⃗ are nuclei and electron coordinates, N the number of nuclei

or electrons, Z the nuclei charge, m the nuclei mass, and ∇ the nabla

operator. The Hamiltonian can be separated into the kinetic T̂ and potential

energy operator V̂ for the electrons (indicated by e) and nuclei (indicated

by n).[24]

As one is usually not interested in the development of a wave func-

tion over time one can assume a stationary solution to separate the time-

dependency via |Ψ(r⃗, p⃗, t)⟩ = |Ψ′(r⃗,p⃗)⟩ e−iEt.[24] Using this on (2.3) one ob-

tains the time-independent Schrödinger equation:

Ĥ |Ψ′⟩ = E |Ψ′⟩ (2.5)

However, except for the simplest systems (hydrogen and its analogues) (2.5)

cannot be solved analytically and a number of approximations are necessary

to simplify it.

The two possibly most important approximations are the Born-

Oppenheimer and adiabatic approximation. In the Born-Oppenheimer ap-

proximation the movement of nuclei and electrons is separated, treating

nuclei positions as parameters instead of variables for the electrons’ motion
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and thus having to only solve the electronic wave function.[24]

The adiabatic approximation limits the wave function to one electronic

state and approximates the cross-interaction term between different elec-

tronic states as zero. With these approximations, one arrives at the elec-

tronic Schrödinger equation:

(T̂e + V̂ee + T̂ne) |Ψ′
e⟩ = Ee |Ψ′

e⟩ (2.6)

Ĥe |Ψ′
e⟩ = Ee |Ψ′

e⟩

Eq. (2.6) describes the movement of the electrons in a set of nuclei po-

sitions. By solving (2.6) for a given system the electronic wave function

|Ψ′
e⟩ is obtained from which the electronic energy Ee and electronic prop-

erties are calculated. Furthermore, by using the gradients of the electronic

wave function the arrangement of nuclei can be optimized to yield molecular

geometries with the lowest energies (ground state geometries).

The electronic Schrödinger equation (2.6) is the basis for most quantum

chemical calculations and unless stated otherwise all mentions of the wave

function |Ψ⟩ or the Schrödinger equation will refer to the electronic wave

function |Ψ′
e⟩ or the electronic Schrödinger equation (2.6).

Hartree-Fock Method

The challenge in solving eq. (2.6) is the V̂ee term describing electron-electron

interaction. The reason is that for any system with more than one electron

this results in a many-body system, which can only be solved approximately.

One important method to approximate the solution is Hartree-Fock (HF)
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theory. HF requires two assumptions: i) that the wave function can be

described by a single Slater-determinant, in which electrons and orbitals

are arranged in the columns and rows to fulfill the antisymmetry conditions

of the wave function, and ii) that each electron moves in the mean-field of

all other electrons.[24]

Under these assumptions the Schrödinger equation (2.6) can be replaced

by the HF equation:[24]

F̂j |ψj⟩ = ϵj |ψj⟩ (2.7)

where |ψj⟩ is the orbital of electron j, ϵj energy of electron j and F̂j the

Fock operator for electron j. The Fock operator F̂j is defined as:

F̂j = ĥj +

Ne∑
j

(Ĵj + K̂j) (2.8)

where ĥ is the one-electron, Ĵ the Coulomb, and K̂ the exchange operator.

The latter two are known as the two-electron operators and describe the

electron’s interaction in the mean-field of all other electrons.

Accordingly, eq. (2.7) allows to calculate the energy of every electron and

the variational principle can be applied to minimize the energy.

⟨Ψ0|Ĥ|Ψ0⟩
⟨Ψ0|Ψ0⟩

= E0 ≤ E =
⟨Ψ̃|Ĥ|Ψ̃⟩
⟨Ψ̃|Ψ̃⟩

(2.9)

The variational principle (2.9) states that the energy E0 of the ground state

wave function |Ψ0⟩ is always lower than the energy E of any other approxi-

mated wave function |Ψ̃⟩. By minimizing the energy ϵ and the orbital |ψ⟩ for

each electron iteratively until convergence, the ground state wave function

|Ψ0⟩ can be approximated. Because of this iterative approach the method
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is often referred to as Self-Consistent Field (SCF).[24]

By using the HF method, the majority of the electronic energy can be

described, but the results are not accurate enough for applications such as

predicting reaction barriers. The reason for this is the mean-field approach

to the electron-electron interaction which neglects parts of the electron-

electron correlation. To solve this problem a number of methods, e.g. Den-

sity Functional Theory (DFT) or Coupled Cluster (CC), have been devel-

oped to describe the missing electron-electron correlation and obtain more

accurate energies. However, the HF method is still useful because the HF

wave function is often used as reference for high-level ab initio methods.

Basis Sets

As it is generally not known how the wave function of as system looks it has

to be approximated. This is usually done by expanding the one-electron

orbital |ψ⟩ in a basis set. These basis sets consist of basis functions |χ⟩,

which are comprised of a radial part, often based on Slater or Gaussian

functions, and an angular part, based on the analytical solution of the hy-

drogen atoms.[24] In case of Gaussian-type basis functions they generally

have the form of:

|χGTO
ζ,n,l,m⟩ = AYl,m(θ, ϕ) r2n−2−l e−ζr2 (2.10)

with the normalisation coefficient A, the angular part Y , the quantum num-

bers l, n, and m.

Gaussian-type basis functions are most common because they and their

products have easy integrals, resulting in a speed-up of calculations, while
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Slater-type basis functions are more accurate for the same number of func-

tions but feature much slower integral evaluation making them less viable.

Consequently, the basis sets used in this work, such as the Pople and

Ahlrichs basis sets, are of the Gaussian-type.

From the basis functions atomic orbitals |ν⟩ are constructed via linear

combination.

|ν⟩ =
∑
j

cj |χj⟩ (2.11)

In return, the molecular orbitals |ψ⟩ are obtained by linear combination of

the atomic orbitals |ν⟩.

The accuracy of a basis set is better the more basis functions are used

per electron and as the chemical properties are overwhelmingly defined by

the outermost electrons many basis sets add more basis functions to these

electrons (split-valence basis sets). Generally one can differentiate between

double-ζ, triple-ζ, quadruple-ζ, etc. basis sets depending on the number of

basis functions per valence electron.

Often it is useful to add diffuse functions or functions of higher quantum

numbers to a basis set as this can improve the description of loosely bound

electrons or polar bonds. These basis sets are called augmented or polariz-

able and this is indicated by the use of “+” or “aug-” for augmented basis

sets and “*” or “P” for polarizable basis sets.
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2.3.2 Density Functional Theory

DFT Ansatz

One of the most widely used approaches to calculate the electron-electron

correlation missing in the HF method is Density Functional Theory. The

original ansatz of DFT is to not utilize the wave function of a system but

the electron density ρ. The significant advantage of this approach is the

reduction of the degrees of freedom. While the wave function is a function

of 3Ne variables the electron density is only dependent on three.

However, while the connection between wave function and energy is well

known via (2.6) the connection between electron density ρ and energy E

is not. This connection was made by the first Hohenberg-Kohn theorem

that proves an explicit relation between density and energy of an electronic

state.[25]

E = E[ρ] (2.12)

Furthermore, the second Hohenberg-Kohn theorem states that the electron

density with the lowest energy E0 belongs to the ground state density ρ0.[25]

E[ρ] > E0 = E[ρ0] (2.13)

With these two theorems in place, the variational principle (2.9) can be used

to optimize a guessed electron density and obtain the energy and electron

density of the ground state.

The energy functional E can be separated into three components:

E[ρ] = Ekin[ρ] + Eee[ρ] + Ene[ρ] (2.14)
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where Ekin is the kinetic energy, Eee the electron-electron interaction and

Ene the nuclei-electron interaction.

The calculation of the nuclei-electron interaction Ene is straightforward

as the Coulomb law can be used and the resulting equation is very similar

to V̂ne in (2.4).

Ene[ρ] =

Nn∑
a=1

∫
ρZa

|r⃗ − R⃗a|
d r⃗ (2.15)

Kohn-Sham Orbitals

The connection between electron density and the kinetic energy Ekin is far

more complicated, as it is only known exactly for a free electron gas. How-

ever, except for valence electrons in metals this treatment leads to large

errors as electrons in molecules and atoms behave very differently. To solve

this problem of inaccurate kinetic energies Kohn and Sham proposed to

reintroduce orbitals into the DFT formalism. These so-called Kohn-Sham

(KS) orbitals |ψKS⟩ are defined to not interact with each other and to have

the same electron density as interacting orbitals.[26]

ρ =

Ne∑
i

ρKS
i =

Ne∑
i

| |ψKS
i ⟩ |2 (2.16)

This ansatz increases the number or degrees of freedom to Ne again, but

allows to calculate the kinetic energies of the electrons as:

Ekin[ρ] =

Ne∑
i=1

⟨ψKS
i |T̂e|ψKS

i ⟩ (2.17)
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Electron-Electron Interaction

The second term Eee[ρ] in (2.14) describes the electron-electron interaction

and can be further separated into three terms: the Coulomb repulsion J [ρ],

the electron-electron correlation energy EC[ρ] and the electron-electron ex-

change energy EX[ρ]. The Coulomb repulsion J [ρ] can be calculated ana-

logues to Ene[ρ] in (2.15) using the Coloumb equation.

J [ρ] =
1

2

∫∫
ρ(r⃗) ρ(r⃗′)

|r⃗ − r⃗′|
d r⃗ d r⃗′ (2.18)

For the electron-electron correlation EC[ρ] and electron-electron ex-

change EX[ρ] no equation, such as (2.18) is known. Instead these terms

have to be parametrized, by employing either high quality ab initio calcula-

tions or experimental results.

XC Functionals

The functionals parametrised for this purpose are called DFT exchange-

correlation (XC) functionals. They usually also correct the error of the

kinetic energy and can be divided into different groups, depending on the

variables used to calculated the exchange-correlation energy EXC[ρ]. These

groups are:

• Local-Density Approximation (LDA) functionals. These functionals

are only a function of the local electron density ρ.

• Generalized Gradient Approximation (GGA) functionals, for which

EXC is dependent on the density ρ and its gradient ∇ρ making them

slightly slower but more accurate than LDA functinals.
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• Meta-GGA functionals, which include the second derivatives of the

electrons density ∇2ρ into the calculation of the energy.

• Hybrid GGA functionals that mix density-based exchange with

Hartree-Fock-based exchange. These functionals are considerably

slower than LDA or GGA functionals due to the calculation of the

HF exchange integrals.

• Double-hybrid GGA, the most accurate and most expensive function-

als mixing HF exchange and PT2 (2nd order perturbation theory) into

the energy calculation.

Going down the list above, accuracy and cost are generally increasing

(often referred to as Jacob’s Ladder of DFT functionals). For applications,

such as geometry optimizations or calculation of vibrational modes, pure

functionals (LDA, GGA and Meta-GGA) are usually sufficiently accurate.

DFT functionals with HF exchange are usually better for electronic prop-

erties such as excitation energies or polarizabilities than those functionals

without but considerably slower.

There are two approaches to the development of DFT functionals, uni-

versality or accuracy for a certain kind of system/property, and to find a

suitable function, it is recommendable to either compare results with exper-

iment or to consult/perform benchmark studies.

A weakness of many DFT functionals is their lack of long-range inter-

actions, which can lead to qualitatively false results for systems were long-

range interactions play a major role. To correct this weakness dispersion

corrections were invented.[24] A widely used one was developed by Grimme

and co-workers[27] and adds a dispersion energy as a function of the nu-
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clei positions, resulting in a fast and easy dispersion correction for many

functionals. Alternatively, a number of functionals have been developed to

describe long-range interactions natively.

Despite or because of the large number of functionals, DFT is the work

horse of electronic structure methods. The computational costs of DFT are

similar to HF but results are qualitatively better. It is a robust and widely

used method to obtain chemical accuracy for most systems. However, as

the quality is dependent on the choice of functional and kind of system it

is not suited as a “gold standard method”. For this more accurate ab initio

methods, like Coupled Cluster, are used.

2.3.3 Coupled Cluster

Coupled Cluster Theory

As mentioned earlier, HF only takes the averaged interaction between elec-

trons into account and can therefore describe 99% of the total energy. To

recover the remaining 1%, the precise electron correlation energy is needed.

The starting point for the inclusion of the electron correlation is switching

from a single-determinant |Ψ⟩ wave function to a multi-determinant wave

function |Φ⟩. The determinants are obtained as excited states of a reference

(usually HF) wave function |Ψ0⟩.[24]

Coupled Cluster theory is a widely used ab initio method that acquires

these excited determinants by action of the excitation operator T̂ .

T̂ = T̂1 + T̂2 + T̂3 + · · ·+ T̂Ne (2.19)
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Ta is generating the ath excited determinant and the CC wave function

|ΦCC⟩ is defined via:

|ΦCC⟩ = eT̂ |ΨHF⟩ (2.20)

with: eT̂ =
∞∑
i=0

1

i!
T̂i (2.21)

Combining (2.19) with (2.21) and ordering via the order of excitations

one obtains:

eT̂ = 1 + T̂1 + (T̂2 +
1

2
T̂ 2
1 ) + (T̂3 + T̂2T̂1 +

1

6
T̂ 3
1 ) + . . . (2.22)

Accordingly, |ΦCC⟩ is obtained as a sum of excitation operators and their

products acting on the reference wave function |Ψ0⟩.

As a variational approach (2.9) is not feasible for most systems, the

CC equation is solved via projection on the reference wave function by

multiplication from the left with ⟨Ψ0|:

ECC ⟨Ψ0|eT̂ |Ψ0⟩ = ⟨Ψ0|Ĥ|eT̂Ψ0⟩ (2.23)

ECC =E0 + ⟨Ψ0|Ĥ|T̂1Ψ0⟩+ ⟨Ψ0|Ĥ|T̂2Ψ0⟩+
1

2
⟨Ψ0|Ĥ|T̂ 2

1Ψ0⟩+ . . . (2.24)

Like in Configuration Interaction the full CC equation (2.24) can prac-

tically only be solved for very small systems (like the H2O molecule) as

the number of non-zero contributions grows exponentially. Therefore, the

number of excitations in (2.19) has to be truncated to keep the number of

contributions at a manageable level. This is usually indicated by adding
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the included excitations after the method name, e.g. CCSD for single and

double excitations. As the contributions become increasingly smaller for

higher excitations, a CCSDT approach is in most cases sufficiently accurate.

Additionally, excitations can be included in a perturbative manner on the

CC calculation, which is indicated by writing the perturbatively treated

excitations in parenthesis, e.g. CCSD(T).[24]

DLPNO-CC

Despite the use of truncation and perturbation theory, CC remains an expen-

sive method with scaling factors as high as N6 (CCSD) or N7 (CCSD(T)).

This results in a rather hard limit for the maximum system size and there

is consequently a great interest in improving the scaling of CC methods.

A solution to this is the use of localized electron correlation methods as

pioneered by Pulay and Sæbø[28,29]. It is know that distant correlation pairs

contribute considerably less than spatially close correlation pairs and it is

therefore desirable to either calculate distant pairs at a lower level of theory

or not at all.

The commonly used canonical orbitals are not suited for the calculation

of correlation energies as they are strongly delocalized, which results in a

steep increase in the number of contributions with the number of electrons.

To take advantage of the localized nature of correlation one can use localized

orbitals.

One method using localized orbitals for calculating electron correlation is

Domain-based Local Pair Natural Orbitals-CC (DLPNO-CC). DLPNO-CC

was developed by Neese, Hansen, Sandhoefer and Riplinger[30,31] as they
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redesigned their earlier LPNO-CC (Local Pair Natural Orbital CC) method

and is based on combining Paired Natural Orbitals (PNOs) and Projected

Atomic Orbitals (PAOs).

PNOs are highly compact and fast converging orbitals pioneered by

Meyer[32,33], Ahlrichs[34], and Taylor[35] which consist of approximated natu-

ral orbitals and are different for each electron pair. The PAOs are obtained

by expansion of the PNOs and span the virtual space, but based in their

definition remain local. This allows to assign a correlation subspace/domain

of PAOs to each occupied orbital and several of such domains are united

to describe higher excitations. The domains are defined based on spatial

proximity, which results in an near-linear scaling CC method which recovers

approximatly 99.9 % of the electron correlation.[30]

DLPNO-CC (specifically DLPNO-CCSD(T)) was used in this thesis as

a means to obtain accurate electronic energies (approx. CCSD(T) level).

Calculating electronic energies with “normal” CCSD(T) would have been

difficult considering the size of the investigated systems (up to 400 electrons)

and DLPNO offered the possibility of, only slightly less accurate, CC-based

energies. A downside of DLPNO-CC is that at the time of writing this thesis,

gradients were not available in the employed software (ORCA 4.2.0[36,37])

and only SP calculations were possible.

2.3.4 Relativistic Effects

Dirac Equation

The Schrödinger equation becomes increasingly inaccurate for heavier atoms.

This is a result of increasing core charges which leads to such high kinetic
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energies of core electrons that the effects of relativity can no longer be

neglected. Some of the important relativistic effects are contraction of the

s orbital, expansion of the d and f orbitals and spin-orbit coupling.[24]

Special relativity requires any formula to be invariant under Lorentz

transformation and that spatial and time coordinates are treated equally. A

successful approach to a quantum mechanical equation including relativistic

effects is the Dirac equation. For a free electron the Dirac equation is (in

atomic units):

[c α · p̂+ βc2] |ΨD⟩ = i
∂

∂t
|ΨD⟩ (2.25)

where α and β are the Dirac matrices, c the speed of light, p̂ the kinetic

energy operator, and |ΨD⟩ the so-called Dirac spinor, a wave function with

4-components in contrast to the Schrödinger 1-component wave function.[24]

Eq. (2.25) yields two sets of solutions, the electronic and positronic energy

states, separated energetically by ≈ 2c2. Commonly the energies are shifted

by c2 (the resting energy of an electron in atomic units) which is done by

replacing β with β′ . By doing this the obtained energies are similar to

non-relativistic energies.

Analogue to (2.5) the Dirac equation (2.25) can be written in a time-

independent form for an electron in an electric field VVV

[cα · p̂+ β′c2 + V ] |ΨD⟩ = E |ΨD⟩ (2.26)

Solving (2.26) for a system is not more complicated than solving the time-

independent Schrödinger equation (2.5) but far more time intensive. How-

ever, |ΨD⟩ contains large |ΨL⟩ and small |ΨS⟩ components. Both are 2-

component wave functions but the small components |ΨS⟩ usually account
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for only a minor portion of the wave function and can thus be neglected.

|ΨD⟩ =

|ΨL⟩

|ΨS⟩

 (2.27)

Therefore, it is of interest to only obtain the large components |ΨL⟩ to

recover most of the relativistic effects without the need of calculating the

small components |ΨS⟩.

One method to solve the 2-component instead of the 4-component wave

function is the Zeroth-Order Regular Approximation (ZORA).[38,39] For this

purpose (2.26) can be written as:

c(σ̂ · p̂) |ΨS⟩+ V |ΨL⟩ = E |ΨL⟩ (2.28)

c(σ̂ · p̂) |ΨL⟩+ (V − c2) |ΨS⟩ = E |ΨS⟩ (2.29)

where σ̂ is the spin operator. Setting (2.28) into (2.29) one obtains:

[
1

2
(σ̂ · p̂)K(σ̂ · p̂) + V − E

]
|ΨL⟩ = 0 (2.30)

with : K =

(
1 +

E − V

2c2

)−1

Eq. (2.30) is difficult to solve as K is dependent on the energy E. This

can be solved approximately by expanding K in the power of E
2c2−V

and

only using the zeroth order of this approximation. This is referred to as the

ZORA method and yields:[
(σ̂ · p̂) c2

2c2 − V
(σ̂ · p̂) + V

]
|ΨL

ZORA⟩ = E |ΨL
ZORA⟩ (2.31)
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With the expression (2.31) the scalar relativistic effects and the spin-orbit

coupling can be introduced without the necessity to solve the 4-component

Dirac equation (2.26).

Effective Core Potential

Another method to include relativistic effects is the use of Effective Core Po-

tentials (ECPs) or Pseudopotentials (PPs). As the name suggests these are

potentials replacing core electrons of atoms and are usually fitted to results

of fully relativistic calculations or physical properties of heavy elements.

This approximation is justified as core electrons are virtually unaffected

by the chemical surrounding for heavy atoms, and it has two advantages:

First, it can introduce relativistic effects into non-relativistic calculations

without solving the Dirac (2.25) or ZORA equation (2.31). Second, replac-

ing electrons with potentials reduces the number of orbitals and results in

a speed-up of calculations.

2.3.5 AFIR

Ansatz

A problem usually encountered when investigating reaction mechanisms is

the large number of potentially important intermediates and TSs. This

results in a large number of necessary calculations, especially for TSs as

they require more accurate geometry guesses than ground state geometries.

It is therefore of interest to automatize the process of identifying TSs (and

to a lesser degree intermediates).
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One method able to help with this task is AFIR (Artificial Force-Induced

Reaction).[40,41] This method is part of the GRRM software[42] and can be

used to automate the TS search.

The AFIR method is based on applying and stepwise increasing an ar-

tificial linear potential to approximated TS geometries. To use AFIR the

reacting atoms (or atom groups) need to be defined and a linear potential

is applied between these two on top of the PES. This potential can be at-

tractive or repulsive depending on the reaction. The geometry is optimized

with the modified PES and upon convergence the potential is increased.

This cycle is repeated until either the artificial potential reaches a maxi-

mum predefined height or the potential “pushes” the structure above an

approximated TS geometry. If successful, an approximated TS geometry is

obtained from the AFIR path which can be used as guess for identifying

the TS.

MC-AFIR

The AFIR method can be combined with the Monte Carlo method to yield

MC-AFIR.[42,43] In this method several fragments are defined and will be

placed randomly at the start of an AFIR run. This is useful when a reaction

has different possible attack angles and with a high number of runs it is likely

to obtain all possible TSs. In this thesis this method was used to control

if TSs were overlooked by the “manual” TS search and if the method can

reproduce the ones identified.
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2.3.6 Solvation Effects

Many chemical reactions take place in some kind of liquid medium and the

interaction of the medium with the solvated molecules can have a significant

effect on their reactivity. It is therefore important to include these solvation

effects into calculations to obtain useful results.

Explicit Solvation

The most straight forward approach is to explicitly include solvent molecules

into the calculations. The advantages of this explicit solvation is that the

solvent-solute interaction is accurately described (within the limit of the

used method). The disadvantages, however, are the high computational

costs and the need of extensive conformational sampling to obtain an av-

erage of the solvent-solute interaction, which further increases the compu-

tational costs. These computational costs can somewhat be reduced by

combining different levels of theory for solvent and solute, resulting in the

ONIOM or QM/MM method.[24]

Polarizable Continuum Model

An alternative and more commonly used approach to model solvation effects

is implicit solvation such as Polarizable Continuum Model (PCM).[44,45]

These models treat the solvent as a uniform medium interacting with the

solute purely via polarization effects.

To apply an implicit solvent the molecule is placed in a cavity. The shape

of this cavity can be defined by Van-der-Waals radii, solvent accessible,

or solvent exclusive surface and can have influence on the results. The
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solvation effect is obtained via the molecule and the polarizable continuum

alternatingly polarizing each other until convergence is achieved.

This approach is fast and usually gives sufficiently good accuracy. Larger

errors occur when solvent and solute have interactions not based on polar-

ization such as hydrogen bonds, ligand-metal interactions, or π-π interac-

tions. This problem can somewhat be circumvented by using explicit solvent

molecules at positions where such interactions are to be expected and de-

scribing all other solvent molecules with an implicit solvation model. As

implicit solvation models are parametrized to account for first and second

solvation shell effects one should not employ too many of such explicit sol-

vent molecules.
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Chapter 3

Results and Discussion

3.1 Caesium Fluoride-Mediated Hydrocarboxyla-

tion of Alkenes and Allenes: Scope and Mech-

anistic Insights (Paper I)

Introduction

In 2017, Skrydstrup, Nielsen and co-workers published a protocol capable of

converting alkenes and alkynes into carboxylic acids with CO2 and a Cu(I)-

NHC (N -Heterocyclic Carbene)-based catalyst.[46] While investigating this

system in our group, we discovered that certain substrates (trans-stilbenes,

β-substituted styrenes, and allenes) could be carboxylated without the

Cu(I)-NHC catalyst. Instead, the presence of CsF, a reaction additive, alone

was sufficient to facilitate the carboxylation reaction. We developed a re-

action protocol from this finding which is shown in Fig. 3.1, and consisted

of a hydroboration with (9-BBN)2 (9-BBN = 9-Borabicyclo(3.3.1)nonane)

33
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and an in situ carboxylation with CO2 and CsF.

Figure 3.1: Reaction protocol for the CsF-mediated carboxylation of stil-
benes and styrenes with CO2 (Paper I).

In this project we set out to investigate this finding in a combined compu-

tational and experimental study. My personal contributions to this project

were all computations, as well as the draft for the computational methods

and results for the resulting Paper I. Consequently, the following text will

mostly be concerned with the computational methods and results of the

computational investigation. Experimental findings will only be included

for comparisons or for supporting computational results.

Computational Methods

To study the CsF-mediated carboxylation, two computational methods

were used. The long-range corrected DFT functional ωB97XD[47] was em-

ployed for all optimizations and frequency calculations. This functional was

choosen because it had shown good accuracy in benchmark studies con-

ducted by Goerigk, Grimme and co-workers[48] as well as by Mardirossian

and Head-Gordon.[49] To obtain more accurat ab initio electronic ener-

gies, the DLPNO-CCSD(T) method in combination with the ZORA op-

erator[38,39,50] was used for single point (SP) calculations with the resulting

energies corrected for thermal, entropic and vibrational energies based on

the DFT results.



3.1. Caesium Fluoride-Mediated Hydrocarboxylation 35

Geometries were obtained with the 6-31+G* basis set[51–60] and

SP energies with def2-TZVP (DFT) or ZORA-def2-QZVPP (DLPNO-

CCSD(T)).[61] For Cs either the SDD ECP and basis set[62] (DFT) or the

SARC-ZORA-TZVPP basis set[63] (DLPNO-CCSD(T)) were utilized. En-

ergies in the text will be DLPNO-CCSD(T)-based unless stated otherwise.

The employed software was Gaussian 16 Rev. B.01[64] for all DFT calcula-

tions and ORCA[36,37] 4.1.1 for all DLPNO-CCSD(T) calculations.

In addition to the “manual” search for TS conformations, the MC-

AFIR[42,43,65,66] method was utilized to identify TSs. This was done in

parallel to the other calculations to control if TSs were overlooked and if

MC-AFIR could reproduce all “manually” found TSs. The software used

for the MC-AFIR calculation was GRRM14[41] which was interfaced with

Gaussian 09 Revision D.01[67] using DFT as described above.

Solvation effects were included in the DFT calculations as a PCM of

dioxane. However, the DLPNO-CCSD(T) calculations had no solvation

corrections and to control if this would introduce any significant errors, a

solvation correction based on the difference of DFT-based electronic energies

with and without PCM was calculated. These PCM-corrected DLPNO-

CCSD(T) energies will not be used in the text but are listed in Table 3.1

for comparison. Furthermore, in a later project (related to Paper II) we

investigated the effect of coordinating one explicit solvent molecule to the

caesium atom.

Investigated Substrates and Mechanisms

Our focus for the computational investigation was the carboxylation, and

the enquiry therefore started from the in situ formed organoboranes of trans-



36 Chapter 3. Results and Discussion

stilbene (sub1), trans-β-methylstyrene (sub2) and cyclohexene (sub3),

which are shown in Fig. 3.2. The first two substrates, sub1 and sub2,

can be carboxylated in presence of CsF, while the last one, sub3, is unre-

active. In this way, computational results could be validated by predicting

correct reactivity in agreement with experimental findings.

trans-
stilbene

sub1 trans-β-
methylstyrene

sub2 cyclo-
hexene

sub3

Figure 3.2: Formulas of the investigated organoboranes sub1-3 and their
precursors.

Three possible reaction paths were tested, which are shown in Fig. 3.3

and will be referred to as mechanism A, B, and C.

Mechanism A

Mechanism A has two steps (Fig. 3.3): first, the nucleophilic attack of the

substrate’s reactive carbon atom (carbon involved in the C-B bond) at the

carbon of a CO2 molecule, creating the boronic ester iA1. The TS of this

step, TS(i0-iA1), is stabilized by an interaction between one of the CO2’s

oxygen atoms and the boron atom. This carboxylation step is followed by

TS(iA1-p0), a transmetalation of the boronic ester iA1 with CsF, resulting

in the fluoroborane 9-F-9-BBN and the product p0 (Cs salt of the carboxylic

acid). This mechanism could be ruled out as it features very high reaction

barriers of above 50 kcal/mol, which would result in negligible reaction rates

at the reaction temperature of 393K.
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Figure 3.3: Investigated reaction mechanisms A, B, and C for the CsF-
mediated carboxylation of organoboranes.

Mechanism B

Mechanism B starts with the nucleophilic attack of the fluoride ion of CsF

at the boron atom of the substrate, forming a substrate-CsF adduct iB1.

This adduct can undergo a nucleophilic attack of the reactive carbon (C-B

bond carbon) at a CO2 molecule to form 9-F-9-BBN and the product p0,

which is the rate-limiting step of mechanism B. This mechanism has high ac-

tivation barriers of above 50 kcal/mol for sub1 (derived from trans-stilbene)

and sub2 (derived from trans-β-methylstyrene). For sub3 (derived from

cyclohexene) the barrier is 44.4 kcal/mol (see Fig. 3.4) and this is the low-

est barrier for this substrate and the investigated mechanisms. The Gibbs

energy profile for sub3 and mechanism B is therefore shown in Fig. 3.4.

However, with mechanism B the rate-limiting barriers for all substrates are

too high for reactivity.
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Mechanism C

In contrast to mechanism A and B, the third investigated mechanism C is

capable of explaining the experimentally observed reactivity. Accordingly,

the Gibbs energy profile for sub1 and mechanism C is shown in Fig. 3.4,

with sub2 not added as it is very similar to sub1. Mechanism C shares the

first step with mechanism B, which is the formation of the CsF-substrate

adduct iC1 (= iB1). Intermediate iC1 is the resting state (intermediate

with the lowest energy) of the reaction for sub1 (−14.6 kcal/mol) and sub2

(−15.5 kcal/mol). In the following step, the C-B bond is broken, cleaving of

a 9-F-9-BBN molecule and forming an organocaesium intermediate iC2 via

TS(iC1-iC2). This organocaesium intermediate iC2 is shown in Fig. 3.5

and its formation is the rate-limiting step for sub1 (18.6 kcal/mol relative

to i0) and sub2 (22.1 kcal/mol relative to i0).

Figure 3.4: Computed Gibbs energy profile (in kcal/mol, at 393K) for
sub1 with mechanism C (black) and sub3 with mechanism B (blue).

In connection with TS(iC1-iC2), two things should be mentioned. First,

this TS could only be optimized with ωB97XD (or DFT functionals of the
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same family), as several optimization attempts with different DFT func-

tionals (amongst others PBE-D3BJ and B3LYP-D3BJ) failed, and second,

the imaginary mode of the TS is very small (< 40i cm-1). Relaxed scans

showed that the PES is rather flat around TS(iC1-iC2) and the long bond

distances during the bond breaking (> 3Å) make dispersion interactions

important, which could explain the difficulties in trying to optimize with

“regular” (not long-range-corrected) DFT functionals. Additional intrinsic

reaction coordinate (IRC) calculations supported TS(iC1-iC2) and it is

possible that the small imaginary frequency is an intrinsic feature of this

TS. This can be explained as vibrational frequencies are proportional to the

square root of the force constant divided by the reduced mass, resulting in

low frequencies in case of a weak bond and heavy atoms involved.

The last step of mechanism C is the carboxylation TS(iC2-p0) of the

organocaesium intermediate (iC2) via a nucleophilic attack of the reactive

carbon (carbon with the formal negative charge) at a CO2 resulting in the

product. This step is rate-limiting for sub3, but not for sub1 and sub2.

The calculations yielded the following rate-limiting barriers for mecha-

nism C: 34.0 kcal/mol for sub1, 36.7 kcal/mol for sub2, and 51.1 kcal/mol

for sub3. For sub1 and sub3 these barriers are higher than the energy

of the rate-limiting step TS(iC1-iC2), as the intermediate iC1 has a lower

energy than i0 for these two substrate.

Based on the discussion of Baik and co-workers[23], a rate-limiting barrier

of 33.2 kcal/mol is the upper limit for reactivity at 393K. The barriers for

sub1 and sub2 are higher than this limit, but considering possible errors

from e.g. not having equilibrium structures in respect to DLPNO-CCSD(T),

we argue that mechanism C is capable to explain the experimentally ob-
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served reactivity of sub1 and sub2.

Overview of all Barriers

In Table 3.1 the rate-limiting barriers for all substrates, mechanisms, and

methods are listed. For sub3, the barriers for all investigated mecha-

nisms are very high and considerably higher than the maximum barrier of

33.2 kcal/mol at 393K, based on the discussion of Baik and co-workers.[23]

This is in agreement with the experimentally observed lack of reactivity of

sub3 for the given reaction condition (Paper I).

The substrates sub1 and sub2 similarly yield far too high barrier with

the exception of mechanism C. The barriers for mechanism C are still

too high by 0.8 (sub1) and 3.5 kcal/mol (sub2). However, it can be ar-

gued that based on the findings of Reiher and co-workers[68], the error of

DLPNO-CCSD(T) can be up to 7 kcal/mol for certain reactions, meaning

that mechanism C is capable of explaining the observed reactivity. Addi-

tional possible error sources such as non-equilibrium structures with respect

to DLPNO-CCSD(T) or the CsF reference state, might further explain the

slightly too high barriers.

The trend of reactivity with mechanism C for sub1 and sub2 is consis-

tent for all employed methods (see Table 3.1) and in good agreement with

the observed reactivities, as experiments performed by Ashot Gevorgyan

(see Paper I), showed reactivity only for sub1 and sub2.
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Table 3.1: All computed rate-limiting barriers for the investigated sub-
strates, mechanisms and used methods. DLPNO-CCSD(T)nosolv are the
energies as used in the text and DLPNO-CCSD(T)solv include PCM correc-
tions from the DFT calculations. All Gibbs energies are at 393K and in
kcal/mol.

Method Mechanism sub1 sub2 sub3

DLPNO-CCSD(T)nosolv

A 72.9 67.5 57.7

B 51.9 52.3 44.4

C 34.0 36.7 51.1

DLPNO-CCSD(T)solv

A 68.4 63.0 58.2

B 49.9 50.1 47.6

C 34.7 36.9 52.3

ωB97XD
A 75.4 68.5 62.1

B 43.7 48.3 47.6

C 32.5 34.0 57.1

Organocaesium Intermediate iC2

The calculations suggest the existence of the organocaesium intermediate

iC2 (shown in Fig. 3.5) and it can be concluded that the stability of this

intermediate is crucial for the reactivity of a substrate. From the structures

for sub1 and sub2 one can conclude three things: First, a bond between the

caesium and the formally negative charged carbon does not exist, second,

the negative charge is delocalized over the phenyl group and third, Cs is

interacting with the delocalized negative charge and the π-electrons of the

phenyl groups. Similar results were previous reported suggesting that this

Cs-π-electron interaction can be crucial for the reactivity of a reactant.[69]
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For sub3 there is no delocalization of the negative charge or Cs-π-electron

interactions, which could explain its relatively high energy.

sub1 (7.4 kcal/mol) sub2 (12.7 kcal/mol) sub3 (37.2 kcal/mol)

Figure 3.5: Structure and Gibbs energy (relative to i0) of the organocae-
sium intermediate iC2 for sub1-3. Bond lengths are given in Å.

Using a rough estimate, one can conclude that the Cs-π-interaction with

one phenyl group accounts for approximately 6 kcal/mol by comparing the

energies of iC2 for sub1 and sub2. Using this number and making a similar

rough estimate for sub2 and sub3, one can predict the energy change due

to electron delocalization with a phenyl group to account for approximately

20 kcal/mol.

This is a rough approach, but it would support the conclusion that the

electron delocalization might be the dominant factor in determining the

stability of iC2 and consequently for the reactivity of a substrate. However,

to answer the question of the precise origin of the stability, more substrates

would need to be investigated.

Considering the possible interest of creating a stereoselective carboxyla-

tion using CsF-mediated reactions, it is very unlikely that this will succeed

as the organocaesium intermediate iC2 is very flexible and can, as the cae-

sium ion is not strongly bound, change fast between conformations. This is

supported by experimental findings by Ashot Gevorgyan, who could show
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stereoselectivity for the hydroboration step (36 % ee (Enantiomeric excess)

using (–)-Isopinocampheylborane TMEDA complex) but observed the for-

mation of a racemic mixture during the carboxylation reaction (see Paper

I).

Cs-CO2 Interaction

As we are generally interested in the activation of CO2 during the CO2

insertion, we calculated several TSs with Cs-CO2 interactions (inner sphere

TS) and without (outer sphere TS) to estimate their importance. The

structures and energies of these TSs are shown in Fig 3.6 for sub1 and

in Fig 3.7 for sub2.

Inner sphere TS (14.9 kcal/mol) Outer sphere TS (14.2 kcal/mol)

Figure 3.6: Structures of TS(iC2-p0) for sub1. All bond lengths are
given in Å.

For sub1 the Cs-CO2 interaction seems to be negligible as the inner

sphere TS is higher in energy than the outer sphere TS, but by only

0.4 kcal/mol. This is likely due to the CO2 molecule interfering with the

Cs-π-electron interaction during the insertion.

For sub2 the inner sphere TS is preferred over the outer sphere TS by

1.6 kcal/mol. This shows that steric effects are less important compared
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Inner sphere TS (19.9 kcal/mol) Outer sphere TS (21.5 kcal/mol)

Figure 3.7: Structures of the TS(iC2-p0) for sub2. All bond lengths are
given in Å.

with sub1 and that caesium ions can activate CO2 during the insertion.

This is in line with experimental findings of Hazari and co-workers[70,71]

that observed increased reaction rates for hydrogenation reaction of CO2 in

presence of alkali ions.

Use of AFIR

As mentioned, (MC-)AFIR was used, parallel to the “manual” search, to

identify CO2 insertion TSs. For these AFIR calculations the attacking in-

termediate, depending on the mechanism (iB1, iC2, or i0), and a CO2

molecule were defined as independent fragments. It was defined that an

artificial attractive potential should be added between the attacking carbon

of the intermediate and the carbon of CO2. Two modes were used, either

the program was set to stop after 50 attempts or after the last 10 attempts,

if no new approximated TSs were found. With these settings, AFIR was

capable of identifying several approximated TSs and for several substrates

and mechanisms the final geometries from these approximated TSs could be

shown to be lower in energy than any of the “manual” identified TSs. This
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makes AFIR a useful tool for, at least, controlling if energetically lower TSs

can be found. In summary, I regard it as a useful tool for investigation of

reaction mechanisms with the downside of the license model which currently

makes installation on computer clusters difficult.

CsF Reference State

A challenging part of the investigation was the modelling of CsF, as the

structure of CsF dissolved in 1,4-dioxane is not known. In this project, a

CsF dimer (CsF)2 (see Fig. 3.8) was used as a reference to approximate the

average energy, with half the energy of one (CsF)2 used as energy of one

CsF unit. With the (CsF)2 reference state, the energy of one CsF is reduced

by 7.0 kcal/mol relative to the “free” CsF.

(CsF)2 (CsF)4

Figure 3.8: Structures of the CsF reference structures (CsF)2 and (CsF)4.

For the second project, related to Paper II, a CsF-tetramer (CsF)4 (see

Fig. 3.8) was additionally used as a reference state for sub2 and sub3. The

energy of CsF is reduced by 8.9 kcal/mol relative to the “free” CsF, when the

(CsF)4 reference state is used. The rate-limiting barriers with the (CsF)4

reference are listed in Table 3.3 (Section 3.2). As a different computational
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protocol was used for the second project, the barriers in Table 3.3 should

be compared with the barriers in Table 3.2 (Section 3.2).

When taking only the CsF-mediated carboxylations with sub1 and sub2

into account, the choice of CsF reference state is not important because the

change in energy for a CsF unit equally affects the resting state (iC1 or iB1)

and the energetically highest TS (TS(iC1-iC2) or TS(iB1-iB2)), resulting

in no change of the rate-limiting barriers.

This is different for sub3 as it has a different resting state from sub1 and

sub2. Therefore, changing from the (CsF)2 to the (CsF)4 reference state

results in an increase of the rate-limiting barrier by 2.7 kcal/mol. However,

sub3 has too high barriers independently of the utilized CsF reference state

and thus this choice does not affect any mechanistic conclusions. When

comparing the CsF-mediated mechanism C with the later introduced Cu-

catalyzed mechanism (D) this choice is important and therefore will be

discussed again for the second project (Paper II).

Solvation of the Cs Ion

As the solvation of the caesium ion could be important for reaction ener-

gies, calculations were also performed with one explicit dioxane molecule

stabilizing the caesium ion in addition to PCM. These calculations were

performed on mechanism C with sub2 and sub3 as part of the second

project (Paper II). A slightly different computational protocol was used

for the second project and therefore the calculated barriers will be slightly

different. The results of “pure PCM” and “PCM + one explicit dioxane”

solvation are given in Table 3.2 (Section 3.2) and show that for mechanism

C the explicit solvent molecule increases the rate-limiting barrier for sub2
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by 1.8 kcal/mol and decreases the barriers for sub3 by 5.6 kcal/mol. These

differences are not negligible but do not affect any mechanistic conclusions.

Additionally, more than one explicit dioxane moelcule was tested but it

was found than one explicit molecule already accounts for the majority of

the solvation effects. Therefore adding more explicit solvent would result in

a large number of possible conformations without adding any benefits.

Conclusion

In this project we presented a reaction mechanism capable of reproducing

the experimentally observed substrate preference of the CsF-mediated car-

boxylation by studying three different substrates and reaction mechanisms.

Only the reaction mechanism C showed reasonable rate-limiting barriers,

but only for the substrates sub1 and sub2. This is in agreement with ex-

perimental findings showing reactivity only for sub1 and sub2 at 393K.

Furthermore, mechanism C predicts the formation of an organocaesium in-

termediate and the stability of this intermediate might be crucial for the

reactivity of a substrate, with delocalization of negative charges and Cs-π-

electron interactions being likely the decisive factors.

We investigated the activation of CO2 by interaction with Cs and the

results suggest that these interactions play a minor role as the calculations

showed energy differences of 1.6 kcal/mol or less.

For future research it might be of interest to test more substrates, or

bases/additives to better understand the factors influencing the activation

energies of the mechanisms.
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3.2 Mechanistic Insights into Copper-Catalyzed

Carboxylations (Paper II)

Introduction

In this project, we investigated the Cu(I)-IPr (IPr = 1,3-bis(2,6-

diisopropylphenyl)imidazol-2-ylidene)-catalyzed hydrocarboxylation of

alkenes with CO2 as published by Skrydstrup, Nielsen and co-workers[46]

in 2017 (see Fig. 3.9). Skrydstrups protocol was derived from previous

systems independently published by Hou and co-workers[72] as well as

Ohmiya, Sawamura and co-workers[73] in 2011. It is a two-step procedure

of a hydroboration with (9-BBN)2 and an in situ carboxylation with a

Cu(I)-IPr catalyst and CO2. Skrydstrup, Nielsen and co-workers were

able to expand the scope of the reaction by replacing the strong alkoxides,

used by Hou, Ohmiya and Sawamura, with the milder CsF.[46] In the

previous project we investigated the CsF-mediated carboxylation of the

in situ organoboranes and we will here compare it with the Cu-catalyzed

carboxylation as both mechanisms are possible to occur because the

reaction mixture contains Cu-IPr as well as CsF.

Figure 3.9: Reaction protocol for the carboxylation of alkenes with CO2
as published by Skrydstrup, Nielsen and co-workers.[46]

Like the previous project, this work was done in a cooperation of ex-
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perimental and computational work. My personal contributions were all

computations and the draft for the article.

Computational Methods

To investigate the reaction mechanism of Cu-IPr-catalyzed carboxylation

DFT and DLPNO-CCSD(T)[30,31] were used. Three DFT functionals were

employed, ωB97XD[47], B3LYP[74], and PBE[75]; the latter two in combi-

nation with the Grimme dispersion correction D3[27] including the Becke-

Johnson (BJ) damping.[76] Ground state and TS geometries as well as vi-

brations were obtained for each DFT functional at a 6-31+G* basis set

level,[51–60] with the SDD ECP and basis set employed for Cu and Cs.[62,77,78]

To gain ab initio electronic energies, DLPNO-CCSD(T) together with

ZORA[38,39,50] was used on the ωB97XD-based geometries. The final

DLPNO-CCSD(T) energies were calculated by adding the DFT-based en-

ergy (thermal, vibrational, and entropic) and solvation effect corrections to

the electronic energy.

SP electronic energies for DFT were obtained at the def2-TZVP[61] ba-

sis set level, while for DLPNO-CCSD(T) the basis sets ma-ZORA-def2-

TZVPP[61] (for non-Cs elements) and SARC-ZORA-TZVPP[63] (for Cs)

were employed. Gaussian 16 Rev. B.01[64] was used for all DFT calculations

and ORCA[36,37] 4.2.0 was used for the DLPNO-CCSD(T) calculations.

Like in the previous work (Paper I), the CsF was modelled using a

CsF-dimer as reference state for the energy. The usage of other reference

states CsF-tetramer (CsF)4 and the effect of this change will be discussed.

Unless stated otherwise, given energies are based on DLPNO-CCSD(T) and
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geometries are based on ωB97XD.

Investigated Substrates

We concentrated the investigation on alkenes and the second step of the

reaction, the carboxylation of the in situ organobranes with CO2. For this

purpose we employed the organoborane derivatives of trans-β-methylstyrene

and cyclohexene in our calculations. These two substrates were used in the

first project and therefore the same names, sub2 and sub3, will be used

here. No truncations were made and all substrates as well as the ligand IPr

are shown in Fig. 3.10.

trans-β-
methylstyrene

sub2 cyclohex-
ene

sub3 IPr

Figure 3.10: Formulas of the investigated substrates (sub2-3), their pre-
cursors, and the ligand IPr.

Cu-Catalyzed Mechanism

The investigation was started from the mechanism proposed by Skrydstrup,

Nielsen and co-workers[46] in Fig. 3.11, which suggested F-Cu-IPr as reactive

species of the catalyst and the formation of an organocopper intermediate

before the carboxylation. This mechanism will be called D or Cu-catalyzed

mechanism.

The Gibbs energies and schematic structures of all intermedates and
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Figure 3.11: Reaction mechanism for the Cu-IPr-catalyzed carboxylation
of organoboranes based on Skrydstrup, Nielsen and co-workers’ proposal[46].

TSs for mechanism D are shown in Fig. 3.12. The calculations show the

formation of a substrate-catalyst adduct iD1 via the partial transfer of the

fluoride ion from the active species (F-Cu-IPr) to the boron of the substrate,

as first step of the catalytic cycle. This adduct can undergo a transmeta-

lation TS(iD1-iD2) between the boron and the copper, breaking the C-B

and Cu-F bond and forming a new Cu-C bond. This coincides with the

release of a 9-F-9-BBN and results in the organocopper intermediate iD2

and the structures for this TS are shown in Fig. 3.13.

This organocopper intermediate is reminiscent of the organocaesium in-

termdiate iC2 presented in the previous project, as both are formed before

the CO2 insertion step. However, there are two important differences: First,

in contrast to organocaesium intermediate iC2, the organocopper interme-

diate iD2 features a strong metal-carbon bond and second, iD2 shows no

metal-π-electron interactions. These two differences are likely resulting in
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Figure 3.12: Computed Gibbs energy profile for the Cu-IPr-catalyzed
carboxylation of sub2 (black) and sub3 (blue) at 393K. Energies are
based on DLPNO-CCSD(T) and given in kcal/mol. It should be noted that
the CsF-substrate intermediate iC1 is an off-cycle species but important for
determining the rate-limiting barrier and therefore part of the profile.

the organocopper intermediate iD2 being relatively stable independently of

the substrate, as no negative charges require stabilization from delocaliza-

tion or additional metal-π-electron interactions.

The next step in the reaction mechanism is a nucleophilic attack of iD2

at a CO2 molecule. This attack TS(iD2-iD3) is the rate-limiting step of

the reaction, with energies of 26.9 kcal/mol for sub2 and 31.9 kcal/mol for

sub3.

To determine the rate-limiting barriers for mechanism D it is impor-

tant to include the off-cycle reactant iC1 presented in the previous project

(Paper I), as it constitutes the resting state for sub2 with −9.3 kcal/mol.

The resulting rate-limiting barriers are therefore 36.2 kcal/mol for sub2

and 31.9 kcal/mol for sub3. Considering the dicussion by Baik and co-

workers[23] a rate-limiting barrier of 33.2 kcal/mol is the maximum for 393K.

This means that sub3 should be reactive, while the barrier for sub2 is too
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sub2 sub3

Figure 3.13: Structures of the transmetalation TS(iD1-iD2) for sub2
and sub3. The IPr ligand is transparent for clarity and bond lengths are
given in Å.

high. However, considering that the error of DLPNO-CCSD(T) can be up

to 7 kcal/mol for some reactions, as well as other possible errror sources this

barrier is not unreasonably high.[68] Therefore, we argue that mechanism D

is capable to explain the observed reactivity of both investigated substrates.

Alternative Cu-Catalyzed Mechanism

Additionally to mechanism D, we investigated a modified version of it which

is called E and is shown in Fig. 3.14. This modified mechanism E is very

similar to mechanism D but the difference is that the active species (F-Cu-

IPr) reacts with the iC1 intermediate instead of the substrate i0 as first

step of the reaction. Not all intermediates and TSs of this mechanism could

be optimized but the preliminary results suggest rate-limiting barriers of

at least 47.7 kcal/mol for sub2 and 38.0 kcal/mol for sub3. For sub2 this
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Figure 3.14: Reaction mechanism for the Cu-IPr-catalyzed mechanism E.

barrier is much higher than for mechanism D and for sub3 the barrier is

similar. However, the TS expected to be rate-limiting based on the sub2

results, could not be optimized for sub3 and it is likely for the barrier to

increase significantly if the mechanism E could have been fully optimized.

Cu-CO2 Interactions

For TS(iD2-iD3) several TSs constituting different modes of CO2 insertion

were identified. The mode of CO2 insertion is interesting for two reasons:

first, as CO2 is an inert molecule it is important to know if the metal center

stabilizes the TS (inner sphere) or if not (outer sphere).[79] It could be shown

that Lewis acid additives enhance the reaction rates of CO2 hydrogenation

reactions, which is likely the result of CO2 activation during an outer sphere

TS.[70,71] Knowing the metal-CO2 interaction therefore helps the design of

catalysts and additives. Second, if the attacking nucleophile is prochiral or

chiral the mode of insertion defines the stereocenter with inner and outer
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sphere TSs yielding different enantiomers. Inner sphere TSs result in a

retention, while outer sphere TSs may cause an inversion of configuration

of the chiral center, if the attack occurs via a SE2(back) mode.

Inner sphere TS (27.2 kcal/mol) Outer sphere TS (26.9 kcal/mol)

Figure 3.15: Structures of the CO2 insertion TSs (TS(iD2-iD3)) for sub2.
The IPr ligand is transparent for clarity and bond lengths are in Å.

For sub2 (Fig. 3.15) the inner and outer TS geometries have very similar

energies, with differences ranging from 0.3 (DLPNO-CCSD(T) and B3LYP-

D3BJ) to 1.8 kcal/mol (ωB97XD) in favour of the outer sphere TS. These

small energy differences indicate that the Cu-CO2 interaction is weak and

of a similar size to the energy increase due to steric effects. This is in

contrast to the findings of Lu and co-workers who published an inner sphere

mechanism for a similar system.[80] However, it is unclear if the outer sphere

TS for their system was calculated. These small energy differences indicate

that, for a chiral version of this reaction, a poor selectivity can be expected

for the carboxylation of sub2 at the given reaction temperature.

To improve the reactivity and selectivity of the carboxylation reaction

for benzylic substrates (like sub2) it might be of interest to use additives
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to stabilize the CO2 during the outer sphere TS and thus also increase the

energy difference with the inner sphere TS. Utilizing e.g. Lewis acid additives

might be beneficial as they have been shown to increase the reaction rates

for hydrogenation of CO2 and it is hypothesised that this is a result of CO2

activation.[70,71] Alternatively the use of bulkier substituents at the NHC

ligand might increase the energy of the inner sphere TS resulting in an

increased energy difference between inner and outer sphere TSs, but at the

risk of also increasing the barrier of the transmetalation TS(iD1-iD2).

Inner sphere TS (31.9 kcal/mol) Outer sphere TS (39.6 kcal/mol)

Figure 3.16: Structures of the CO2 insertion TSs (TS(iD2-iD3)) for sub3.
The IPr ligand is transparent for clarity and bond lengths are in Å.

The behaviour of sub3 (Fig. 3.16) is rather different from sub2, as the

inner sphere TS is considerably lower in energy than the outer sphere TS

for all employed methods, with differences ranging from 4.5 (PBE-D3BJ)

to 7.7 kcal/mol (DLPNO-CCSD(T)). These results indicate that a Cu-CO2

interaction is important for the CO2 insertion into non-benzylic substrates

and would translate to good stereoselectivity.

The selectivity could further be improved by using less bulky NHC lig-

ands, or employing substituents at the ligand capable of further stabilizing
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the CO2 during the insertion and increasing the energy difference between

inner and outer TS.

We previously summarized computational studies of carbon-carbon bond

formation with CO2 in Paper IV and we concluded that the type of nu-

cleophile seem to be important for the CO2 insertion mode. The computa-

tional studies suggest that Csp carbons have a preference for outer sphere

TSs, while for Csp2 and Csp3 nucleophiles an inner sphere TS seems to be

preferred. However, we also noted in Paper IV that it is often unclear

if outer sphere TSs were investigated for Csp3 carbons and we suggest to

include such TSs in computational studies. Our results on the Cu-catalyzed

carboxylation suggest that for benzylic substrates (sub2) inner and outer

sphere TSs have comparable barriers and we observed a similar behaviour in

a related study from our group on Cu-catalyzed boracarboxylation of ben-

zylic substrates.[81] For non-benzylic Csp3 nucleophiles on the other hand

a general preference for inner sphere mechanisms is observed for both Cu-

catalyzed (Paper II) as well as Ni(I)-catalyzed carboxylations (Paper III,

discussed in Section 3.3).

With stereoselective synthesis in mind, the calculations suggest that for

non-benzylic substrates (sub3) good ee’s may be possible with a chiral Cu-

NHC complex while for benzylic substrates (sub2) only poor ee’s can be

expected, as inner and outer sphere TS would compete. To improve the

selectivity for one pathway of the Cu-catalyzed carboxylation it might be

of interest to either add Lewis acids for CO2 activation[70,71] or to increase

the bulkiness of the NHC-substituents[81], as both strategies may increase

the preference for outer sphere TSs.
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Comparison with CsF-Mediated Carboxylation

From the reaction conditions shown in Fig. 3.9 it can be seen that the

reaction mixture contains the Cu-IPr catalyst as well as CsF. In the previous

project (Paper I) we could show that CsF mediates the carboxylation of

benzylic organoboranes (sub1 and sub2) with CO2 and this implies that

it is relevant to evaluate which carboxylation agent is the preferred one for

sub2 and sub3. In Table 3.2 we compared the rate-limiting barriers for the

Cu-catalyzed mechanism D and the CsF-mediated mechanism C for the

organoboranes sub2 and sub3 to uncover if only one or both mechanisms

are responsible for the reactivity.

For sub2, no clear conclusion can be made as the employed methods yield

different results. PBE-D3BJ predicts a preference for the Cu-catalyzed (D),

ωB97XD predicts a preference of the CsF-mediated mechanism (C), while

for DLNPO-CCSD(T) and B3LYP-D3BJ, both are very similar in energy.

The calculations give no clear preference for any of the two mechanisms C

or D and it is thus possible that both mechanisms are competing with each

other for sub2. As mechanism C leads to racemic mixtures, as discussed in

the previous project, this is detrimental for any attempts of a stereoselective

CO2 insertion.

In the previous project (Paper I) it was shown that sub3 is not reac-

tive under the conditions of the CsF-mediated carboxylation, but it reacts in

presence of Cu-IPr. This is reflected by the fact that only the Cu-catalyzed

mechanism D gives accessible barriers at 393K, while the CsF-mediated

mechanism gives far too high barriers. Accordingly, for sub3 the energy

differences are large ranging from 15.0 (ωB97XD with expl. solvent) to
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Table 3.2: Rate-limiting barriers for the Cu-catalyzed (D) and CsF-
mediated (C) carboxylation of sub2 and sub3. All energies are Gibbs
energies at 393K and given in kcal/mol. PCM+Expl. indicates the use
of an implicit 1,4-dioxane molecule on the Cs ion in addition to PCM.
The PBE-D3BJ and B3LYP-D3BJ barriers are based on SP calculations
as TS(iC1-iC2) could only be optimized with ωB97XD.

Substrate Method Solvation D C ∆(∆GD-C)

sub2

DLPNO-CCSD(T) PCM 36.2 37.0 -0.8

DLPNO-CCSD(T) PCM+Expl. 39.2 38.6 0.6

ωB97XD PCM 40.4 36.4 4.0

ωB97XD PCM+Expl. 40.6 35.6 5.0

PBE-D3BJ PCM 25.6 29.6 -4.0

B3LYP-D3BJ PCM 29.8 28.9 0.9

sub3

DLPNO-CCSD(T) PCM 31.9 53.3 -21.4

DLPNO-CCSD(T) PCM+Expl. 31.9 47.7 -15.8

ωB97XD PCM 33.6 53.9 -20.3

ωB97XD PCM+Expl. 33.6 48.6 -15.0

PBE-D3BJ PCM 26.4 49.6 -23.2

B3LYP-D3BJ PCM 29.9 50.5 -20.6

23.2 kcal/mol (PBE-D3BJ) in favour of mechanism D.

The results predict that mechanism C plays no role in the carboxylation

of sub3 and the additive CsF should therefore not affect the reaction via

any competing mechanisms.

Effect of CsF Reference State

In the previous project (Paper I) the reference state for CsF was discussed

(Fig. 3.8). As it was mentioned, the structure of dissolved CsF is not known



60 Chapter 3. Results and Discussion

and a CsF-dimer (CsF)2 was used as reference state for the average energy

of one CsF unit. While the exact choice of CsF reference state has little

influence when focusing solely on the CsF-mediated mechanism, it is impor-

tant when comparing the CsF-mediated C and Cu-catalyzed mechanism

D.

An alternative CsF reference state, a CsF-tetramer (CsF)4, shown along

(CsF)2 in Fig. 3.8, was utilized for this project and the rate-limiting barriers

with this CsF reference state are listed in Table 3.3. When using this (CsF)4

Table 3.3: Rate-limiting barriers for the Cu-catalyzed (D) and CsF-
mediated (C) carboxylation of sub2 and sub3 when using the CsF-tetramer
(CsF)4. All energies are given in kcal/mol and at 393K. The PBE-D3BJ
and B3LYP-D3BJ barriers are based on SP calculations as TS(iC1-iC2)
could only be optimized with ωB97XD.

Substrate Method D C ∆(∆GD-C)

sub2

DLPNO-CCSD(T) 33.5 37.0 -3.5

ωB97XD 29.9 36.4 -6.5

PBE-D3BJ 25.6 29.6 -4.0

B3LYP-D3BJ 29.8 28.9 0.9

sub3

DLPNO-CCSD(T) 31.9 56.0 -24.1

ωB97XD 33.6 64.4 -30.8

PBE-D3BJ 26.4 52.9 -26.5

B3LYP-D3BJ 29.9 54.2 -24.3

as a reference state, the results for sub2 suggest that the Cu-catalyzed car-

boxylation D is energetically preferred over the CsF-mediated carboxyla-

tion C as all methods (except for B3LYP-D3BJ) predict differences in the

rate-limiting barriers of 3.5 to 6.5 kcal/mol in favour of D. These energy
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differences suggest that mechanism D is likely much faster than mechanism

C to the point that mechanism C could be neglected in presence of the

Cu-IPr catalyst.

For sub3 the change of CsF reference state has no effect on the conclu-

sions as it only increases the already large difference in the preference for

the Cu-catalyzed carboxylation mechanism (D).

Conclusion

In conclusion, we used DFT and DLPNO-CCSD(T) to investigate the Cu(I)-

IPr-catalyzed carboxylation of in situ formed organoboranes, based on the

reaction protocol of Skrydstrup, Nielsen and co-workers[46]. Our results

support the following conclusion: The Cu(I)-catalyzed carboxylation (D) is

feasible for both investigated substrates at 393K and can therefore explain

the experimentally observed reactivity. For non-benzylic substrates (sub3)

the Cu-CO2 interaction is crucial during CO2 insertion, while for benzylic

substrates (sub2) it is of minor importance. Non-benzylic substrates (sub3)

react only via the Cu-catalyzed mechanism D, while for benzylic substrates

(sub2) the Cu-catalyzed mechanism D may have similar reaction rates to

a CsF-mediated carboxylation C, discussed in Paper I.

As non-benzylic substrates (sub3) have a clear preference for an inner

sphere TS, a stereoselective carboxylation may be possible without large

modification of the reaction protocol. For stereoselective carboxylation of

benzylic substrates (sub2) it might be of interest to modify the reaction

protocol by either additives for CO2 activation, bulkier NHC substituents

or by replacing CsF with other bases, to avoid competing CsF-mediated

carboxylation.
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In future investigations it might be of interest to take a closer look at

the reference state of CsF. This is important for the comparison of the

Cu-catalyzed (D) and CsF-mediated (C) carboxylation of benzylic (sub2)

substrates because with the currently available results it is difficult to arrive

at a clear conclusion.
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3.3 Carboxylation of Ni(I)-Complexes (Paper III)

Introduction

Ni-catalyzed carboxylation reactions have received considerable attention

and a wide variety of chemical protocols has been developed by various

groups including Rovis,[82] Tsuji,[83,84] Martin[85] and their respective co-

workers. Some of these reactions are proposed to proceed through Ni(I)

species before the CO2 insertion[86], however, with limited experimental evi-

dence. This is likely the consequence of the low stability of these species.[87]

However, in 2019 Diao and co-workers[88] reported experimental evidence

for the existence of Ni(I)-alkyl species and their reaction with CO2.

Recently, Martin and co-workers (ICIQ, Spain), as well as Hazari and

co-workers (Yale, USA) set out to synthesise and isolate well-defined Ni(I)-

alkyl species using phenanthroline (Phen)-based ligands. Furthermore, Mar-

tin, Hazari, and co-workers were interested in proving the reaction of these

species with CO2 and we contributed to this work through computational

analysis.

The developed protocol of Martin and co-workers is schematically shown

in Fig. 3.17 for the L1 ligand with bromide and consists of a compropor-

tionation reaction to create the L1-Ni(I)-Br species iF2 followed by using

a Grignard reactant to obtain the L1-Ni(I)-alkyl species iF3. My contribu-

tion to this project were the computations of the infrared (IR) spectra, spin

density, and CO2 insertion TSs, as well as sections on the computational

results for the manuscript draft.
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Figure 3.17: Reaction protocol of Martin and co-workers (Paper III) for
synthesis and carboxylation of L1-Ni-neopentyl iF3.

Computational Methods

The method of choice was DFT using the GGA functional PBE[75] and the

hybrid functional B3LYP[74], both with the D3 dispersion correction[27] and

the BJ damping.[76] All calculations were performed using the def2-TZVP[61]

basis set with the SDD ECP for Ni.[78] Solvation effects were included using

a PCM of THF.

Errors introduced by employing the harmonic approximation for vibra-

tional mode calculations were reduced by using scaling factors for the wave

numbers according to CCCBDB.[89] The scaling factors, 0.986 for PBE-

D3BJ and 0.960 for B3LYP-D3BJ, were taken from the 6-31G* basis set as

numbers were not available for the used basis set.

IR Spectra

For the characterisation of the L1-Ni-Br iF1 and L1-Ni-neopentyl iF3 the

crystal structures were obtained by our collaborators proving the successful

synthesis of these reactants. However, the thermal instability prevented the

crystallization and identification for the expected carboxylation product iF4.

To help identifying if the reaction product was the desired carboxylation

product iF4, IR spectra were calculated to compare with the two available
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experimental IR spectra (with and without 13C-labelled CO2) of the reaction

product. The calculated and experimental IR spectra are shown in Fig. 3.18.

iF3

iF4

iF4 (13C-labelled)

Figure 3.18: Calculated (blue) and experimental (black) IR spectra of iF3
and iF4, with and without 13C-labelling.

In experiment without labelled CO2, the formation of a strong band at

1543 cm−1 is observed which suggests an asymmetric C-O stretch vibration.
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The calculations show a similar strong band at 1484 cm−1 (PBE-D3BJ) and

1503 cm−1 (B3LYP-D3BJ) and the vibrations associated with these bands

are also asymmetric C-O stretches. Considering the error from the harmonic

approximation and comparing the calculated spectra with the experimental

ones, these results suggest that the reaction product is the desired carboxy-

lation product iF4.

This is further supported by the IR spectra with 13C-labelled CO2. In

experiment, the labelling resulted in a shift of the C-O band by 38 cm−1

towards lower wave numbers, compared with the unlabelled CO2. Calcula-

tion predicted a very similar shift of 34 (PBE-D3BJ) and 36 cm−1 (B3LYP-

D3BJ) and thus further support the conclusion that the carboxylation of

iF3 to synthesise iF4 was successful.

These results suggest that the reaction protocol is not only capable of syn-

thesising Ni(I)-alkyl species but that these species also can be carboxylated

with CO2.

CO2 Insertion

Additionally to calculating the IR spectra for the L1-Ni(I)-alkyl species

iF3 and the carboxylation product iF4, we investigated the CO2 insertion

mode for the carboxylation TS TS(iF3-iF4). The inner sphere TS (with

Ni-CO2 interaction) and the outer sphere TS (without Ni-CO2 interaction)

are shown in Fig. 3.19 with their respective relative energies. The numbers

suggest a strong preference for the inner sphere TS by 15.0 (PBE-D3BJ)

and 13.8 kcal/mol (B3LYP-D3BJ), which suggests that Ni-CO2 interactions

are crucial for carboxylation of Phen-Ni(I)-alkyl species.
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Inner sphere TS (7.7 kcal/mol) Outer sphere TS (22.7 kcal/mol)

Figure 3.19: Structures and energies (relative to iF3 and free CO2) of the
CO2 insertion TSs based on the PBE-D3BJ calculations. Bond lengths are
in Å.

Similar results were obtained by computing the CO2 insertion TSs of a

modified iF3 which has a methyl group instead of the neopentyl group. The

structures and energies for these TSs are shown in Fig. 3.20 and the results

again indicate a strong preference for the inner sphere TS by 6.6 kcal/mol

(PBE-D3BJ).

Inner sphere TS (8.5 kcal/mol) Outer sphere TS (15.1 kcal/mol)

Figure 3.20: Structures and energies (relative to L1-Ni-Me and free CO2)
of the CO2 insertion TSs based on the PBE-D3BJ calculations. Bond
lengths are in Å.

The calculated energies of the CO2 insertion into Phen-Ni(I)-alkyl species

suggest strong Ni-CO2 interactions, which indicates Phen-Ni(I) complexes
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are capable of activating CO2.

Comparison with Xantphos Ligands

As part of the work currently performed in our group we compared the CO2

insertion of the L1-Ni(I)-alkyl complex by Martin and co-workers (Paper

III) with the tBu-Xantphos-Ni(I)-alkyl complex by Diao and co-workers.[88]

This comparison is of interest as both ligand are very different and possible

give more insight into the effect of ligands.

These calculations were performed with the ωB97XD and B3LYP-D3BJ

functionals, with the 6-31++g(d,p) basis set,[51–60] the SDD ECP for Ni[78]

and a PCM for THF. The resulting energies for the inner and outer sphere

TSs for L1-Ni(I)-Me and tBu-Xantphos-Ni(I)-Me complex are listed in Ta-

ble 3.4.

Table 3.4: All computed energies for the inner and outer sphere TSs for the
L1-Ni(I)-Me and tBu-Xantphos-Ni(I)-Me complexes. Energies are relative
to the Ni(I)-Me complex and a free CO2 molecule.

Ni(I) complex
B3LYP-D3BJ ωB97XD

Inner sph. Outer sph. Inner sph. Outer sph.

L1-Ni(I)-Me 7.1 16.3 8.9 18.2

Xantphos-Ni(I)-Me 0.0* 1.5* 18.4 19.3
*Energies relative to inner sphere TS

For tBu-Xantphos-Ni(I)-Me, the inner sphere TSs are only 1.5 (B3LYP-

D3BJ) and 0.9 kcal/mol (ωB97XD) lower than the outer sphere TSs. This

is a significant difference from L1-Ni(I)-Me with a preference of 9.3 kcal/mol

(B3LYP-D3BJ and ωB97XD) for the inner sphere TSs. Thus, the compar-

ison shows an interesting trend where the preference for inner sphere CO2



3.3. Carboxylation of Ni(I)-Complexes 69

insertion over outer sphere insertion remains but the barrier differences sig-

nificantly decrease.

These numbers are preliminary results but suggest that Xantphos ligands

leads to much weaker CO2 activation to the point where inner and outer

sphere CO2 insertion mechanisms become equally likely.

Conclusion

From the computations of the IR spectra and the CO2 insertion TSs for

L1-Ni(I)-alkyl species, two conclusions can be drawn: First, the product

of the carboxylation reaction is very likely the desired product, as can be

concluded from the position and shift of the C-O bands. Second, a Ni-CO2

interaction is crucial for the carboxylation step for Phen-Ni(I)-alkyl species

based on the strong preferences for inner sphere TSs.

Preliminary results for the carboxylation of a Xantphos-Ni(I)-Me species

suggest that the use of Xantphos ligands significantly reduces the activation

of CO2 by Ni(I). More calculations are needed to confirm this trend but it

might indicate that Xantphos ligands are not an optimal choice for CO2

insertion reactions.
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Chapter 4

Conclusion and Future Work

In this thesis the findings of Paper I-IV were presented and discussed.

The results were obtained using the methods of computational chemistry

and working in cooperation with experimental chemists to validate compu-

tational findings by comparing them with the experimental results. The

goal of this combined approach was to achieve a more comprehensive un-

derstanding of reaction mechanisms and the factors influencing them.

A total of six reaction mechanisms were, in part or in their entirety, op-

timized employing a total of five different substrates. The investigated reac-

tions were carboxylations with CO2 employing the metals caesium, copper,

or nickel and we were especially interested in the importance of metal-CO2

interactions during the formation of a new C-C bond.

Homogeneous Catalysis with DFT

These computational investigations employed DFT with the ωB97XD, PBE-

D3BJ, and B3LYP-D3BJ functionals for energies and geometries, as well as

71
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the DLPNO-CCSD(T) method for ab initio electronic energies. Additional

new methods such as MC-AFIR, which could be used to automate the TS

search, were tested.

The calculations showed that different DFT functionals yielded some-

what different results. For example, ωB97XD was the only employed func-

tional capable of identifying TS(iC1-iC2), the TS of breaking the C-B

bond for the CsF-mediated carboxylation. It is not evident if this an er-

ror of the ωB97 family or of the other used functionals, but it should be

considered that many DFT functionals tend to have problems with the

description of loosely bound electrons and long-range interactions, which

could explain this behaviour.[24] Furthermore, the ωB97XD (and DLPNO-

CCSD(T))-based rate-limiting barriers are considerably higher than those

based on PBE-D3BJ or B3LYP-D3BJ, however, it is known that “classical”

functionals often overestimate the stability of TSs, leading to a underes-

timation of the reaction barriers.[24] However, the DFT and the DLPNO-

CCSD(T) results were able to predict the correct reactivity trends for Cu

and CsF-mediated reactions. Similarly, the DFT-based IR spectra of Ni-

alkyl species could reasonably reproduce the experimental spectra within

the error of the harmonic approximation.

The solvation of CsF in dioxane was a major concern for the work, as the

structure of CsF in 1,4-dioxane is not known. Therefore, we had to make

assumptions and used two different CsF reference states. The choice of CsF

reference state has influence on the comparison of the competing Cu- and

CsF-mediated carboxylation and was discussed. Furthermore, the effect of

one explicit solvent molecule at the caesium ion was calculated and it was

found that this has no influence on the mechanistic conclusions.
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Cs-, Cu-, and Ni-Mediated Carboxylation

For CsF-mediated carboxylations, we could identify a reaction mecha-

nism capable to reproduce the experimentally observed substrate preference

(Paper I). The calculations indicate that the ability of a substrate to stabi-

lize a negative charge via delocalization, and the formation of Cs-π-electron

interactions are crucial parts of this selectivity.

The results for the Cu-catalyzed carboxylation based on the protocol of

Skrydstrup, Nielsen and co-workers[46], presented in Paper II, suggest that

alkylic and benzylic organoboranes can be carboxylated by a Cu-IPr com-

plex and that for benzylic organoboranes the Cu-catalyzed carboxylation is

either much faster or at least as fast as the CsF-mediated carboxylation. The

exact barrier differences between the Cu-catalyzed and the CsF-mediated

carboxylation is dependent on the used computational method but also on

how the solvation and the reference state for CsF are chosen.

Calculation on Phen-Ni(I)-alkyl species and their carboxylation products

(Paper III) indicate that Ni(I) is capable of activating CO2 during CO2

insertion for alkylic substrates (methyl and neopentyl). Furthermore, cal-

culated IR spectra were used for the characterisation of the carboxylation

product and helped to identify these thermally unstable species. These con-

clusions were based on the relative position and intensity of a C-O band as

well as the shift of this band if 13C-labelled CO2 was used.

Stability of Organometallic Intermediates

Before the CO2 insertion via C-C bond formation, organometallic inter-

mediates are formed and these show significant differences between the in-
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vestigated metals. The organometallic intermediates of Cu and Ni feature

strong metal-carbon bonds, while for Cs, these bonds are weak. This has

two consequences: i) For Cu and Ni, the intermediates are conformation-

ally more stable, and ii) they do not need additional stabilizing effects such

as charge delocalization or metal-π-electron interactions to be stable. This

stability allows Cu- and Ni-based organometallic intermediates to better

preserve steric informations such as the stereochemical conformation at the

nucleophilic center. In the case of CsF, the relatively low stability of the

organocaesium intermediate is likely the reason for the non-reactivity of

non-benzylic substrates.

Metal-CO2 Interactions

For the metal-CO2 interactions during the CO2 insertion, we observed that

for organocaesium species (CsF-mediated carboxylations) these interactions

are of minor importance. Energy differences between inner and outer sphere

TSs were relatively small and steric effects can be more important in com-

parison.

For Cu-IPr and Ni(I)-Phen-catalyzed carboxylations with alkyl sub-

strates, the metal-CO2 interactions are crucial, as it is shown by the inner

sphere TSs being much lower in energy than the outer sphere TSs. This

indicates that for C-C bond formation with non-benzylic Csp3 carbons the

CO2 experiences a strong activation from the metal center. However, pre-

liminary results suggest that in the case of Ni this trend can be changed if

Xantphos ligands are used instead of Phen ligands, which greatly weakens

the Ni-CO2 interactions.

Substrates with benzylic Csp3 carbons showed only minor metal-CO2
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interactions compared with non-benzylic substrates as indicated by the

small energy differences between inner and outer sphere TSs, for the CsF-

mediated and Cu-catalyzed carboxylation reactions. Therefore, the results

suggest that C-C bond formations with benzylic Csp3 carbons are much less

dependent on an activation of CO2 by the metal center. Consequently, the

inclusion of Lewis acids for CO2 activation might be a promising approach

to increase reaction rates for benzylic substrates.

Evaluation of the Performed Work Relative to the Aims

The thesis has three explicit aims: i) Investigation of possible reaction mech-

anisms and identification of the preferred pathways, ii) Investigation of the

mode of CO2 insertion and importance of metal-CO2 interactions, and iii)

Testing of recent computational methods for the investigation of reaction

mechanisms.

Concerning i), five full reaction mechanisms for CsF-mediated and Cu-

catalyzed carboxylation of organoboranes were investigated and amongst

these two mechanism (C and D) were found to give accessible barriers

at the reaction temperature of 393K. For ii) the CO2 insertion TSs for

three organocaesium, two organocopper and three organonickel species were

optimized and compared in this thesis with the results being summed up

above in the previous section. Aim iii) was tackled by testing the AFIR

method, which was used to automate the search of TSs, and the relatively

new DLPNO(-CCSD(T)) method, used to calculate ab initio electronic en-

ergies and which will hopefully become a standard method in our group.
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Future Work

For future work several topics are of interest to obtain a better understand-

ing of carboxylation reactions. First, for Cu(I) complexes the effect of dif-

ferent ligands (such as diphosphine ligands) or substituents could help to

understand their influence on Cu-CO2 interactions or rate-limiting barriers

for electronically different substrates. Furthermore, the use of chiral ligands

is an interesting prospect for the development of enantioselective protocols.

Second, as the preliminary results indicate, the choice of ligand for Ni(I)-

catalyzed carboxylation is important and a promising subject considering

its effect on the activation of CO2 during the reaction. Third, it might be

fruitful to investigate possible reactions with additives similar to CsF, with

their carboxylation mechanisms. This is important to test additives for the

design of potentially enantioselective reactions.
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Caesium fluoride-mediated hydrocarboxylation of
alkenes and allenes: scope and mechanistic
insights†

Ashot Gevorgyan, ‡a Marc F. Obst, ‡b Yngve Guttormsen,a Feliu Maseras, c

Kathrin H. Hopmann *b and Annette Bayer *a

A caesium fluoride-mediated hydrocarboxylation of olefins is disclosed that does not rely on precious

transition metal catalysts and ligands. The reaction occurs at atmospheric pressures of CO2 in the

presence of 9-BBN as a stoichiometric reductant. Stilbenes, b-substituted styrenes and allenes could be

carboxylated in good yields. The developed methodology can be used for preparation of commercial

drugs as well as for gram scale hydrocarboxylation. Computational studies indicate that the reaction

occurs via formation of an organocaesium intermediate.

Introduction

CO2 provides a sustainable source of carbon that increas-
ingly is being used in chemical synthesis.1 Construction of
anthropogenic chemical carbon cycles2 by valorisation of
CO2 into chemicals, materials, and fuels, is a promising
strategy for replacing fossil carbon in the chemical
industry.1,3 Various studies have shown that transition
metal-based catalysts are able to selectively reduce CO2 into
simple chemicals, such as formic acid, methanol, alkanes,
and CO.3a CO2 can also be incorporated into carbonates,
which are valuable starting materials for polymer science.3b

Use of CO2 in C–C bond forming reactions opens new
pathways towards value-added products and pharmaceuti-
cals from CO2.4

As part of our research interest to develop C–CO2 bond
forming reactions,5 we became interested in the copper-
catalysed hydrocarboxylation reactions reported by Hou,6a

Sawamura6b and Skrydstrup6c (Scheme 1A). In these formal
hydrocarboxylations, an initial hydroboration with 9-bor-
abicyclo[3.3.1]nonane (9-BBN) transforms an alkene to an
organoborane, which in a subsequent copper-catalysed step is
carboxylated with CO2. In order to elucidate the mechanistic
details of the carboxylation step, we embarked on a compu-
tational study of the reaction. Surprisingly, our

computational analysis indicated the existence of a feasible
carboxylation pathway that does not involve the copper
complex. Our subsequent experiments conrmed that it is
possible to carboxylate in situ formed organoboranes in
absence of copper. Related reports of carboxylations with CO2

in absence of transition metals include uoride-mediated
carboxylations of organosilanes7b–f and KOtBu-mediated
carboxylations of benzylboronic esters (Scheme 1B).7a

However, none of these reports addressed a possible role of
the counterion for the observed reactivity. To the best of our
knowledge, a CsF-mediated hydrocarboxylation with in situ
generated organoboranes has not been reported. In the
following, we detail our ndings of the CsF-mediated hydro-
carboxylation of alkenes with CO2 (Scheme 1C). A detailed
computational analysis indicates that the reaction proceeds
via formation of organocaesium intermediates. The described
transformation expands the repertoire of carboxylation

Scheme 1 Previous works (A6 and B7) and present study (C).
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reactions that can be performed without the use of transition
metal catalysts.

Results and discussion

On basis of a preliminary computational investigation of the
hydrocarboxylation of alkenes, we speculated that trans-stilbene
1a can be hydrocarboxylated via an organoborane intermediate
in the absence of a transitionmetal catalyst, which is in contrast
to previous reports.6 To test our hypothesis, we used 9-BBN in
dioxane to convert 1a into an organoborane intermediate,
which we attempted to carboxylate with CO2 in a CsF-mediated
transformation (Table 1). Gratifyingly, the corresponding
carboxylic acid 2a was obtained in 83% yield (Table 1, entry 2).
In comparison, the previously reported copper-catalysed reac-
tion6c gave the carboxylation product 2a in 78% yield (Table 1,
entry 1). The higher yield in absence of copper was observed for
several substrates (ESI, Scheme S1 and S2†). This phenomenon
may be explained by a copper-promoted decarboxylation reac-
tion slowly consuming the product 2a.8 To support this
hypothesis, we mixed 2-phenylpropionic acid with the Cu
complex under reaction conditions, which lead us to recover
only 95% of the starting acid, while in the absence of Cu, the
recovery of acid was 99% (ESI, Scheme S1†).

We proceeded to establish the optimum reaction conditions
of the base-mediated carboxylation reaction. Screening of

different solvents revealed that the reaction works well in ethers.
The best yield was observed in dimethoxyethane (DME, 87%,
Table 1, entry 5). The screening of different bases indicated that
the optimal base is CsF (87% yield; Table 1, entry 5), while other
uoride containing bases like KF and NaF gave inferior results
(50% and 0% yield, entry 9 and 10). Interestingly, also Cs2CO3

and K2CO3 gave good results (71% and 67% yield, entry 11 and
12), showing that not only the uoride anion is important for the
outcome of the reaction. On basis of the reports by Hou,6a

Sawamura6b and Schomaker,7a we also attempted to employ
alkoxides as base, but observed difficulties in our system. If
mixed simultaneously, the reaction between alkoxide and CO2

lead to the corresponding carbonates, and no carboxylation
product was formed. Alkoxide bases were effective only if the
second reaction step was run without CO2 for minimum 30
minutes at 20 �C, followed by addition of CO2, which provided
a yield of 47% (Table 1, entry 13). Further screening related to
the stoichiometry of reagents, duration of the reaction, and
temperature showed that the best conditions are 1 equiv. olen
and (9-BBN)2 and 3 equiv. CsF in DME at 120 �C for 24 h (Table 1,
entry 5; for further details see ESI, Table S1†).

With the optimized conditions at hand, we explored the
substrate scope of the reaction (Scheme 2; ESI Scheme S3†).
Screening of different substrates showed that the CsF-mediated
hydrocarboxylation works only on systems where the in situ
hydroboration step (mediated by 9-BBN) generates benzylic or
allylic borane intermediates. Indeed, styrene and cyclohexene
were not reactive under optimal conditions (ESI Table S1†). On
the other hand, stilbenes, b-substituted styrenes and allenes
were successful substrates. Neither the pinacol ester of benzyl-
boronic acid nor in situ-generated benzylic catechol esters
(instead of the organoborane intermediate) were reactive in the
CsF-mediated carboxylation (ESI Scheme S4†).

The CsF-mediated hydrocarboxylation of stilbene derivatives
(1a–e) produced the corresponding carboxylic acids 2a–e with
moderate to excellent yields (Scheme 2A). The conversion of (E)-
a-methyl stilbenes (1d, 1e) was regioselective, providing exclu-
sive carboxylation at the sterically less hindered b-position and
resulting in formation of 2d and 2e, each as a mixture of dia-
stereomers. The observed regioselectivity is assumed to be
controlled by steric effects.6,9,10

The CsF-mediated hydrocarboxylation of b-substituted
styrenes (1f–l) gave the a-carboxylated products 3a–g as the sole
product in moderate to good yields (Scheme 2B). Interestingly,
whereas the selectivity of the 9-BBN-initiated hydroboration of
b-substituted styrenes is substrate-dependent and generally
gives a non-regioselective mixture of boranes,6,9,10 our base-
initiated carboxylation appears to convert only the benzylic
boranes, providing a single carboxylation product with excellent
regioselectivity for 3a–g (Scheme 2B). In contrast, the Cu-
catalysed hydrocarboxylation does not differentiate between
the regioisomeric borane intermediates, giving a mixture of
carboxylic acids.6c For example, in the copper-catalysed hydro-
carboxylation of indene (1k), we observed a mixture of a- and b-
regioisomers with a ratio of 4 : 1 (ESI, Scheme S2†).

Allenes also proved to be suitable substrates for CsF-
mediated hydrocarboxylation (Scheme 2C). Both aliphatic and

Table 1 Optimization of reaction conditionsa

Entry Catalyst (mol%) Base (equiv.) Solvent �C/h bYield %

1 IPrCuI(5)c CsF(3) Dioxane 120/24 78
2 — CsF(3) Dioxane 120/24 83
3 — CsF(3) THF 120/24 61
4 — CsF(3) Diglyme 120/24 67
5 — CsF(3) DME 120/24 87
6 — CsF(3) DMA 120/24 0
7 — CsF(3) Toluene 120/24 70
8 — CsF(3) MeCN 120/24 0
9 — KF(3) DME 120/24 50
10 — NaF(3) DME 120/24 0
11 — Cs2CO3(3) DME 120/24 71
12 — K2CO3(3) DME 120/24 67
13 — KOtBu(3)d DME 120/24 47
14 — CsF(2) DME 120/24 57
15 — CsF(3) DME 80/24 59
16 — CsF(3) DME 120/28 85

a Reaction conditions: (1) 1a (0.444 mmol), (9-BBN)2 (1 equiv.), solvent
(3 mL), 70 �C, 24 h. (2) (IPrCuI (5 mol%)), base (2–3 equiv.), CO2 120
mL, 80–120 �C, 24–28 h. b Isolated yields. c The active catalyst was
prepared in situ (IPr ¼ 1,3-bis(2,6-diisopropylphenyl)imidazol-2-
ylidene). d The reaction mixture was run at 20 �C for 30 min before
addition of CO2.

This journal is © The Royal Society of Chemistry 2019 Chem. Sci., 2019, 10, 10072–10078 | 10073
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aromatic allenes could be transformed to carboxylic acids 5a–f
with good yields. The regioselectivity of the reaction was
strongly dependent on the nature of the allene substituents.
Allenes with aliphatic substituents gave the internal allylic
carboxylic acid as a single product 5a–c (Scheme 2C). In
contrast, allenes possessing aromatic substituents yielded the
carboxylic acids 5d–f as isomeric mixtures, with the terminal
carboxylic acids as the major product (Scheme 2C). Although
borane-mediated hydroboration of allenes has been
described,11 the selectivity is not well understood, and equilibria
of internal and terminal allylic boranes have been proposed.
Recently, Chida and Sato showed that the hydroboration of
allenes in deuterated THF occurs predominantly at the terminal
double bond.11f Carboxylation of alkyl allenes may then proceed
from the terminal allylic borane with an allyl shi, or involve the
internal allylic borane generated through equilibration. For aryl

allenes, the direct carboxylation of the terminal allylic borane is
preferred as the system is less likely to rearrange due to
conjugation.

We further tested the possibility of asymmetric hydro-
carboxylation using the (�)-isopinocampheylborane TMEDA
complex – a chiral analogue of 9-BBN – in the initial hydro-
boration step (ESI Scheme S5†).12 Even though the hydro-
boration–oxidation of trans-b-methylstyrene gave the
corresponding alcohol with 36% ee (ESI, Scheme S5A†), the
hydroboration–carboxylation using our conditions led to
racemic product (ESI, Scheme S5B†). The observed race-
misation may be explained by the structural instability of
intermediate organometallic compounds, such as the organo-
borane or an organocaesium (vide infra) at elevated
temperatures.13

Scheme 2 Substrate scope of the CsF-mediated hydrocarboxylation.

10074 | Chem. Sci., 2019, 10, 10072–10078 This journal is © The Royal Society of Chemistry 2019
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In order to show the versatility of the developed CsF-
mediated hydrocarboxylation reaction, we applied our strategy
in the synthesis of the commercial drugs butetamate 6a and
butibufen 6b from b-substituted styrenes (Scheme 2D and E).
Although in case of butetamate, four steps are required
(hydroboration, carboxylation, preparation of acid anhydride,
and esterication), only two isolations were needed, providing
almost quantitative yields. Similarly, butibufen was obtained in
64% yield using the direct hydrocarboxylation of b-substituted
styrene 1m (Scheme 2E).

Importantly, the hydrocarboxylation reaction can be scaled
up (Scheme 2F). For this we changed the solvent from DME to
diglyme (2-methoxyethyl ether), which has a higher boiling
point, allowing the reaction to be performed in simple asks
using a CO2 balloon. Starting from 1.5 g of stilbene, we could
prepare 1.427 g of the corresponding acid 2a (Scheme 2F). The
yield at gram scale (76%, Scheme 2) is slightly larger compared
to the small scale (67%, Table 1, entry 4), probably due to better
recovery of material during work-up at larger scale.

The computational analysis of the CsF-mediated carboxyla-
tion of in situ generated organoboranes provided insights into
the mechanistic steps. Three boranes were included in the
theoretical study (Fig. 1): b1 and b2, derived from the experi-
mentally reactive alkenes trans-stilbene (1a) and trans-b-meth-
ylstyrene (1f), and b3, corresponding to the non-reactive alkene
cyclohexene (1o). Three possible reaction mechanisms (referred
to as A, B and C) were found by an automated search of the
potential energy surface with the AFIR method.14 Mechanism A
(ESI, Fig. S6†) is characterized by a nucleophilic attack of the
reactive carbon of the borane on a CO2 molecule, followed by
a transmetalation with CsF. This mechanism is considered not
viable, as all the evaluated boranes show a computed Gibbs free
activation energy of >50 kcal mol�1 for the rst step (ESI, Table
S2†).

Reaction mechanism B (Scheme 3) occurs through two steps:
First, the formation of a B–F bond between the borane i0 and
a CsF molecule yielding intermediate i1, and second, the
nucleophilic attack of intermediate i1 on CO2. The latter step is
characterized by a concerted formation of the C–CO2 bond and
the cleavage of the B–C bond, releasing F-(9-BBN) and forming
the product p1. The overall barrier computed for the different
boranes with mechanism B (ESI, Table S3†) is signicantly
lower than with mechanism A (Table S2†). However, with values
of 44.4 kcal mol�1 (cyclohexane-derived borane b3) to
52.3 kcal mol�1 (trans-b-methylstyrene-derived borane b2), the
barriers are too high to be overcome at the reaction temperature
of 120 �C.15

The rst step of mechanism C (Scheme 3) is the same as for
B, the formation of intermediate i1. In the next step, the boron–
carbon bond is cleaved, releasing a F-(9-BBN) molecule and
forming the organocaesium intermediate i2 (Fig. 2). In the nal
step, i2 undergoes a nucleophilic attack on a CO2 molecule.
Interestingly, at the insertion TS for substrate b1, CO2 shows no
clear preference to interact with the cesium centre (Fig. 2; see
also ESI, Fig. S9†), in contrast to other computational studies
predicting CO2–Cs interactions.16 However, for b2, a preference
for a weak CO2–Cs interaction is seen (ESI, Fig. S10†). The
reason may be that the Cs atom experiences stronger interac-
tions with the two phenyl rings of b1 than with the single
aromatic ring in b2, making additional CO2–Cs interactions
preferable for b2.

For boranes b1 and b2, the rate-limiting step of mechanism
C is the cleavage of the boron–carbon bond with overall barriers
of 34.0 kcal mol�1 for borane b1 (derived from trans-stilbene)
and 36.7 kcal mol�1 for b2 (derived from trans-b-methylstyrene).
Mechanism C is thus the preferred pathway for boranes b1 and
b2. The full energy prole for carboxylation of b1 via mecha-
nism C is shown in Fig. 3.

For borane b3 (derived from cyclohexene), the rate-limiting
step of mechanism C is the C–CO2 bond formation with an
overall barrier of 51.5 kcal mol�1, which is not feasible. The
lowest computed barrier for borane b3 is thus observed with
mechanism B (Fig. 3), which at 44.4 kcal mol�1 is not feasible at

Fig. 1 Computationally investigated boranes.

Scheme 3 Computed reaction mechanisms B and C.

Fig. 2 Optimized geometries for b1 (Mechanism C): the organo-
caesium intermediate i2 (left) and the C–CO2 bond formation TS (TSi2–
p1, right).

This journal is © The Royal Society of Chemistry 2019 Chem. Sci., 2019, 10, 10072–10078 | 10075
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the experimental temperature, in line with the experimentally
observed lack of reactivity of cyclohexene.

Our computational and experimental results are in good
agreement, indicating that the carboxylation of benzylic
boranes occurs via reaction mechanism C, which features an
organocaesium intermediate i2. The benzylic boranes b1 and b2
are able to stabilize the organocaesium intermediate i2 via
delocalization of the negative charge, and via cation–p inter-
actions between caesium and the aromatic substituents on the
organoborane. Similar Cs–p interactions have been observed in
related computational studies.17 The cost of forming i2 is only
7.4 kcal mol�1 for b1 and 12.7 kcal mol�1 for b2. The cyclohexyl
borane b3 lacks these stabilizing effects, resulting in a relative
energy of 37.2 kcal mol�1 for the i2 intermediate. We therefore
suggest that the stability of the organocaesium intermediate i2
is the factor determining the reactivity of olens in the CsF-
mediated hydrocarboxylation.

Conclusions

We report a CsF-mediated hydrocarboxylation of alkenes and
allenes proceeding via a hydroboration with 9-BBN followed by
a CsF-mediated carboxylation of the resulting organoboranes.
The caesium uoride-mediated carboxylation was effective for
in situ generated benzylic and allylic organoboranes derived
from stilbenes, b-substituted styrenes and allenes, providing
the corresponding carboxylic acids with good yields and excel-
lent regioselectivities. The developed methodology was
demonstrated at gram-scale and was used for the production of
commercial drugs. Computational studies indicate that

benzylic organoboranes are transformed to organocaesium
intermediates, which then undergo a nucleophilic attack on
CO2. Stabilisation of the organocaesium intermediate by the
aromatic substituent account for the observed selectivity
towards benzylic organoboranes.

Methods

Experimental and computational details are given in the ESI.†
The ESI includes experimental procedures and analytical data,
an example input for DLPNO-CCSD(T) calculations, computed
energies for the full reaction pathways for b1, b2 and b3, and
a comparison of computed C–CO2 TS structures. A separate xyz
le contains all optimized coordinates in a format that allows
easy visualization with Mercury.

General procedure for metal–free hydrocarboxylation of
stilbenes, b-substituted styrenes and allenes

Inside the glove box, a 45 mL pressure tube was charged with
the corresponding olen or allene (1.5 mmol), (9-BBN)2 (1
equiv. for olens or 0.7 equiv. for allenes) and dry DME (7 mL).
The ask was closed with a suitable cap, removed from the
glove box and heated to 70 �C (olen) or 50 �C (allene) for 24 h.
Aerwards, the pressure tube was transferred back to the glove
box. To the reaction mixture at 20 �C was added CsF (3 equiv.).
The pressure tube was closed with the cap and removed from
the glove box. Aerwards CO2 (120 mL) was added via
a syringe, which was followed by stirring of the reaction
mixture at 120 �C for 24 h. Next, the reaction mixture was

Fig. 3 Computed Gibbs free energy profile (kcal/mol; DLPNO-CCSD(T)//uB97XD) of the preferred reaction pathways, mechanism C for b1
(black solid line) and mechanism B for b3 (blue dashed line).
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diluted with 30 mL Et2O and transferred into a 500 mL sepa-
rating funnel. The resulting mixture was extracted with 30 mL
saturated basic (NaHCO3, 1 M KOH) solution (3 times). The
resulting basic solution was washed with 15 mL Et2O (once),
acidied (50–55 mL 6 M HCl) and extracted with 30 mL Et2O (3
times). The resulting solution of Et2O was distilled to dryness
to give the corresponding acid (in case of 5c the nal solution
of Et2O was dried using Na2SO4, which was followed by careful
evaporation of solvents).

Computational methods

Density functional theory (DFT) calculations were performed
with the uB97XD hybrid functional,18 as implemented in
Gaussian 16, Revision B.01.19 Geometries were optimized with
the SDD ECP and basis set for Cs and the 6-31+G* basis set for
all other elements. Initial guess structures for the transition
states were obtained through linear transit calculations and
through articial force induced reaction modelling (AFIR) as
implemented in GRRM.14 Solvation effects were included in the
nal geometry optimizations via the IEFPCM model (1,4-
dioxane). Explicit solvent molecules may bind to specic points
in the system, but we do not expect them to affect the overall
mechanistic picture,17 and because of this they were omitted
from the calculation. Vibrational, entropic, and temperature
corrections were computed at 393.15 Kelvin, with the same level
of theory as geometry optimizations. Electronic energies were
obtained with DLPNO-CCSD(T)20 using ORCA 4.1.1.21 The ZORA
operator as well as the basis sets SARC-ZORA-TZVPP (for Cs) and
ZORA-def2-QZVPP (all other elements) were employed. The nal
Gibbs free energies (DGDPLNO-CCSD(T)//uB97XD) in the main text
correspond to the DLPNO-CCSD(T) electronic energies
combined with the DFT-based vibrational, entropic and
temperature corrections, and the standard state (SS, 393.15 K)
conversion in case of a change in the number of moles:22

DGDPLNO-CCSD(T)//uB97XD ¼ DGuB97XD/IEFPCM � DEuB97XD/IEFPCM +
DEDPLNO-CCSD(T) + SS. All ORCA and Gaussian calculations were
performed on the Norwegian supercomputer Stallo at UiT,
whereas GRRM calculations were performed on the computer
cluster at ICIQ. More information on the computational details
and example inputs as well as additional DFT energies are given
in the ESI.†
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ABSTRACT: The copper-NHC-catalyzed carboxylation of organo-
boranes with CO2 was investigated using computational and
experimental methods. The DFT and DLPNO-CCSD(T) results
indicate that nonbenzylic substrates are converted via an inner-sphere
carboxylation of an organocopper intermediate, whereas benzylic
substrates may simultaneously proceed along both inner- and outer-
sphere CO2 insertion pathways. Interestingly, the computations predict
that two conceptually different carboxylation mechanisms are possible
for benzylic organoboranes, one being copper-catalyzed and one being
mediated by the reaction additive CsF. Our experimental evaluation of
the computed reactions confirms that carboxylation of nonbenzylic
substrates requires copper catalysis, whereas benzylic substrates can be carboxylated with and without copper.

■ INTRODUCTION

Carbon dioxide has significant potential as a carbon source for
chemical synthesis, because it is plentiful, readily available, and
cheap.1−7 In this function, CO2 could help replace fossil
carbon sources, such as crude oil or natural gas, thus reducing
the dependence on these finite resources. A challenge in this
approach is the relatively high chemical inertness of CO2,
resulting in the necessity for catalysts or reactive cosubstrates
for many reactions involving CO2. Nevertheless, CO2-based
synthesis pathways for a variety of products have been
developed, which can be classified into three categories: (i)
reactions selectively reducing CO2 to formic acid, CO,
methanol, or lower alkanes, (ii) reactions fixating CO2 through
carbon−carbon (C−C) bond formation to form e.g. carboxylic
acids, and (iii) reactions fixating CO2 through carbon−
heteroatom (C−X) bond formation, leading to cyclic
carbonates or carbamates.6−8

A Cu(I)-based system able to fixate CO2 through C−C
bond formation was published independently by Hou9 and
Sawamura10 in 2011 and improved upon by Skrydstrup,
Nielsen, and co-workers11 in 2017 (Scheme 1). The reaction

protocol involves two steps: first, a hydroboration with the 9-
borabicyclo[3.3.1]nonane dimer (9-BBN)2, and second, a
(1,10-phenanthroline)Cu(I)- or IPrCu(I)-catalyzed (IPr = 1,3-
bis(2,6-diisopropylphenyl)imidazol-2-ylidene) carboxylation of
the in situ formed organoborane with CO2 in the presence of a
base. Skrydstrup and co-workers employed the milder base
CsF instead of the strong alkoxides used by Sawamura or Hou,
expanding the scope of substrates to cyclic olefins, stilbenes, β-
substituted styrenes, and terminal acetylenes.9−11

We here set out to investigate the mechanistic details of the
Cu-NHC-catalyzed carboxylation of in situ formed organo-
boranes.11 To achieve this goal, we employed computational
methods, namely density functional theory (DFT) and
domain-based local pair natural orbital coupled cluster
(DLPNO-CCSD(T)). We were particularly interested to
establish if the CO2 molecule experiences activation from the
copper center during C−C bond formation (implying an
inner-sphere mechanism) or if an outer-sphere path with a free
CO2 molecule is preferred, as recently proposed by us for Rh-
catalyzed hydrocarboxylation.12 Further, it can be noted that
the Cu-catalyzed reaction reported by Skrydstrup, Nielsen, and
co-workers occurs in the presence of 3 equivalents of CsF,11

and we thus paid particular attention to the role of CsF in the
reaction mechanism, because we recently showed that it may
promote carboxylations.13 Different types of substrates were
investigated, involving both a benzylic and a nonbenzylic
organoborane, which here are shown to have different

Special Issue: Organometallic Chemistry for Enabling Carbon
Dioxide Utilization
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Scheme 1. Cu-Catalyzed Carboxylations Reported by Hou
(X = 70, Y = 24, Cu = CuCl, L = IPr, B = MeOLi, R″ = H),
Sawamura (X = 100, Y = 12, Cu = CuOAc, L = 1,10-phen, B
= KOtBu, R″ = H), and Skrydstrup (X = 120, Y = 16, Cu =
CuI, L = IPr, B = CsF, R″ = Alkyl)9−11
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mechanistic preferences. Our experiments support the
computational predictions.

■ COMPUTATIONAL AND EXPERIMENTAL DETAILS
Computational Model. All calculations were performed on the

full molecular systems without any truncations or symmetry
constraints. The two in situ formed organoboranes sub1 and sub2
(Figure 1) derived from cyclohexene R1 and trans-β-methylstyrene
R2, respectively, were used to investigate the reaction mechanism.
These substrates were chosen because they previously showed high
yields in experiments (R1, 94%; R2, 89%)11 while having different
electronic properties. For steps where CsF enters or leaves, the
reference structure for CsF was modeled as a dimer, Cs2F2. However,
as the exact nature of the CsF reference state under experimental
conditions (dioxane solvent, 120 °C) is not known, we also computed
the overall barriers with an alternative tetrameric reference state
(Cs4F4) for comparison (Table S1 and Scheme S1).
Computational Methods. Geometries were optimized using the

long-range corrected ωB97XD functional.14 This functional was
chosen on the basis of good results in recent benchmarks.15,16

Additional DFT calculations were performed using the PBE17,18 and
B3LYP19 functionals with the GD3BJ20 dispersion correction to assess
the robustness of the computed results (details are given in the
Supporting Information). The employed software was Gaussian16
B.01 for all DFT calculations.21 For optimizations, the basis set BS1
was used, which consists of the SDD basis for Cu and Cs as well as the
6-31+G* basis for all other elements. DFT single-point (SP) energies
were calculated at the BS2 level, using the same DFT functional as
used in optimizations. BS2 comprises the SDD basis for Cu and the
def2-TZVP basis for all other elements. Both BS1 and BS2 employed
the SDD ECPs for Cu and Cs. Solvation effects were included in
optimizations and SP calculations through the use of an IEFPCM
model of 1,4-dioxane.
In order to obtain accurate electronic energies beyond DFT, we

employed DLPNO-CCSD(T).22,23 This method is reported to have
an accuracy comparable to that of CCSD(T), while scaling
considerably better, allowing the treatment of large molecules with
high accuracy.24−26 The DLPNO-CCSD(T) SP energies were
calculated using the ωB97XD-based geometries obtained as described
above. The DLPNO-CCSD(T) method was used with the scalar-
relativistic ZORA operator and basis set BS3, consisting of the SARC-
ZORA-TZVPP basis for Cs and the minimally augmented ma-ZORA-
def2-TZVPP basis for all other elements. These calculations were
accelerated by using the RIJCOSX approximation27 employing the
auxiliary basis sets def2-TZVP/C and SARC/J. The employed
software for these calculations was ORCA 4.1.2.28 The final
DLPNO-CCSD(T) standard state Gibbs free energies (ΔGCCSD(T))
were obtained by applying the ωB97XD-based thermal, entropic, and
solvation corrections at 393.15 K (120 °C) and the BS1 level to the
SP DLPNO-CCSD(T) electronic energies. Unless explicitly stated
otherwise, the ΔGCCSD(T) energies are used for the discussion.

G G E

E

CCSD(T) B97XD,PCM,BS1 B97XD,Vac,BS1

CCSD(T),Vac,BS3

Δ = Δ − Δ

+ Δ
ω ω

(1)

Final DFT standard state Gibbs free energies were obtained similarly
by applying the BS1 thermal and entropic corrections (393.15 K) to
the SP DFT energies calculated at the BS2 level:

G G E EDFT DFT,PCM,BS1 DFT,PCM,BS1 DFT,PCM,BS2Δ = Δ − Δ + Δ
(2)

All energies correspond to a 1 atm standard state.
Experimental Methods. Commercially available starting materi-

als, reagents, catalysts, and anhydrous and degassed solvents were
used without further purification. Thin-layer chromatography was
carried out using Merck TLC silica gel 60 F254 and visualized by short-
wavelength ultraviolet light or by treatment with potassium
permanganate (KMnO4) stain. 1H and 13C NMR spectra were
recorded on a Bruker Avance 400 MHz spectrometer at 20 °C. All 1H
NMR spectra are reported in parts per million (ppm) downfield of
TMS and were measured relative to the signals for CHCl3 (7.26
ppm). All 13C NMR spectra were reported in ppm relative to residual
CDCl3 (77.20 ppm) and were obtained with 1H decoupling. Coupling
constants, J, are reported in hertz (Hz). High-resolution mass spectra
(HRMS) were recorded from methanol solutions on an LTQ
Orbitrap XL instrument (Thermo Scientific) in negative electrospray
ionization (ESI) mode. Melting points were measured using a Stuart
SMP50 automatic melting point detector.

General Procedure for Cu-Catalyzed/Cu-Free Hydrocarbox-
ylation. Inside a glovebox, a 45 mL pressure tube was charged with
the corresponding olefin (1.7 mmol), (9-BBN)2 (1 equiv), and dry
dioxane (4 mL (Cu-catalyzed), 6 mL (Cu-free)). The flask was closed
with a suitable cap, removed from the glovebox, and heated to 65 °C
for 16 h. Afterward, the pressure tube was transferred back to the
glovebox. To the reaction mixture at 20 °C was added CsF (3 equiv)
and, in the case of Cu-catalyzed reactions, a solution of the catalyst (a
mixture of CuI (5 mol %), IPrHCl (6 mol %), and NaOtBu (6 mol
%) in dry dioxane (3 mL) stirred at 20 °C for 30 min before use). The
pressure tube was closed with a cap and removed from the glovebox.
Afterward, CO2 (120 mL) was added via a syringe, followed by
stirring the reaction mixture at 120 °C for 16 h. Next, the reaction
mixture was diluted with 30 mL of Et2O and transferred into a 500
mL separating funnel. The resulting mixture was extracted with 30 mL
of saturated basic (NaHCO3) solution (three times). The resulting
basic solution was washed with 15 mL of Et2O (once), acidified (50−
55 mL 6 M HCl), and extracted with 30 mL of Et2O (three times).
The resulting solution of Et2O was distilled to dryness to give the
corresponding acid.

■ RESULTS AND DISCUSSION
Cu(I)-Catalyzed Conversion of sub1. We initiated our

investigation of the copper-catalyzed carboxylation of organo-
boranes from the mechanism proposed by Skrydstrup, Nielsen,
and co-workers.11 Their schematic proposal suggests a
transmetalation of I-Cu-IPr with CsF to form the active
species F-Cu-IPr, which reacts with the organoborane to give a
Cu-alkyl intermediate, followed by insertion of CO2. Our
computational results indicate that such a mechanism is
feasible for the cyclohexene-derived organoborane sub1,
although our data suggest some modifications to the original
proposal, with the obtained mechanism shown in Scheme 2.

Figure 1. The two investigated organoboranes sub1 (derived from cyclohexene R1) and sub2 (derived from trans-β-methylstyrene R2) as well as
the NHC ligand used, IPr.
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We will refer to this mechanism as A, with the computed Gibbs
free energy profile for sub1 shown in Figure 2.
The computed pathway A starts with a nucleophilic attack of

the fluoride ligand of the active species (F-Cu-IPr) at the
boron atom of the substrate. The corresponding transition
state (TS1‑2a) has a barrier of 16.8 kcal/mol relative to 1 and is
characterized by a partial transfer of the fluoride from copper
to boron. At the intermediate 2a, the fluoride is bridging
between boron and the metal center. The energy of this
intermediate is 7.2 kcal/mol. In the following step, a concerted
rearrangement leads to the formation of the Cu-alkyl
intermediate 3a, concomitant with release of (9-BBN)-F.
This step has a barrier of 22.8 kcal/mol and can be viewed as a
transmetalation, with the cyclic TS (TS2a‑3a, Figure 3)
composed of copper, boron, and the reactive carbon. When

this TS is reached, the fluoride is already fully transferred to
boron. A separate TS for fluoride transfer could not be
identified. The formed Cu-alkyl intermediate 3a has a relative
energy of 0.4 kcal/mol, making it relatively stable. 3a can then
insert a CO2 molecule via TS3a‑4a. Several TSs were identified
for this step, which can be classified as inner or outer-sphere,
depending on the presence of Cu−CO2 interactions at the
transition state. With a computed barrier of 31.9 kcal/mol, the
inner-sphere TS is clearly preferred for sub1, in comparison to
the outer-sphere TS with a barrier of 39.6 kcal/mol (Figure 4).
The energies obtained with different DFT functionals
(ωB97XD, PBE-D3BJ, B3LYP-D3BJ) provide the same clear
preference for an inner-sphere attack (Table S2 in the
Supporting Information). This result is in line with the
inner-sphere mechanism predicted for carboxylation of non-
benzylic Csp

3 carbons with Rh complexes,30−32 but it is in
contrast to computational work on Ni- and Pd-mediated
carboxylations, supporting outer-sphere pathways for non-
benzylic Csp

3 carbons.32−34 In our computations, the CO2
insertion step is rate-limiting. The formed intermediate 4a has
a relative energy of −11.3 kcal/mol. The final step of the
catalytic cycle is the transmetalation of 4a with CsF to
regenerate the active species F-Cu-IPr and form the product 5
(relative energy of −15.0 kcal/mol). No TS for this
transmetalation could be located. The overall barrier of 31.9
kcal/mol for the Cu(I)-IPr-catalyzed carboxylation of sub1 via

Scheme 2. Computed Catalytic Cycle for the Copper-NHC-
Catalyzed Carboxylation of Organoboranes, Based on Our
Work Here and the Proposed Mechanism by Skrydstrup,
Nielsen, and Co-workersa,11

aThe “B” in a blue circle denotes 9-BBN.

Figure 2. Computed Gibbs free energy profile (kcal/mol) of the Cu(I)-catalyzed path A for sub1 (red) and sub2 (blue). The “B” in a blue circle
denotes 9-BBN, and L denotes IPr.

Figure 3. Optimized geometry of TS2a‑3a for sub1. Distances are in Å.
The NHC ligand (IPr) is transparent for clarity. Color code for this
and subsequent figures: C, gray; H, white; N, blue; B, pink; F, green;
O, red.
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path A is feasible at the experimental temperature of 393 K (on
the basis of the discussion by Baik and co-workers,35 a barrier

of up to ∼33.2 kcal/mol should be viable). It can be noted that
path A for Csp

3 carboxylation of the nonbenzylic organoborane
sub1 is similar to the reported mechanism for Cu-NHC-
catalyzed Csp

2 carboxylation of arylboronate esters,36 although
the involvement of CsF here, instead of KOtBu, provides some
differences with respect to the formed intermediates and
products.

Cu(I)-Catalyzed Conversion of sub2. The computed
steps for the Cu-IPr-catalyzed carboxylation of the trans-β-
methylstyrene-derived borane sub2 are essentially as for sub1,

Figure 4. Optimized geometries of the inner- and outer-sphere TS for CO2 insertion (TS3a‑4a) with the nonbenzylic substrate sub1. Distances are
in Å. The IPr ligand is transparent for clarity. Color code as in Figure 3.

Figure 5. Optimized geometries for the inner- and outer-sphere TS for CO2 insertion (TS3a‑4a) with the benzylic substrate sub2. Distances are in Å,
and energies are relative to 1. The IPr ligand is transparent for clarity. Color code as in Figure 3.

Table 1. Computed Overall Standard State Gibbs Free Energy Barriers (kcal/mol, 323 K) for the Cu-Catalyzed Pathway A and
CsF-Mediated Pathway B Obtained at Different Levels of Theory

substrate method solvation model path A path B ΔΔG(A−B)

sub1 DLPNO-CCSD(T) PCM 31.9 53.3 −21.4
sub1 DLPNO-CCSD(T) PCM+Explicit 31.9 47.7 −15.5
sub1 ωB97XD PCM 33.6 53.9 −20.3
sub1 ωB97XD PCM+Explicit 33.6 48.6 −15.0
sub1 PBE-GD3BJ PCM 26.4 49.6a −23.2
sub1 B3LYP-GD3BJ PCM 29.9 50.5a −20.6
sub2 DLPNO-CCSD(T) PCM 36.2 37.0 −0.8
sub2 DLPNO-CCSD(T) PCM+Explicit 39.2 38.6 0.6
sub2 ωB97XD PCM 40.4 36.4 4.0
sub2 ωB97XD PCM+Explicit 40.6 35.6 5.0
sub2 PBE-GD3BJ PCM 25.6 29.6a −4.0
sub2 B3LYP-GD3BJ PCM 29.8 28.9a 0.9

aEnergies based on SP calculations on the ωB97XD structures (TS3b‑5), as reoptimization at the given level was unsuccessful.

Scheme 3. Our Proposed Mechanism for the CsF-Mediated
Carboxylation of Benzylic Organoboranes
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with the Gibbs free energy profile shown in Figure 2. However,
there are two major differences. First, for the CO2 insertion
TS, the inner- and outer-sphere conformers are only 0.3 kcal/
mol apart (TS3a-4a, Figure 5). This indicates that, for benzylic
carbons, a Cu-NHC-catalyzed carboxylation may operate via
both inner- and outer-sphere pathways. The DFT-based
energies also support this conclusion (Tables S2 and S3 in
the Supporting Information). It can be noted that a recent
study on Cu-NHC-mediated boracarboxylation of alkenes
reported an inner-sphere TS for carboxylation of a benzylic
Csp

3 carbon;37 however, it is unclear if the outer-sphere path
was evaluated. For Rh-mediated carboxylations, we have earlier
observed a very strong preference for outer-sphere pathways
for benzylic substrates.12 Second, sub2 features a different
resting state in comparison to sub1, which is greatly
influencing the rate-limiting barrier. Our calculations predict
that the complexation of sub2 with the reaction additive CsF
leads to an energetically low-lying species (2b), −9.3 kcal/mol
below 1. This raises the rate-limiting barrier for CO2 insertion
from 29.5 kcal/mol to 36.2 kcal/mol for sub2, which appears
slightly above a feasible barrier limit at the experimental
temperature (∼33.2 kcal/mol, vide supra). It can be noted that
the barrier of this step is dependent on which CsF reference
state is employed in calculations. If the reference state is Cs4F4
instead of Cs2F2, the barrier for TS3a‑4a is reduced from 36.2 to
33.5 kcal/mol (see Table S1 in the Supporting Information).
Thus, there is an uncertainty in the carboxylation barrier for
sub2 with mechanism A, which is further discussed below

(Table 1). For sub1, a similar CsF−substrate adduct 2b can
also be optimized (Figure 2), but it is not lower in energy than
1 and therefore does not influence the rate-limiting barrier for
sub1.
We proceeded to explore if a variant of pathway A, with a

transmetalation of the alkyl to copper occurring directly from
the CsF−sub2 adduct 2b, may provide lower barriers.
However, this pathway showed unfeasible barriers of at least
47 kcal/mol for sub2 (Table S4 in the Supporting
Information). The adduct 2b is thus not expected to be
reactive, and it needs to dissociate prior to Cu-catalyzed
transmetalation of sub2.

CsF-Mediated Carboxylation. We recently showed that
CsF can mediate the carboxylation of benzylic boranes.13 As
the reaction conditions (Scheme 1) of the copper system
involves addition of 3 equiv of CsF, we proceeded to explore if
the additive could be the carboxylating agent. Setting out from
the low-lying 2b adduct, a possible carboxylation pathway
involving a organocaesium species 3b may exist, as shown in
our previous work.13 This pathway will be referred to as path B
and is shown in Scheme 3, while the corresponding computed
Gibbs free energy profile is shown in Figure 6. This pathway is
of no importance for sub1, for which we compute a rate-
limiting barrier of 53.3 kcal/mol (Figure 6). However, for sub2
the rate-limiting barrier computed for the CsF-mediated
carboxylation path B is 37.0 kcal/mol (Figure 6), indicating
that it is equally likely to occur as the copper-catalyzed
pathway A (36.2 kcal/mol, Figure 2). It needs to be mentioned
here that the TS for the rate-limiting step of path B (TS2b‑3b)
shows only a small imaginary frequency of 16i to 35i cm−1 with
the different DFT functionals, making both its optimization
and its interpretation challenging.38 However, a displacement
of the TS geometry along the intrinsic reaction coordinate
(IRC) supports that TS2b‑3b indeed is linking 2b and 3b,
implying that the small imaginary frequency may be an
inherent feature of this TS.

Explicit Solvation Effect. All calculations presented above
(Figures 2 and 6) were performed with an implicit IEFPCM
model to obtain an approximate estimate of the effect of the
solvent (1,4-dioxane) on the reaction geometries and energies.
This is a standard approach in computational chemistry;
however, it does not take into account the effect that explicit
solvent may have. We here recomputed paths A and B with
one explicit 1,4-dioxane molecule added as a ligand to the Cs-

Figure 6. Computed Gibbs free energy profile (kcal/mol) of the CsF-mediated pathway B for the two substrates sub1 (red) and sub2 (blue). The
“B” in a blue circle denotes 9-BBN.

Figure 7. CO2 insertion TS (TS3b‑5) for sub2 via path B in the
presence of a 1,4-dioxane molecule. Color code as in Figure 3.
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containing species (Figure 7). For the different computational
protocols, the computed barriers (Tables S5 and S6 in the
Supporting Information) are either identical or change by a
maximum of 3 kcal/mol relative to the energies obtained with
the implicit solvent model. In particular, we find that the
involvement of explicit solvent does not change the proposed
mechanistic preferences of sub1 (preferably path A) or sub2
(paths A and B equally likely with DLPNO-CCSD(T)).
Discussion of the Computed Barriers. Table 1 shows

the computed overall barriers at 323 K for the Cu-catalyzed
pathway A and the CsF-mediated pathway B for sub1 and
sub2 obtained with different levels of theory.
For sub1, it can be seen that the different computational

protocols predict barriers that vary by up to 7.2 kcal/mol.
However, all methods predict that the preferred pathway is A,
which has a feasible barrier close to the discussed threshold of
33.2 kcal/mol at 323 K35 for all electronic structure methods
(DLPNO-CCSD(T), ωB97XD, PBE-D3BJ, B3LYP-D3BJ) and
molecular models (with/without 1,4-dioxane) tested here.
Instead, for path B, all methods and models predict a barrier
above 47 kcal/mol for sub1. This strongly indicates that Cu
catalysis via path A is viable for sub1, whereas the CsF-
mediated path B is excluded.
For sub2, the different protocols predict barriers that vary by

up to 15 kcal/mol (Table 1). This large variation cannot be
explained definitely, but one possibility is that the stability of
the predicted resting state of sub2 (the low-lying CsF−
substrate adduct 2b) may be described rather differently by the
different methods. This state is not involved in the reactivity of
sub1, where smaller energetic variations between the computa-
tional protocols are observed. The results for sub2 show a
trend, where the computed barriers for both path A and B are
consistently below 33 kcal/mol with B3LYP-D3BJ or PBE-

D3BJ but consistently above 33 kcal/mol with DLPNO-
CCSD(T) or ωB97XD. Although the results indicate that both
paths A and B may be equally likely to occur for sub2, a clear
conclusion regarding their feasibility cannot be made. An
important point in this analysis is the expected accuracy of the
computed values. Absolute barriers obtained with DFT may
have an error of more than 5 kcal/mol,29 and also for DLPNO-
CCSD(T), a recent benchmark showed an average deviation of
more than 7 kcal/mol between experimental and computed
dissociation energies,39 with the origin of the error being
unknown. A conclusion on the feasibility of paths A and B for
sub2 thus cannot be made from computations alone. We
therefore proceeded to perform experimental tests.

Experimental Evaluation. A possible prediction derived
from our computational work is that sub1 will only work under
Cu-catalysis (path A), whereas sub2 may be converted either
with Cu-catalysis (path A) or via a CsF-mediated path (path
B). We tested this hypothesis by redoing the experiment in
Scheme 1 with the two alkenes cyclohexene (R1; the precursor
of organoborane sub1) and trans-β-methylstyrene (R2; the
precursor of organoborane sub2), with or without Cu-IPr
added to the reaction mixture (Scheme 4). For cyclohexene,
the reaction gives 0% yield in the absence of copper but 73%
yield in the presence of copper. This is in excellent agreement
with the computed barriers, predicting that Cu-catalysis is
essential for sub1 (Table 1). For this substrate, the results for
path A indicate that the CsF additive only seems to be
important for the transmetalation step allowing reformation of
the active IPr-Cu-F species but it should not be involved in the
CO2 insertion.
In contrast, the sub2 precursor trans-β-methylstyrene is

converted to the carboxylic acid with and without copper
added to the reaction mixture, providing 84% and 91% yields,

Scheme 4. Experimental Conditions and Yields for Cu-Catalyzed and CsF-Mediated Carboxylation of Cyclohexene and trans-
β-Methylstyrene
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respectively (Scheme 4). The higher yield in the absence of
copper may be attributed to a decarboxylation reaction
mediated by the copper complex.13 The experimental results
support the prediction that conversion of sub2 can occur in the
absence of copper, indicating that path B may be operative. In
the presence of both copper and CsF, it cannot be determined
which pathway occurs for sub2, but on the basis of our
computations indicating similar barriers for the copper-
catalyzed path A and the CsF-mediated path B (Table 1),
we predict that both occur simultaneously.

■ CONCLUSIONS
We have investigated the Cu-NHC-catalyzed carboxylation of
cyclohexene and trans-β-methylstyrene using DFT and
DLPNO-CCSD(T). Several interesting conclusions can be
drawn. First, a main conclusion is that nonbenzylic organo-
boranes such as sub1 require copper for successful CO2
insertion, whereas for the benzylic organoborane sub2, the
copper-catalyzed reaction and the CsF-mediated carboxylation
path appear equally accessible. This behavior is consistent for
different computational protocols and models. Our exper-
imental testing verified the need for copper for sub1 but
showed good carboxylation of the benzylic carbon in sub2 in
the absence of copper.
Second, an analysis of the involved transition states shows

that nonbenzylic Csp
3 substrates prefer an inner-sphere

carboxylation (where CO2 exhibits interactions with the
metal center), whereas the benzylic Csp

3 species can proceed
along both inner- and outer-sphere routes for CO2 insertion. A
clear consensus regarding inner- versus outer-sphere mecha-
nism for C−CO2 bond formation is currently not available
from the literature. Both inner and outer have been predicted
for metal-coordinated Csp

3 carbons,12,30−34,37 although some-
times only one alternative appears to have been studied
computationally. The intimate details of the CO2 insertion step
are of particular interest for developing enantioselective
carboxylations, where the inner and outer pathways would
give opposite configurations. Our conclusions that both CO2
insertion modes may occur simultaneously in Cu-IPr-based
carboxylations of benzylic carbons indicate that attempts to
develop an asymmetric variant of this type of reactions are
unlikely to succeed. More investigations regarding the effect of
the metal catalyst and substrate on the preferred CO2 insertion
mode are in progress in our laboratory.
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ABSTRACT: Although the catalytic carboxylation of unactivated alkyl electrophiles has reached remarkable levels of sophistication,
the intermediacy of (phenanthroline)Ni(I)−alkyl speciescomplexes proposed in numerous Ni-catalyzed reductive cross-coupling
reactionshas been subject to speculation. Herein we report the synthesis of such elusive (phenanthroline)Ni(I) species and their
reactivity with CO2, allowing us to address a long-standing question related to Ni-catalyzed carboxylation reactions.

Over the past decade, Ni-catalyzed reductive carboxylation
reactions involving organic (pseudo)halides and carbon

dioxide have received considerable attention as methodologies
for the preparation of many synthetically useful carboxylic
acids.1 Among the wide variety of Ni-catalyzed reductive
carboxylation reactions developed to date, the carboxylation of
unactivated alkyl (pseudo)halides possessing β-hydrogens was
found to be particularly challenging.2 This is likely due to the
propensity of the alkylnickel intermediates that are formed via
C(sp3)−X scission (X = Br, Cl, OSO2R) to undergo
unproductive reduction, β-hydride elimination, and homocou-
pling reactions.3 Although nickel catalysts supported by
(di)phosphine or N-heterocyclic carbene ligands are routinely
employed in a myriad of Ni-catalyzed C−C and C−heteroatom
bond-forming reactions,4 only finely tuned 1,10-phenanthroline
derivativesphen ligandshave enabled the carboxylation of
unactivated alkyl electrophiles either at the initial C(sp3)−X site
or at remote C(sp3)−H bonds via chain-walking of the Ni
catalyst along the alkyl side chain (Scheme 1).2,5 Furthermore, a
careful analysis of the literature indicates that phen ligands are
also crucial for a wide number of Ni-catalyzed cross-couplings of
unactivated alkyl halides, indicating that the importance of these
ligands extends beyond carboxylation reactions.4,6

Despite significant advances in methodology design, the
mechanism of the Ni-catalyzed reductive carboxylation of
unactivated alkyl (pseudo)halides with CO2 is poorly under-
stood. At present, our knowledge is primarily based on studies
using aryl (pseudo)halide substrates. These suggest that CO2
insertion at a (phen)Ni(I)−alkyl complex is a crucial elementary
step (Scheme 2, left).7,8 However, it is worth noting that no

(phen)Ni(I)−alkyl complexes have been structurally charac-
terized or even observed spectroscopically, probably because of
the fleeting nature and high reactivity of these paramagnetic
species.9 Elegant efforts toward this goal were recently described
by Diao, and cultimated in the synthesis of (diphosphine)Ni-
(I)−alkyl complexes and investigations into their reactivity with
CO2.

10,11 Unfortunately, diphosphine ligands have not been
shown to facilitate the Ni-catalyzed carboxylation of unactivated
alkyl (pseudo)halides (Scheme 1).2,12 Therefore, a study aimed
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Scheme 1. Carboxylation of Unactivated Alkyl Electrophiles

Scheme 2. Proposed Reductive CarboxylationMechanism via
CO2 Insertion at Phen-Ligated Ni(I)−Alkyl Species
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at preparing well-defined Ni(I)−alkyl complexes bearing
catalytically relevant phen ligands would represent (a) an
opportunity to study the reactivity of elusive Ni(I)−alkyl
complexes supported by nitrogen-donor ligands, (b) a
foundation for investigating the mechanistic intricacies of
catalytic reductive carboxylation reactions, and (c) a starting
point for understanding the speciation of Ni catalysts supported
by phen ligands in related cross-coupling and chain-walking
reactions.4 Herein we report the realization of these goals
through the synthesis and isolation of Ni(I)−alkyl complexes
bearing phen ligands, which has enabled us to obtain
experimental evidence for rapid CO2 insertion at Ni(I)−carbon
bonds (Scheme 2, right). These results not only shed light on a
long-speculated mechanistic step but also support efforts to
exploit and expand the reactivity of (phen)Ni(I)−alkyl
intermediates through photoredox or electrochemical method-
ologies.2a,b,4,13

Our study began by establishing a route to Ni(I)−halide
complexes bearing phen ligands L1 or L2. The choice of these
ligands was not arbitrary, as substituents adjacent to the nitrogen
donor atoms are critical in Ni-catalyzed reductive carboxylation
reactions of unactivated alkyl (pseudo)halides.2 Steric shielding
by the bulky mesityl substituents of L1may help to stabilize our
targeted Ni(I)−alkyl complexes, which are likely highly
reactive.9,14 Additionally, L2 is employed in the Ni-catalyzed
chain-walking carboxylation of alkyl bromides.2c We envisioned
that (L)Ni(I)−alkyl species could be accessed by alkylation of
inner-sphere Ni(I)−halide complexes with an appropriate
organometallic reagent. However, at the outset of our
investigations, it was unclear whether an inner-sphere (L)Ni-
(I)−halide precursor could be obtained, as the most closely
related reported species bearing a phen ligand was the outer-
sphere halide complex [Ni(L)2]Cl, formed via oxidation of
Ni(0)L2 (L = 2,9-dimethylphen) with AgCl.8,14,16 In order to
avoid the synthesis of Ni(0)L2 complexes and the purification
steps required to remove oxidation byproducts, we hypothesized

that inner sphere (L)Ni(I)X (X = Br, Cl) might be obtained via
comproportionation of (L)NiX2 with [Ni(COD)2] in the
presence of 1 equiv of bulky L.15,16 This was indeed the case,
and deep-blue (L)Ni(I)X species were obtained in high yields
(Figure 1, left). The presence of the inner-sphere halide ligand
was confirmed by X-ray crystallographic analysis of 1-Cl and 2-
Cl. In addition, the axial electron paramagnetic resonance
(EPR) spectra of the four (L)Ni(I)X complexes at 77 K support
the presence of a Ni-centered radical. These results are
noteworthy, as they represent examples of Ni(I) complexes
bearing phen ligands with the halide directly coordinated to the
Ni center.16,17 With a reliable route to (L1,L2)Ni(I)X in hand,
we turned our attention to accessing the targeted Ni(I)−alkyl
complexes via alkylation. An initial survey of the stability of the
resulting Ni(I)−alkyl products was carried out by monitoring
these reactions using EPR spectroscopy. As expected, the choice
of alkyl group, reaction temperature, and ligand employed all
influenced the reaction outcome. For example, reactions with
EtMgBr and MeMgCl resulted in negligible amounts of new
metal-centered radicals, if any. Analysis of these reactions by 1H
NMR spectroscopy indicated the presence of Ni(0)Ln
complexes, suggesting decomposition pathways arising from β-
hydride elimination, reduction, and/or homolytic cleavage.18

Gratifyingly, the reactions of 1-Br and 2-Br with neo-
pentylMgBr resulted in new rhombic EPR spectra, suggesting
that the desired alkylation may have taken place.19 Low-
temperature crystallization (−35 °C, Et2O/pentane) furnished
deep-green crystals suitable for X-ray diffraction, allowing us to
identify three-coordinate [(L1)Ni(I)CH2tBu] (3) (Figure 1,
right). Density functional theory (DFT) calculations support
the Ni(I) description, with one unpaired electron centered on
Ni (Figures 1 and S33). The synthesis of 3 is particularly
noteworthy: to the best of our knowledge, it is the f irst Ni(I)−
alkyl complex to be obtained with a catalytically relevant phen
ligand. The Ni−C bond distance of 1.961(3) Å is similar to that
of Ni(I) complexes bearing phosphine or NHC ligands.10,20 The

Figure 1. (top) Synthesis of Ni(I)−X and Ni(I)−alkyl complexes. aYield determined by EPR spectroscopy against Cu(II) standards. All other yields
are isolated yields (0.010 mmol scale for 3). (bottom left and center) X-ray structures with thermal ellipsoids drawn at the 50% probability level (see
the Supporting Information for details). Selected distances (Å) and angles (deg): 1-Cl: Ni1−Cl1 2.1064(6), N1−Ni1−Cl1 140.24(6), N2−Ni1−Cl1
136.32(6). 2-Cl: Ni−Cl1 2.1417(9), N1−Ni−Cl1 133.80(8), N2−Ni−Cl1 142.61(9). 3: Ni−C1 1.961(3), N1−Ni−C1 156.74(14), C1−Ni−N2
114.25(13). (bottom right) Calculated spin-density plot of 3 with a spin population of 0.94 on Ni (PBE-D3BJ/def2-TZVP, isovalue = 0.01; Figure
S33).
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Ni coordination plane is offset by ca. 23° from the mean plane
through L1, presumably because of the steric bulk of the
neopentyl ligand. Interestingly, the N−Ni−C angles in 3 are
114.25(13)° and 156.74(14)°. The distortion of 3 to this T-
shaped geometry is similar to that observed in a related
diphosphine species [(dtbpe)Ni(CH2tBu)] (dtbpe = 1,2-bis(di-
tert-butylphosphino)ethane) (110.97(8)° and 157.82(8)°).20a

This geometry is electronically favored for a range of three-
coordinate Ni(I) complexes and differs from the Y-shaped
geometry of 1-Cl and 2-Cl.21,22We propose that the geometry of
the latter complexes is due to the π-donating nature of the
chloride ligand, which has been shown to favor Y-shaped
complexes.22 Alkylation of 2-Br at low temperature gave
[(L2)Ni(I)CH2tBu] (4) in 57% yield as estimated by EPR
spectroscopy against a Cu(II) standard. Unfortunately, the
thermal instability of 4 prevented its isolation or characterization
by X-ray diffraction.
Next, we turned our attention to an investigation of CO2

insertion into the Ni(I)−C bond en route to Ni(I) carboxylate
complexes, proposed to be the key elementary step in the
catalytic carboxylation of alkyl (pseudo)halides (Figure 2).7,8

Prior to these insertion experiments, however, an anion
metathesis reaction between 1-Cl and tBuCH2CO2K was
performed to obtain reference EPR and IR spectra of the
proposed CO2 insertion product (Figure 2, left). Gratifyingly,
spectroscopic analysis of the reaction mixture showed the
formation of a complex distinct from both 3 and 1-Cl and
supported the formation of Ni(I)−carboxylate complex 5. For
example, the band in the IR spectrum at 1543 cm−1 is suggestive
of a νasym carboxylate stretch.23 Furthermore, although repeated
attempts to crystallize 5 did not provide crystals suitable for X-
ray diffraction, the observed stretching frequency combined with
the absence of signals between 1200 and 1400 cm−1 suggests κ2

coordination of the carboxylate to the Ni(I) center.23a This was
supported by DFT calculations that suggested a pseudotetrahe-
dral geometry for 5 (Figure 3, right) with a computed stretching
frequency of 1484 cm−1 (Figure S36). With these results in
hand, we next investigated the reaction between 3 and CO2 (1
bar) at −60 °C (Figure 2, right). Analysis by EPR spectroscopy
(77 K) showed the disappearance of the rhombic signal of 3 and
the appearance of a new pseudoaxial signal with gx, gy > gz that
very closely resembles the spectrum of 5 (Figure 2, center).

Figure 2.CO2 insertion at Ni(I). (top) Anion metathesis reaction (left) and CO2 insertion into 3 (right). (bottom) Changes in the 77 K X-band EPR
spectra of 1-Cl (left, gx = 2.084, gy = 2.119, gz = 2.461) after anion metathesis and after CO2 insertion at 3 (right, gx = 2.065, gy = 2.145, gz = 2.519) to
form 5 (center, gx = 2.299, gy = 2.272, gz = 2.064).

Figure 3. Optimized TS geometries for inner-sphere vs outer-sphere CO2 insertion and the optimized geometry of 5 (PBE-D3BJ/def2-TZVP/
IEFPCM, H atoms omitted, distances in Å, energies in kcal mol−1 relative to 3 + free CO2, 298.15 K).
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Importantly, comparison of the IR spectrum of the product of
direct CO2 insertion with that of the anion metathesis product
showed an identical νasym carboxylate stretch at 1543 cm−1.
Particularly illustrative was the disappearance of this signal and
the appearance of new signals at lower wavenumber when the
reaction was performed with 13CO2, providing evidence that 5
was formed via CO2 insertion into the Ni(I)−C bond.
Calculations predicted a 34 cm−1 shift to lower wavenumbers
upon incorporation of 13C, consistent with the observed shift of
38 cm−1 to a band at 1505 cm−1 (Figures S18 and S37).
Insertion was also corroborated indirectly by quenching in situ-
generated 5 with dilute HCl and observing a 52% yield of tert-
butylacetic acid (Scheme 3, top). These observations are

consistent with DFT calculations indicating facile CO2 insertion
into the Ni(I)−C bond of 3 with a free energy barrier of 7.7 kcal
mol−1 relative to 3 and free CO2 (Figure 3, middle). The
calculations argue against the formation of a stable Ni−CO2
adduct before insertion (Figure S38), with interactions between
Ni and CO2 first becoming significant at the carboxylation
transition state (TS), where CO2 is significantly bent (137°) and
interacts with Ni in a η2(C,O) fashion (Figure 3, center).
Notably, an alternative outer-sphere insertion where CO2 does
not interact with Ni in the transition state is predicted to have a
barrier of 22.7 kcal mol−1, a 15.0 kcal mol−1 penalty compared to
the inner-sphere pathway (Figure 3, center).24 Although an
inner-sphere pathway has been calculated for the Ni/PCp3-
catalyzed reductive carboxylation of benzyl halides,25 our data
contrast with the outer-sphere pathway suggested for
(Xantphos)Ni(I)−methyl and (PCP pincer)Ni(II)−methyl
complexes.9,11 While one might argue that the bulky neopentyl
group in 3 disfavors an outer-sphere pathway, we note that the
inner-sphere pathway at the less sterically encumbered [(L1)-
Ni(I)Me] was still found to be favored computationally by 6.6
kcal mol−1 (Figure S39). This finding is important, as it supports
the notion that the ancillary ligand can influence the mechanism
of CO2 insertion.

24,26

Given the relevance of L2 in Ni-catalyzed carboxylation
reactions, CO2 insertion at 4 was also studied. Although the
sensitivity of 4 prevented workup to remove MgBr2 (the
byproduct obtained by reacting (L2)Ni(I)Br with 1 equiv of
neopentylMgBr), a 50% yield of tert-butylacetic acid was
obtained upon exposure of a cold solution of 4 to CO2 (1
bar) and then to dilute HCl (Scheme 3, bottom). Interestingly,
this reaction mixture rapidly turned blue upon CO2 addition,
and only 2-Br was observed by EPR spectroscopy. This
suggested that the L2 carboxylate complex [(L2)Ni(I)-
O2CCH2tBu] (6) resulting from CO2 insertion at Ni(I)

underwent halide exchange with MgBr2 to form blue 2-Br.
This was confirmed by the addition of MgBr2 to salt-free 5.
Given the wide number of Ni-catalyzed reductive coupling
reactions that employ MgX2 (X = Br, Cl) additives,27 the
formation of 2-Br from in situ-generated 6 provides support for
the formation of Ni(I) halide complexes prior to reduction to
the propagating Ni(0)Ln species.

28

In conclusion, we have investigated the synthesis and CO2
insertion reactivity of Ni(I)−alkyl complexes bearing catalyti-
cally relevant phen ligands. We have obtained experimental
evidence for the rapid insertion of CO2 into Ni(I)−C bonds, a
long-presumed elementary step in the reductive carboxylation of
alkyl (pseudo)halides. Given the widespread use of phen ligands
in Ni-catalyzed reactions, these results are expected to guide new
investigations into the catalytic relevance of Ni(I)−alkyl
complexes. Further investigations along these lines are currently
underway in our laboratories.
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(7) (a) García-Loṕez, D.; Pavlovic, L.; Hopmann, K. H. To Bind or
Not to Bind: Mechanistic Insights into C−CO2 Bond Formation with
Late Transition Metals. Organometallics 2020, 39, 1339. (b) Obst, M.;
Pavlovic, L.; Hopmann, K. H. Carbon-Carbon Bonds with CO2:
Insights from Computational Studies. J. Organomet. Chem. 2018, 864,
115.
(8) Somerville, R. J.; Martin, R. Relevance of Ni(I) in Catalytic
Carboxylation Reactions. In Nickel Catalysis in Organic Synthesis;
Ogoshi, S., Ed.; Wiley, 2019; pp 285−330.
(9) For a recent example of Ni(I)−aryl complexes bearing N-donor
ligands, see: Mohadjer Beromi, M.; Brudvig, G. W.; Hazari, N.; Lant, H.
M. C.; Mercado, B. Q. Synthesis and Reactivity of Paramagnetic
Polypyridyl Ni Complexes Relevant to C(Sp2)−C(Sp3) Coupling
Reactions. Angew. Chem., Int. Ed. 2019, 58, 6094.
(10) Diccianni, J. B.; Hu, C. T.; Diao, T. Insertion of CO2Mediated by
a (Xantphos)NiI−Alkyl Species.Angew. Chem., Int. Ed. 2019, 58, 13865.
(11) For examples of CO2 insertion at PCP and PCN (pincer)Ni(II)−
Me complexes, see: (a) Mousa, A. H.; Polukeev, A. V.; Hansson, J.;
Wendt, O. F. Carboxylation of the Ni−Me Bond in an Electron-Rich
Unsymmetrical PCN Pincer Nickel Complex.Organometallics 2020, 39
(9), 1553. (b) Mousa, A. H.; Bendix, J.; Wendt, O. F. Synthesis,
Characterization, and Reactivity of PCN Pincer Nickel Complexes.
Organometallics 2018, 37 (15), 2581−2593. (c) Jonasson, K. J.; Wendt,
O. F. Synthesis and Characterization of a Family of POCOP Pincer
Complexes with Nickel: Reactivity towards CO2 and Phenylacetylene.
Chem. - Eur. J. 2014, 20, 11894. (d) Schmeier, T. J.; Hazari, N.;
Incarvito, C. D.; Raskatov, J. A. Exploring the Reactions of CO2 with
PCP Supported Nickel Complexes. Chem. Commun. 2011, 47, 1824.
(12) For control experiments using tBuXantphos in the catalytic
carboxylation of unactivated alkyl halides, see the Supporting
Information.
(13) For reviews on Ni-catalyzed reductive cross-coupling reactions,
see: (a) Diccianni, J.; Lin, Q.; Diao, T.Mechanisms of Nickel-Catalyzed
Coupling Reactions and Applications in Alkene Functionalization. Acc.
Chem. Res. 2020, 53, 906. (b) Gu, J.; Wang, X.; Xue, W.; Gong, H.
Nickel-Catalyzed Reductive Coupling of Alkyl Halides with other
Electrophiles: Concept and Mechanistic Considerations. Org. Chem.
Front. 2015, 2, 1411. (c) Weix, J. D. Methods and Mechanisms for
Cross-Electrophile Coupling of Csp2 Halides with Alkyl Electrophiles.
Acc. Chem. Res. 2015, 48, 1767. (d) Moragas, T.; Correa, A.; Martin, R.
Metal-Catalyzed Reductive Coupling Reactions of Organic Halides
with Carbonyl-Type Compounds. Chem. - Eur. J. 2014, 20, 8242.

Journal of the American Chemical Society pubs.acs.org/JACS Communication

https://dx.doi.org/10.1021/jacs.0c04695
J. Am. Chem. Soc. XXXX, XXX, XXX−XXX

E



(e) Knappke, C. E. I.; Grupe, S.; Gar̈tner, D.; Corpet, M.; Gosmini, C.;
Jacobi von Wangelin, A. Reductive Cross-Coupling Reactions between
Two Electrophiles. Chem. - Eur. J. 2014, 20, 6828.
(14) For the first reports of L1 complexes, see: (a) Schmittel, M.;
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a b s t r a c t

In this mini-review, we provide an overview of recent computational studies on homogeneous transition
metal-catalyzed carbon-carbon bond formation with CO2. We cover substitution and addition reactions
involving different metals (mainly Ni, Rh, Cu) and substrates (alkanes, alkenes, alkynes, arenes) with
focus on the mechanistic details. The CO2 insertion step is generally found to be rate-limiting. The re-
ported transition state geometries for C-C bond formation mostly display three-membered cyclic ar-
rangements involving the metal and the two reacting carbon atoms, except for reaction with Csp atoms,
where acyclic conformations are observed. Other reported exceptions point to that an interaction of CO2

with the metal catalyst may not be essential. Several studies suggest that Lewis acid additives could help
activating CO2 during C-C bond formation.
© 2018 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

CO2 can be used as a reagent in the synthesis of a variety of
chemical building blocks including carbonates, carbamates, car-
boxylic acids and derivatives (for relevant reviews see Refs. [1e18]).
For formation of these molecules, two metal-catalyzed strategies
have found widespread use, respectively leading to the formation
of C-CO2 and O/N-CO2 bonds (Fig. 1).

Rational improvement of CO2econverting catalysts requires
insights into their mechanistic details. Computational studies are
often used to understand the activation, selectivity and reaction
pathways of homogeneous catalysts. For reactions involving CO2,
relevant computational studies were reviewed in 2012 by both Lin
and co-workers [19] and Kühn and co-workers [20]. Both reviews
were thematically broad, covering examples of reduction of CO2 to
CO, hydrogenation of CO2 to formate, reaction of CO2 with epoxides
or alcohols to form carbonates or reaction with carbon-based nu-
cleophiles to form carboxylic acids.

The carbon-carbon (C-C) bond is the most fundamental con-
stituent of organic molecules. In order for CO2 to become a versatile
carbon source in the laboratory, it is essential to design efficient

catalysts for C-C bond formation from CO2. Catalytic strategies
typically involve insertion of CO2 into metal-alkyl or -aryl bonds.
Such reactions can be divided into two main types: i) Substitution
reactions involving alkanes, alkenes, alkynes or arenes as substrates
and ii) Addition reactions to alkenes or alkynes (Fig. 2).

Here we summarize 16 computational studies (from 2010 and
onwards) related to the two transition metal-catalyzed C-C bond
formation reactions given in Fig. 2. Particular focus is on the pro-
posed mechanisms and the transition state (TS) geometries at the
C-CO2 bond formation step. On basis of the discussed examples for
substitution at Csp, Csp2, Csp3 and addition at Csp and Csp2, we
identify trends connected to transition metal-catalyzed CO2 acti-
vation and fixation into C-C bonds.

2. Review of computational studies

2.1. Substitution at Csp

Copper: In 2010, Lu and co-workers [21] reported the carbox-
ylative coupling of terminal alkynes and allylic chlorides with CO2

in the presence of IPr-Cu-Cl (Fig. 3). The details of the reactionwere
computationally investigated by Yuan and Lin in 2014, employing
B3P86 together with PCM (DMF solvent) on the full molecular
system [22]. The first step of the proposed mechanism is the base-
mediated insertion of the terminal alkyne into IPr-Cu-Cl to form the
Cu-acetylide intermediate. This intermediate undergoes a
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nucleophilic attack on CO2 with an activation barrier of 18.6 kcal/
mol, leading to formation of a Cu-carboxylate. The TS of the CO2
insertion step is pictured in Fig. 4, showing no significant interac-
tion between copper and CO2 (Cu-CCO2 distance of 2.94 Å). The third
step is rate-determining with a barrier of 24.1 kcal/mol and consists
of an SN2-like attack of the carboxylic oxygen on the allylic chloride,
resulting in the dissociation of Cl, which then binds to Cu. An
oxidative addition of the allylic chloride was excluded. The authors
also computed a cross coupling side reaction, which from

experiment is known to be competitive. Comparing B3P86 with
and without the Grimme empirical dispersion correction D2 [23],
the authors concluded that pure B3P86 gives an energetic profile
that is in better agreement with experiment.

In 2010, Yu and Zhang reported the Cu-catalyzed C-H bond
activation and carboxylation of terminal alkynes [24]. Yang et al.
studied the CO2 insertion step of this reaction in 2014 utilizing an
NHC ligand possessing two carbenes [25]. Geometries of the full
molecular system were optimized with B3LYP in vacuum. The
CPCM model (DMF solvent) was employed for computing single
point energies of some of the optimized geometries. The authors
compared several possible reaction paths, differing with respect to
the interaction of CO2 and Cu with the NHC ligand. Their results
predict that the Cu species coordinated by both carbenes of the
ligand gives the reaction path with the lowest overall barrier
(Fig. 5). The associated CO2 insertion TS indicates that CO2 is not
interacting with copper (Cu-CCO2 distance of 2.84 Å), in line with
the observations by Yuan and coworkers (Fig. 4) [22]. The compu-
tations also predict formation of a stable off-cycle intermediate
with one carbene coordinating to Cu and the other binding to CO2
(II, Fig. 5). Analysis of the energies presented in Ref. [25] indicate
that II is 4.5 kcal/mol lower in energy than the di-coordinated
species I (Fig. 5). The barrier for formation of II via dissociation of
a carbene ligand in Iwas not computed, but based on the energy of
an intermediate species, it should be above 9.6 kcal/mol (relative to
I). The barrier for the on-cycle conversion of I to III via CO2 insertion
into the metal-substrate bond was computed to 10.3 kcal/mol
(relative to I). The barriers appear so similar that formation of II
should not be ignored, as it may either represent an off-cycle

Fig. 1. Two transition metal-catalyzed strategies for the formation of C-CO2 and O/N-CO2 bonds.

Fig. 2. Two types of C-CO2 bond formation.

Fig. 3. Mechanism for carboxylative coupling of alkynes and allylic chlorides [21,22].

Fig. 4. TS geometry for Csp-CO2 bond formation with a Cu-(IPr) complex (distances in
Å, coordinates from Ref. [22]).
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thermodynamic sink, or the true catalytic species. The latter was
excluded by the authors due to the high barrier for insertion of the
captured CO2 of II into the metal-substrate bond. However, we
recommend to test reaction of an additional free CO2 molecule with
II, which clearly should be lower in energy than insertion of the
captured CO2. II may actually be both an on-cycle species and the
resting state of the system.

Copper vs. Silver: In 2017, Vel�azquez et al. reported a combined
experimental and theoretical investigation of the carboxylation of
terminal alkynes in presence of NHC-Cu or Ag and a cesium addi-
tive (Fig. 7) [26]. Geometry optimizations were performed on the
full molecular system under vacuum conditions with B3LYP and the
Grimme empirical dispersion correction D3 [27]. The authors
concentrated their computational investigation on the CO2 inser-
tion step of the reaction and found a TS, were the CO2 is activated by
a cesium ion, which is interacting with the sulfonic group of the
NHC ligand. Optimized coordinates of the TS were not provided, but
the given illustrations indicate that Cu and Ag do not show signif-
icant interactions with CO2. The barriers were similar for the two
metals (25.8 kcal/mol for Cu vs. 24.3 kcal/mol for Ag), slightly
favouring the Ag complex.

Cu vs Ni vs Rh vs Ir vs Co: In 2016, Vummaleti et al. computed
the barrier heights for insertion of CO2 into different metal-C≡C-Ph
complexes [28]. The metals [Cu(I), Ir(I), Ni(II), Rh(I), Co(I)] were
bearing COD and IPr ligands [COD¼ 1,5-cyclooctadiene; IPr¼ 1,3-
bis(isopropyl)-imidazol-2-ylidene]. Geometry optimizations were
performed at the BP86 level in vacuum, with single point energy
evaluations with M06. The optimized TSs show significantly
different distances for the M-Calkyl, Calkyl-CCO2, M-CCO2, and M-O
bonds (see Fig. 8 for the Cu-, Ni- and Rh-geometries). The Cu
complex shows a Calkyl-CCO2 distance of only 1.76 Å, which is

significantly shorter than for the related Cu-catalyzed reactions in
Figs. 4 and 6. This may be due to the presence of both a COD and an
NHC ligand on copper. The CO2 molecule is positioned 2.75 Å from
the metal, indicating a weak interaction at best. A similar geometry
is observed for the rhodium system. In contrast, the nickel complex
shows metal-CO2 interactions involving the O atom, and a weak
interaction to C (Fig. 8). The computed barriers for the different
complexes showed substantial differences, with Ni(II) giving the
highest barrier (45.4 kcal/mol) and Cu(I) displaying the smallest
barrier (20.8 kcal/mol, Fig. 9). The poor performance of Ni(II) is in
line with related findings for substitution at Csp2 (vide infra).

2.2. Substitution at Csp2

Nickel: In 2012, Tsuji and co-workers reported Ni-(PPh3)2-
catalyzed carboxylation of aryl chlorides (Fig. 10) [29]. Sayyed et al.
studied this mechanism computationally in 2013 [30]. The calcu-
lations were performed on the full molecular system with B3LYP-
D2. Geometries were optimized in vacuum, with PCM (DMI sol-
vent) included as a correction to the electronic energy. The calcu-
lations predict that the substrate initially undergoes oxidative
addition to nickel, followed by Mn-mediated reduction of Ni(II) to
Ni(I) (Fig. 10). CO2 reacts with the Ni(I) species and then forms a
bond to the aryl carbon. The barrier for an alternative reaction
pathway involving direct reaction of the Ni(II)-complex with CO2
was considered too high, i.e. Mn-mediated reduction of nickel to
Ni(I) is essential for the reaction to occur. The optimized TS shows a
cyclic conformation with substantial interactions between Ni and
CO2 at the Csp2-CO2 bond formation step (Fig. 10).

Rhodium: In 2006, Iwasawa and co-workers reported the Rh(I)-
catalyzed carboxylation of aryl- and alkenylboronic esters [31]. Qin
et al. provided a computational investigation in 2014 [32]. The DFT
functional PBE0 with PCM was employed. The authors examined
the Rh-catalyzed carboxylation of arylboronic esters, involving
bidentate rhodium ligands with different electronic properties: a
phosphine-based ligand [dppp¼ 1,3-bis(diphenylphosphino) pro-
pane] or the diene ligand COD. The computational analysis sup-
ported the previously proposed mechanism (Fig. 11): formation of
an Rh-Ph intermediate (I), which then interacts with CO2 to form
the Rh-OOCPh species (II) through a rate-limiting carboxylation
step. At the TS, the CO2 interacts with the rhodium center through
the oxygen and carbon atom in a h2 binding mode (Fig. 12). The
formed carboxylate coordinates either in a monodentate (IIa) or a
bidentate (IIb) fashion (Fig. 11). The complex can then undergo

Fig. 5. Proposed mechanism for copper-catalyzed C-H bond activation and carboxyl-
ation of terminal alkynes [25].

Fig. 6. TS geometry for Cu-catalyzed Csp-CO2 bond formation (distances in Å, co-
ordinates from Ref. [25]).
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either a direct transmetallation with an arylbororonic ester sub-
strate to form a carboxylated boron species and regenerate I, or
proceed via a cesium benzoate (Fig. 11).

With dppp as ligand, the computed barrier was 12.7 kcal/mol. It
involved a transformation from a square-planar O-(h1)-bonded CO2
to a distorted tetrahedral h2-coordination. With COD as ligand, the
barrier was 17.7 kcal/mol. According to the authors, bidentate
phosphines are a better choice due to the larger s-donor/p-
acceptor properties compared to COD.

In 2011, Iwasawa and co-workers reported the direct Rh(I)-
catalyzed carboxylation of arenes via chelation-assisted C-H bond
activation [33] (Fig. 13). Recently, Lv et al. provided a computational
study of this reaction [34]. B3LYP and the SMDmodel (solvent DMA)
were employed. The modelled reaction was the carboxylation of 2-
phenylpyridine, which in presence of [Rh(coe)2Cl]2, a PMes3 ligand,
and a methylmetallic reagent forms the desired ortho-carboxylated
product, alongside a methylated byproduct. The proposed mecha-
nism (Fig. 13) included C-H oxidative addition, CO2 insertion into the
Rh-C(aryl) bond, transmetallation, and methylation.

The authors considered two possible active species of the
catalyst, [Rh(I)-Cl] or [Rh(I)-Me], but found that the latter was more
likely, due to a lower barrier for the reductive elimination step. The
analysis also revealed that AlMe2(OMe) may act as a Lewis acid,
which facilitates the rate-limiting CO2 insertion step (Fig. 14). For C-
C bond formation in the absence of AlMe2(OMe), the barrier was
higher in energy by 6.2 kcal/mol. According to the authors, a
favorable interaction between aluminum and CO2 could make the
latter more electrophilic and facilitate its insertion. A possible
interaction between ZnMe2 and CO2 was excluded, as it made both
CO2 coordination and insertion highly disfavored.

Copper: In 2008, Hou and co-workers reported the carboxyla-
tion of aryl- and alkenylboronic esters with CO2 in the presence of
IPr-Cu-Cl [35]. Dang et al. investigated this reaction computation-
ally in 2010 [36]. Calculations were performed with B3LYP on a
truncated molecular systemwith the 1,3-diisopropylphenyl groups
of the IPr ligand replaced with methyl groups. Optimizations were
performed in vacuum, with PCM (THF solvent) single-point

Fig. 7. Proposed mechanism for Cu(I) and Ag(I) catalyzed carboxylation of terminal
alkynes (based on [26]).

Fig. 8. Csp-CO2 bond forming TS with metal-(COD)(IPr) complexes, A) Cu(I), B) Ni(II), C)
Rh(I) (distances in Å, from coordinates given in Ref. [28]).
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calculations.
The reaction (Fig. 15) occurs in three steps: the base-mediated

formation of the Cu-aryl intermediate, the rate-determining
insertion of CO2 (occurring via a three-membered cyclic TS,
Fig. 16), and the regeneration of the active species. The barriers for
CO2 insertion were 25.5 kcal/mol for 4-nitrobenzene and 24.3 kcal/
mol for N,N-dimethyl-4-aminobenzene. The authors evaluated the
effect of charge on the barrier of the CO2 insertion and found that
electron donating ligands lower the barrier. In addition, they
compared CO2 insertion into Cu-Csp3, Cu-Csp2 and Cu-Csp bonds for
ethyl derivates and found that the barrier is decreasing in the order
Csp> Csp3> Csp2.

2.3. Substitution at Csp3

Rhodium: In 2011, Ostapowicz et al. reported a computational
study on the insertion of CO2 into the rhodium-ethyl bond of 38
different pincer complexes [37]. The DFT functional B97-D was
employed in geometry optimizations and frequency calculations.
The computational analysis focused on the interaction between CO2
and the Rh-pincer complexes prior to insertion, and on the TS for

the C-C bond formation step leading to the carboxylate complex.
Different binding modes of the CO2 to the metal center were
observed (Fig. 17).

In 30 complexes, the CO2 molecule coordinated to the metal
center through the carbon atom in an h1-fashion. Only one complex
had an h2-coordinated CO2 through the C¼O bond, while seven
complexes show negligible interactions between rhodium and CO2,
with the distances greater than 3.2 Å.

The insertion of CO2 into the Rh-C bond occurs through a three-
membered cyclic TS between Rh, alkyl and CO2, where the oxygen
atom of CO2 does not interact with the metal (Fig. 18). The activa-
tion barriers were calculated as the difference between the en-
ergies of the CO2 adducts and the TSs and their values varied
broadly, from 4.0 to 47.3 kcal/mol. Some complexes, e.g. an anionic
Rh-pincer-ethyl complex (Fig. 19), showed strong binding to CO2,
yet very low activation barriers for the CO2 insertion step, implying
that no correlation between the calculated binding energies and
insertion barriers could be observed. Interestingly, certain com-
plexes did not show any ability to bind CO2 but still had moderate
insertion barriers, implying that pre-coordination of CO2 to the
metal center is not an essential requirement for this reaction. The
authors concluded that the nucleophilicity of the alkyl chain is a
main factor that affects the heights of the insertion barriers.

Nickel: In 2013, Martin and co-workers reported the Ni-
catalyzed carboxylation of a benzyl halide [38]. Efficient trans-
formation was dependent on the presence of Zn and MgCl2. It was
proposed that an Ni(I) intermediate is involved (Fig. 20). Sakaki and
co-workers studied the putative pathway computationally in 2014
[39]. The mechanism is very similar to the Csp2 case (Fig. 10), but
involves an MgCl2 molecule, which interacts with CO2 (Fig. 20,
right). Calculations were performed at the B3LYP-D2 level of theory
on the full molecular system, with geometries optimized in vac-
uum. Single point energy calculations included IEFPCM (DMF sol-
vent). The study concluded that MgCl2 plays a crucial role during
the mechanism in activating CO2. In absence of MgCl2, the C-CO2
bond formation barrier is computed to be 12 kcal/mol higher.

2.4. Addition at Csp

Copper: In 2011, Tsuji and co-workers [40] reported the Cu-
catalyzed hydrocarboxylation of alkynes with hydrosilanes
(Fig. 21). The mechanism of the reaction was investigated in 2012

Fig. 9. Computed barriers for Csp-CO2 bond formation with five metal-(COD)(IPr)
complexes (adapted from Ref. [28]).

Fig. 10. Left: Ni-catalyzed carboxylation of aryl chloride and proposed mechanism [29,30]. Right: Optimized geometry for the CO2 insertion TS of Ni(PPh3)2-mediated carboxylation
of an arene (distances in Å, based on coordinates in Ref. [30]).
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by Wang et al. [41] with emphasis on the regioselectivity of
asymmetric alkynes, and in 2013 by Fan et al. [42], with focus on the
full reaction cycle including putative side reactions. Different NHC
ligands were employed, matching the experimental setup for the
studied substrates. Both groups optimized geometries with B3LYP
in vacuum. Energies were calculated with MP2 (Wang) and B3LYP
(Fan) and PCM (Wang: n-heptane, Fan:1,4-dioxane solvent) was
included. Both groups truncated the system by replacing the 1,3,5-
trimethylphenyl groups of the NHC with methyl groups.

The computed reaction path has three major steps (Fig. 21). First

the insertion of the alkyne into the (NHC)-Cu-H species, forming an
alkenyl, second the insertion of the CO2 into the Cu-C bond (Fig. 22)
and third the regeneration of the active species via reaction with a
hydrosilane. Wang et al. working on asymmetric alkynes, found
that the regioselectivity is determined by first step of the reaction,
the insertion of the alkyne into (NHC)-Cu-H. While this step is not
rate-determining for the overall reaction, it is decisive for the
selectivity due to its irreversibility. The authors calculated the
barrier of the first step for three alkynes, observing similar
preferred regioisomers. In Wang's calculations, the insertion of CO2

Fig. 11. Rh(dppp)-catalyzed carboxylation of alkyl-boronic esters and proposed
mechanism (based on [32]).

Fig. 12. Csp2-CO2 bond forming TS with a Rh-(dppp) complex (distances in Å, based on
coordinates from Ref. [32]).

Fig. 13. Direct Rh(I)-catalyzed carboxylation of arenes with CO2 and proposed mech-
anism (based on [33,34]).

Fig. 14. Rh/Al-catalyzed carboxylation of 2-phenylpyridine (distances in Å, coordinates
from Ref. [34]).
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is rate determining [41], whereas Fan predicted it to be the
regeneration of the catalyst [42]. In addition to the alkyne hydro-
carboxylation, Fan et al. investigated three potential side reactions:
silacarboxylation of alkynes, hydrosilylation of alkynes, and
hydrosilylation of CO2. None of these is observed in experiment. It
was concluded that silacarboxylation is endergonic and hydro-
silylation of alkynes has an inaccessibly high reaction barrier.
Hydrosilylation of CO2 appears feasible based on the computed
energies, but was suggested to be unlikely to occur, as CO2 insertion
into a Cu-hydride is heterogeneous in nature compared to homo-
geneous insertion of an alkyne into Cu-H [42].

2.5. Addition at Csp2

Rhodium: In 2012, Ostapowitz et al. reported a computational
investigation of a hypothetical Rh-catalyzed hydrocarboxylation of
ethene with CO2 and H2 [43]. From their previous investigation
[37], three Rh-pincer complexes with different electronic proper-
ties were chosen as potential catalysts (Fig. 23). The functional B97-
D was employed. In the proposed mechanism (Fig. 24), a rhodium
hydride species was used as a starting point. The insertion of ethene
gives a Rh-alkyl intermediate, which interacts with CO2 through a
three-membered cyclic TS (Fig. 25) to form a carboxylate complex.
The activation barrier for the C-CO2 bond formation step of the
anionic complex C was found to be 12.3 kcal/mol and for the cor-
responding complexes A and B, 24.5 kcal/mol and 36.1 kcal/mol,
respectively. Subsequently, the hydrogenolytic cleavage of the

carboxylate complex leads to the carboxylic acid (Fig. 24). The au-
thors found four possible pathways for the hydrogenolysis: i) a s-
bond metathesis via a four-membered or ii) six-membered transi-
tion state, iii) an exchange of the carboxylate for H2 followed by
heterolytic cleavage, and iv) a classical oxidative addition/reductive
elimination. The computed energy profile showed that each of the
three complexes (A-C, Fig. 23) gave different hydrogenolysis path-
ways, which was attributed to the different electronic properties of
the pincer ligands. The s-bond metathesis via a six-membered TS
was preferred for complex A. For B, only a pathway via oxidative
addition of H2 was found. For C, a s-bond metathesis pathway was
not located and it was concluded that the carboxylate may be
replaced by H2, followed by heterolytic H2 cleavage.

From the energy profiles, the anionic complex C was proposed
to be the most promising candidate, with stable intermediates and
overall barriers below 13 kcal/mol. The enhanced electron density
at the metal center of C leads to a very nucleophilic alkyl inter-
mediate that can easily interact with the electrophilic CO2. The
authors concluded that an electron-rich rhodium center is impor-
tant for successful hydrocarboxylation and prevention of the major
competing reaction, the hydrogenation of olefins.

Nickel: In 2008, Rovis and co-workers reported a seminal study
on nickel-catalyzed hydrocarboxylation of substituted styrenes
[44] (Fig. 26). The details of this reaction were studied computa-
tionally by Yuan and Lin in 2014 [45]. Calculations were performed
on the full molecular model with B3LYP and a PCM solvent model.
The work compared two mechanisms: an oxidative coupling
mechanism and a nickel-hydride pathway (Fig. 26). Both mecha-
nisms set out from a Ni(DBU)2-CO2 species. In the oxidative
coupling, reaction with styrene leads to formation of an

Fig. 15. Proposed mechanism for Cu-catalyzed carboxylation of arylboronate esters
with CO2 (based on [35,36]).

Fig. 16. TS for Cu-catalyzed carboxylation of aryl-boronate esters (distances in Å, co-
ordinates from Ref. [36]).

Fig. 17. Interaction modes of CO2 with metal-pincer complexes prior to CO2 insertion
[adapted from Ref. [37]].

Fig. 18. Schematic representation of the CO2 insertion into Rh(I)-pincer-ethyl com-
plexes [adapted from Ref. [37]].
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energetically low-lying metallacycle species. According to the au-
thors this was unlikely to take place in reality, as it would result in a
too high barrier for the hydrocarboxylation reaction. The metalla-
cycle mechanism also predicts carboxylation of the styrene b-car-
bon to be energetically preferred, in disagreement with experiment
[44]. The nickel-hydride mechanism gave a reasonable barrier (but
only if it is assumed that formation of a metallacycle can be avoi-
ded) and the correct regioselectivity, resulting in the a-carboxyl-
ated product. The overall barrier for the Ni-H mechanism was
19.8 kcal/mol relative to a Ni(DBU)2-CO2 species, with hydride
transfer to the b-carbon and subsequent carboxylation of the a-
carbon exhibiting identical barriers. At the carboxylation TS, the
CO2 molecule interacts both with Ni and the Zn additive (Fig. 27).
When the computational protocol was augmented with the
empirical dispersion corrections D3, formation of the metallacycle
was strongly preferred, but the authors considered this an incorrect
result. In our opinion, this system deserves additional theoretical

and experimental studies to elucidate if a metallacycle intermedi-
ate maybe be formed, possibly as an off-cycle species to the nickel-
hydride pathway.

Palladium: In 2015, Wu and co-workers reported a computa-
tional investigation of the insertion of CO2 into a (PSiP) palladium
allyl bond to form b,geunsaturated carboxylic acids [46], originally
reported by Takaya and Iwasawa [47]. The functional M06 was
employed for the calculations, with the IEFPCM model (solvent
DMF) added as single point calculations. In the proposed mecha-
nism (Fig. 28), a palladium hydride intermediate is formed in the
presence of AlEt3. Next, insertion of allene forms the h1-allyl
palladium complex, which then interacts with CO2 to form a

Fig. 19. CO2 insertion TS with an anionic Rh-pincer-ethyl complex (distances in Å,
coordinates from Ref. [37]).

Fig. 20. Left: Ni-catalyzed carboxylation of benzyl chloride and proposed mechanism [38,39]. MgCl2 accelerates the CO2 insertion. Right: Optimized geometry for the CO2 insertion
step (distances in Å, based on coordinates in Ref. [38]).

Fig. 21. Mechanism for the copper-catalyzed hydrocarboxylation of alkynes (adapted
from Refs. [41,42]).
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palladiumecarboxylate intermediate. Finally, a transmetallation
and b-H-elimination regenerates the palladium hydride.

Three possible CO2 insertion modes were considered: i) a direct
insertion of CO2 into the Pd-C bond (leading to carboxylation of the
terminal carbon), ii) a metallo-ene mode, where the substituted
carbon of the double bond reacts with CO2 via a six-membered TS
and iii) an SE2 type reaction, which lacks the CO2-Pd interaction
seen in the metallo-ene mode. The metallo-ene mode (Figs. 28 and
29) was found to be most favorable, with an activation barrier of
21.1 kcal/mol. The computed results were in agreement with the
major product observed in experiments. It can be noted that there

exist several earlier mechanistic studies on Pd-catalyzed CO2
insertion into allylic bonds [48], for a detailed discussion of these
see Ref. [19].

Copper: In 2016, Popp and co-workers reported a regioselective
copper-catalyzed boracarboxylation of styrenes with CO2 and
B2pin2 [49]. The details of the reaction and the effect of the ligands
were investigated by Lv et al. in 2017 [50] (Fig. 30). The calculations
were performed on full molecular systems with B3LYP in vacuum.
Single point energies were acquired with M06 and a SMD model
(THF solvent). Icy-Cu-Bpin was suggested as the active species, and
the results show a clear preference for the addition of Cu at the a-
carbon (barrier of 11.1 kcal/mol vs 22.1 kcal/mol for the b-carbon).
The rate-limiting step is the insertion of the CO2 (barrier of
20.1 kcal/mol), which occurs through a three-membered cyclic TS
involving Cu and the two reacting carbon atoms (Fig. 31). Addi-
tionally, the authors compared several ligands and concluded that
for NHC and biphosphine ligands, the reactivity is determined by
the bulkiness and the electronic effects, while for monophosphine
ligands, the electron donation ability is dominant.

3. Trends

From the discussed computational studies on C-CO2 bond for-
mation, some trends can be noted. It should be remembered,
however, that due to the medium number of systems included here
(18, Table 1) it is not possible to identify such trends with certainty.

Metal-CO2 interactions and TS geometries: CO2 is an inert
molecule, and it may be expected that its participation in C-C bond
formation requires activation of CO2 by the involved metal cata-
lysts. Such an activation would be expected to occur through direct
interactions of CO2 and themetal. However, the examples discussed
here display a variety of different scenarios, ranging from strong
metal-CO2 interactions to no interactions at all. For most of the
systems, the overall geometric configuration of the TS is fairly
similar, showing three-membered cyclic arrangements involving
the metal, and the two reacting carbon atoms (Fig. 32A), where CO2
interacts with the metal through the C atom (Figs. 8, 14, 16, 19, 25
and 27) or through both C and O (Figs. 10, 12, 20 and 22). At the
TS, the CO2 molecule is typically bend, with angles of 148� down to
117� and exhibits elongated C-O bond lengths (1.20e1.30 Å,
Table 1), compared to a free CO2 molecule (O-C-O 180�, C-O 1.16 Å)
[51]. Some trends in interactions and geometries can be observed
for the different metals:

� For copper catalysts, CO2 interacts strongly with the metal and
forms three-membered cyclic TSs during bond formation to Csp3

Fig. 22. CO2 insertion TS in the Cu-catalyzed hydrocarboxylation of a symmetrical
alkyne (distances in Å, based on coordinates in Ref. [42]).

Fig. 23. Rh-catalysts employed in the theoretical study of a hypothetical hydro-
carboxylation reaction [43].

Fig. 24. Proposed mechanism for the direct hydrocarboxylation of ethene with CO2

and H2 (based on [43]).

Fig. 25. CO2 insertion TS in the Rh-catalyzed hydrocarboxylation of ethene (complex C,
distances in Å, figure prepared from optimized coordinates in Ref. [43]).
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and Csp2 atoms [19,36,41,50], but not for reaction with Csp,
where no CO2-metal interaction is seen [22,25,28] (Figs. 4, 6, 8),
resulting in an acyclic TS (Fig. 32B). Based on the Cu-CO2 bond
lengths at the TS (Table 1), it is concluded that the strength of
the interaction of CO2 with Cu depends on the type of nucleo-
phile and has the order Csp3> Csp2[ Csp.

� For nickel-based systems, CO2 coordination to the metal prior to
the carboxylation step may be observed (Figs. 10, 20 and 26)

[30,39,45]. The C-C bond formation involves three-membered
cyclic TSs, with binding of CO2 to the metal through both C
and O (Figs. 8, 10 and 20) [22,28,30]. If another metal additive
interacts with O, only the C-atom may interact with nickel
(Fig. 27) [39]. It can be noted that at least one exception has been
reported, proposing no interaction of CO2 with nickel [52].

� For rhodium, CO2 interaction with the metal may occur prior to
the C-C bond formation TS, however, the strength of such an
interaction does not correlate with subsequent barriers [37].
Based on the limited data for rhodium, insertion of CO2 into a
Rh-Csp bond involves no Rh-CO2 interaction (Fig. 8) [28], as also
observed for Cu. Insertion into Rh-Csp2 bonds occurs in a h2-
fashion, where both C and O atoms coordinate to the metal

Fig. 26. Ni-catalyzed hydrocarboxylation of styrenes [44] and studied mechanisms
[45] (drawn with carboxylation of the a-carbon).

Fig. 27. TS geometry for Ni/Zn-mediated carboxylation of a styrene (distances in Å,
coordinates from Ref. [45]).

Fig. 28. Pd-catalyzed hydrocarboxylation of an allene with CO2 and proposed metallo-
ene mechanism [46].

Fig. 29. TS geometry for Pd-catalyzed carboxylation of an allene (distances in Å, co-
ordinates in Ref. [46]).
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(Fig. 12) [32]. Insertion into a Rh-Csp3 bond takes place through a
three-membered cyclic TS, where CO2 interacts with Rh only via
the carbon atom [37,43] (Figs. 19 and 25). However, it can be
noted that in a recent investigation of Rh-catalyzed hydro-
carboxylation with CO2, we showed that during Csp3-CO2 bond
formation, CO2 interacts neither with rhodium nor with a zinc
additive, but prefers to remain unbound and to perform a back-
attack on the substrate [53] (Fig. 32C). Given that a cyclic TS
conformation as shown in Fig. 32A generally may be expected, it
is not certain that all computational studies evaluated acyclic
conformations such as Fig. 32C. We recommend to always
evaluate multiple TS geometries for C-CO2 bond formation to
ensure that the preferred interactionmode is identified. It is also
interesting to note that the acyclic conformation indicates that
the metal plays no role in the activation of CO2, but only in the
activation of the nucleophile.

Energetic considerations: In the discussed examples, the CO2
insertion is generally rate-limiting [28,30,32,34,36,41]. It is not
possible to conclude that one metal provides lowest barriers,
however, it appears that Cu(I) generally gives feasible barriers,
whereas Ni(II) may not be good for C-C bond formation with CO2

[28,30,39]. All of the presented Cu-complexes use NHC ligands but
as Lv et al. indicated, other ligands, like e.g. phosphine, can also
yield low activation barriers [50]. Despite the good performance of
NHC ligands, the interaction of CO2 with free carbenes can lead to
energetically low-lying off-cycle intermediates [45]. For rhodium,
bidentate phosphine ligands appear to give lower barriers than
COD [32], and anionic pincer ligands appear better than neutral
ligands [43].

Several studies suggest that Lewis acid additives (e.g. Al, Mg)
through interaction with CO2 may reduce the barrier for C-C bond
formation (Figs. 14 and 20) [34,39]. An interactionwith Zn may also
occur [35,45], but this may not be beneficial [35].

Computational protocols: All studies reviewed here employed
DFT, which provides a good compromise between speed and

accuracy, when computing organometallic species. The feasibility
of DFT is reflected by the fact that the majority of studies
reported calculations on full molecular systems, i.e. without trun-
cating the catalyst or substrate [22,25,26,30,45,50]. However,
surprisingly often, geometry optimizations were done in vacuum,
and solvent corrections were only included to the energy
[25,27,28,30,36,39,41,42,50]. Most studies added dispersion
corrections (via a Grimme correction [23] or via a functional
that is parametrized to reproduce dispersion, e.g. M06 [54])
[26,28,30,39,43,50], but it can be noted that two studies concluded
that dispersion corrections gave results that are in disagreement
with experiment [22,45]. This is not in line with the general
experience in the field, which shows that dispersion corrections
provide more accurate reaction energies [55]. We suggest that if
agreement with experiment is poor, it may point to that the
mechanism occurs in a different manner than what was computed.
For example, if computations predict a stable off-cycle species, then
rather than ascribing this to incorrect predictions by the compu-
tational protocol [45], it should be considered if an alternative
mechanism may be able to incorporate this state [56].

4. Conclusions

We have reviewed computational studies that investigated
transition metal-catalyzed C-C bond formation with CO2. Although
the overall mechanisms are dependent on the substrate at
hand, the reported TS geometries for the CO2 insertion steps show
similar features, mostly displaying three-membered cyclic rings.

Fig. 30. Mechanism for the copper-catalyzed boracarboxylation of a styrene (adapted
from Ref. [50]).

Fig. 31. CO2 insertion TS in the Cu-catalyzed boracarboxylation of styrene (distances in
Å, coordinates from Ref. [50]).

Fig. 32. Trends in TS geometries for C-CO2 bond formation (references in brackets).
Most studies report A, except for bonding to Csp, where B is reported. C has been
proposed a few times and should be tested more widely.
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Exceptions are reactions with Csp atoms, where acyclic TS geome-
tries are reported, where no metal-CO2 interactions are observed.
We propose that also for reaction with Csp2/sp3 atoms, acyclic TS
geometries should be evaluated more widely. The insights dis-
cussed here deepen the understanding of C-CO2 bond formation
and may be relevant for designing novel CO2-incorporation
reactions.
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