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Abstract
A complete representation of the Arctic cryosphere has historically been re-
stricted by its remoteness, large extent, and restrictions in measurement meth-
ods and equipment. Here, remote sensing of snow-cover is a central method to
improve the current knowledge of the Earth’s ecosystem, and hence a critical
component in cryospheric models.

The use of drone-borne radar systems has seen considerable advances over
recent years, allowing for the application of drone-mounted remote sensing of
snow properties.

This thesis describes the development of an ultra-wideband radar system for
drone-mounted snow measurements. From the initial testing and technical
implementation to field trials and method development for more advanced
radar data analysis.

This involves the development of lightweight andhigh-bandwidth radar systems
intending to understand the limitations of design parameters for drone-borne
radar systems and how these parameters influence the ability to measure
snow conditions. Such understanding includes antenna theory and ultra wide-
band radar theory, where most choices involve compromises. Snow as an
electromagnetic propagation medium is presented with a focus on the previous
design solutions. In that respect, various methods to measure snow parameters
are discussed. Furthermore, this thesis aims to describe the iterative process
of a drone-borne radar system development and how experiences from field
trials are central to further improvements.
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1
Introduction
In the hydrological cycle, snow is considered the least described factor in the
current knowledge of the global water budget and thus a critical component of
the Earth’s ecosystem [87]. This compound of ice-particles and air, formed by
sublimation of vapour in the atmosphere, is very sensitive to climate change
and causes strong feedback to climatic factors [7]. Snow-cover is strongly anti-
correlatedwith air temperature [51], and in the ongoing change of conditions on
the Earth, the snow-cover extent in the Northern Hemisphere decreases [42] as
snow-cover formation andmelt are closely related to a temperature threshold of
0 °C. Hence, snowmeasurements are essential for freshwatermanagement, such
as water supply and hydro-power generation, monitoring of climate changes, in
addition to risk assessments connected to avalanches and floods. Lastly, some
businesses such as ski resorts depend on snow-cover for their economic activity,
and the seasonal evolution of the snow-cover is also a major concern in these
areas.

Snow-cover can be regarded as a spatially and temporally integrated response
to snowfall events, where the temperature during snowfall and melt situations
determines central snowpack parameters such as depth, density, stratigraphy,
and grain size. The combination of these parameters, in turn, determines
several factors, including avalanche risk, snow water equivalent (SWE), and
snow albedo [7].

With sparse in situ observations and vast snow-covered regions having limited
accessibility, snow monitoring mostly relies on remote sensing [63, 78, 87].

1



2 chapter 1 introduction

However, aircraft or satellite snow observations have several limitations, in-
cluding spatial resolution. Hence, in situ observations are essential in the snow
assimilation scheme [63].

The Centre for Integrated Remote Sensing and Forecasting for Arctic Operations
(cirfa)1 funds the work presented in this thesis in collaboration with NORCE,
Norwegian Research Centre2. The focus of cirfa is integrating remote sensing
and forecasting, understood as the process of combining remote sensing data
from various sensors, in situ information, and numerical models, for predictions
of oceans and areas covered by sea ice. Snow-cover has a significant impact on
sea ice parameters [124]. Most notably, snow causes a strong insulation effect
reducing basal ice growth [74], alters freeboard where a heavy snowpack can
cause negative freeboard and surface flooding [21], and during the melt season,
melted snow can refreeze forming superimposed ice at the surface [52]. In
situ measurements are traditionally performed manually with snow probes,
drills, and density cutters. However, the area coverage is usually relatively
low. Nevertheless, collected in situ data is used to validate satellite radar
measurements generated on a much larger scale.

By mounting a high-resolution, nadir-looking radar to a drone, one can perform
snow depth, density, and stratigraphy measurements covering large areas or
transects up to 20 km for multi-rotor drones and as much as 500 km for fixed-
wing drones. This application could prove useful for several other fields of
work such as avalanche risk estimation, bulk snow estimation for hydro-power
companies, as well as freshwater ice thickness estimation for ice road safety [47,
88]. Manual snowpack assessment is currently limited by the accessibility (by
snowmobile or skis) and safety for the snow-professionals. Moreover, detailed
mapping of avalanche risk could steer mountaineers towards safer areas of the
mountain. With increasing traffic in mountain areas, a system producing more
detailed avalanche risk estimations would be beneficial.

The development of high bandwidth radars reached a milestone when Fourier
domain processing became viable in consumer processors. Fourier domain
processing enabled the use of continuous wave (cw) signals that spread the
frequencies and energy in time. A fast Fourier transform (fft) can visualize
the frequency shift between the transmitted and received signal after mixing.
Alternatively, match filter processing (usually in the Fourier domain) re-focuses
the signal after reception by correlating the transmitted signal with a stored
waveform.

It is well known that radar systems can be used for subsurface sensing,but recent

1. Visit CIRFA at: https://cirfa.uit.no/.
2. Visit NORCE at: https://www.norceresearch.no/.

https://cirfa.uit.no/
https://www.norceresearch.no/


1.1 thesis outline 3

developments in RF electronics (namely integrated circuits) have opened up
new possibilities for lightweight, high bandwidth radar systems more suitable
for unmanned aerial vehicle (uav) mounting. Traditional snow parameter
monitoring and distribution mapping methods with radar entail sled-based
ground penetrating radar (gpr) where the antennas are physically coupled
to the ground or with a short (10 to 50 cm) distance to the snow surface.
With this method, the area coverage and horizontal resolution are significantly
greater than manual snow probe measurements. However, for regions with
high avalanche risk or low accessibility, a drone-mounted radar system would
be superior. The ability to perform autonomous surveys is also beneficial since
grid or transect surveys are easily implemented as waypoints in the autopilot
map. Additionally, the area coverage can be significantly increased, especially
considering fixed-wing mounted radar with speeds up to 100 km/h.

Field verification is mandatory to validate and further develop such a radar
system. Consequently, several field campaigns and experiments in collaboration
with other institutes, startups, and projects such as SIOS3, The Norwegian Polar
Institute (NPI)⁴, Varicon⁵, Statkraft⁶, and the Nansen Centre (NERSC)⁷ have
been a priority throughout this project.

The ability to remotelymeasure snowdepth anddensity for any snow type could
be considered the holy grail of drone-mounted snow radar [19]. Sources to non-
invasivelymeasure these parameters will give significant benefits to a number of
industries and services as discussed above. However, several requirements need
to be fulfilled in terms of radar system design to achieve this goal. The most
central design parameters foruavmounted radar could conceivably be listed as
weight, form-factor, drag, range resolution, antenna gain/directivity, signal-to-
noise ratio (snr), and signal penetration depth. Unfortunately, there are usually
tradeoffs between some of these parameters, and hence compromises have to
be made. These compromises are discussed throughout this thesis.

1.1 Thesis Outline

The field of gpr is especially appealing to engineers and scientists (ideally
combinations) due to its wide range of disciplines. Developing and operating
gpr systems stretch across the field of electromagnetic wave propagation in
lossy media via ultra-wideband antenna technology to radar systems design

3. Visit SIOS at: https://sios-svalbard.org/
4. Visit NPI at: https://www.npolar.no/
5. Visit Varicon at: https://varicon.no/
6. Visit Statkraft at: https://www.statkraft.no/
7. Visit NERSC at: https://www.nersc.no/

https://sios-svalbard.org/
https://www.npolar.no/
https://varicon.no/
https://www.statkraft.no/
https://www.nersc.no/


4 chapter 1 introduction

and fieldwork. Also, analyzing the recorded data covers coherent waveform
signal processing, image processing, and method development. These topics
are more or less covered by each paper (Papers I-III).

The three papers are:

Paper I: R. O. R. Jenssen, M. Eckerstorfer & S. Jacobsen "Drone-
Mounted Ultrawideband Radar for Retrieval of Snowpack Proper-
ties", IEEE Transactions on Instrumentation and Measurement, vol. 69,
no. 1, pp. 221-230, Jan. 2020

Paper II: R. O. R. Jenssen & S. Jacobsen "Drone-mounted UWB snow
radar: technical improvements and field results", Journal of Electro-
magnetic Waves and Applications, 2020, 34:14, 1930-1954.

Paper III: R. O. R. Jenssen & S. Jacobsen "Measurement of SnowWater
Equivalent Using Drone-Mounted Ultra Wide-Band Radar", In review.

These papers compose the research contributions of the thesis, and the main
objectives are:

• To develop an instrument for uav remote sensing of snow.

• To investigate the various applications for such a system and perform
field trials.

• To propose methods to extract snow state parameters, and techniques to
improve signal integrity and clutter rejection.

Other published papers (as first author or co-author) are left out of this thesis,
but listed in Section 7.2.

The thesis is structured as follows:

Chapter 3 provides an introduction to the basic concepts of antenna
theory and ultra wide-band (uwb) gpr systems.

Chapter 4 covers fundamental snow parameters and reviews commonly
used methods to measure some of these parameters. This chapter also
presents snow as an electromagnetic medium and discusses how we can
use microwaves to estimate snow parameters.

Chapter 5 presents the iterations of the radar system prototype,where we
discuss design parameters and special considerations in each domain of
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development; that is, hardware and software, where hardware is divided
into the sub-fields of antenna and system development, while software
development is divided into data acquisition and post-processing.

Chapter 6 describes the field campaigns conducted during this project.

Chapter 7 summarizes the papers that compose the research contribu-
tions of this thesis and other published work.

Chapters 8-10 presents Papers I-III.

Chapter 11 concludes this thesis and presents future work.

Appendix A presents preliminary work in related subjects using uwb
radar.





2
Previous Work
2.1 Ground Penetrating Radar on Snow

ground penetrating radar (gpr) has been used to measure snow properties
for decades [30, 112]. Recent advances in gpr technology have enabled high
spatial resolution and sensor systems that are easy to operate and mount on
relatively small platforms.

In terms of gpr measurements of the subsurface, a limited amount of work
has been done on ultra wide-band (uwb) measurements on snow in compar-
ison to other media. Nevertheless, previous studies have shown correlations
between snowpit and radar measurements. Early work by [30] and [37] show
that surface and ground layers are easily detected. Ellerbrugh and Boyne [22]
investigated the amplitude of scattered radiation as a function of depth in the
snowpack and the possibility to correlate backscatter with physical character-
istics such as density, hardness, stratigraphy, and moisture content in order to
estimate snow water equivalent (swe) of the snowpack.

Studies using impulse radar [56,67] revealed that such systems are sensitive to
layering in the snow and that swe could, to some degree, be estimated.

Several studies using frequency modulated continuous wave (fmcw) radar
[50,55,70,71,84,96] show that the most prominent structures in the snowpack
are detectable with radar using ground-based measurement platforms. For
instance, an 8 to 18GHz fmcw system was found to generate stratigraphic

7



8 chapter 2 previous work

snow information with a correlation coefficient of 0.92 relative to in situ depth
measurements [71]. Using a commercially available (GSSI SIR- 3000) 1GHz
gpr showed a correlation coefficient of 0.86 [100] between gpr and in situ
snow depth. Even though high correlations are achieved, one should notice
that so far it is only at situations with shallow snow depths up to 30 cm in [71]
and 80 cm in [100].

Ground-based gpr systems (both commercial and prototypes) have demon-
strated the capability for sea ice measurements [38,64]. For example, a gated
step-frequency gpr operating in the 0.5 to 3GHz range was tested on glacial
ice and permafrost on Svalbard and demonstrated snow and ice measuring
capabilities to a depth of 11 m from a snowmobile platform [80].

Ground-based gpr can also be used for below snow crevasse detection to
improve safety when navigating on glaciers [20, 100].

2.2 Airborne GPR

A large air-gap between the antennas and the medium of interest introduces
new challenges and design considerations compared to ground-coupled or
short air-gap gpr. Nonetheless, airborne gpr is shown to be feasible both
theoretically [11] and in practice [120].

In [27, 59, 82, 92, 121] fmcw radars are used to measure snow and ice thick-
ness from an aircraft. Yan et al. [120] show aircraft-mounted snow depth
measurements with 0.88 correlation relative to in situ measurements.

Sea ice thickness measurements from helicopter platforms have also been
demonstrated [77], using the commercially available RAMAC gpr. Rückamp
et al. [94] show ice cap penetration down to the bedrock from a helicopter
platform using the 30 MHz BGRP30-System developed at the Institute of
Geophysics (University of Munster). Moreover, helicopter-based radars have
also shown the ability to detect oil-spills under snow from helicopter platforms
using thin-layer reflection analysis [6].

Design parameters for a unmanned aerial vehicle (uav)-mounted radar in-
tended for snow parameter retrieval was established in [104], with a recom-
mended operating frequency in the 1.5 to 4.5GHz band. More recent field
trials from the same group demonstrate snow depth accuracy of ±9.1 cm from
an airborne uav [105]. Moreover, several other research groups have described
uwb radars for uav mounting, where the applications range from detection of
ground targets such as cars and humans [61,62], or ships [106] to topographic
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mapping [65], detection of buried objects including landmines [101] and other
high scattering targets [122].

Additionally, previous investigations of uav-mounted software-defined radio
(sdr) gpr show great promise [25], and a 1.5 to 9GHz sdr system is pre-
sented in [10]. Furthermore, [119] presents an sdr based radar system for soil
moisture mapping. sdr based systems are highly user-configurable where the
center frequency and bandwidth can be changed in software and hence during
operation in the field.

GHz range uwb radars are relatively simple to mount on uav compared to
MHz radars, due to the smaller antenna size [119]. For fixed-wing uav, Arnold
et al. [3] tackle the challenge of using large MHz antennas by using tapered
dipole antennas, taped on the wings, with a 35MHz center frequency (approx.
2MHz BW). Additionally, a 14MHz (approx. 1MHz BW) antenna is mounted
along the wings and back to the tail section using a combination of copper tape
and wires. The impedance matching of these antennas is acceptable, and the
low weight and small (flat) form factor is adequate for uavmounting. However,
dipole antennas can be considered omnidirectional in the plane perpendicular
to the radiating element, and hence are weakly directional when mounted
horizontally. Arnold et al. [3] also outlines the processing steps for along-track
SAR focusing of the data (using F-K migration) with further references.

Drone-mounted Synthetic Aperture Radar (sar) studies demonstrate the pos-
sibility of landmine detection with polarimetric sar [9]. Antenna arrays for
gpr systems on drones [93] yield a wider swath when flying in gridded flights,
potentially extending area coverage.

There exist commercially available gpr systems that meet the size and weight
requirements of uav mounting1. However, several improvements can be made
regarding weight, size, and integration with theuav bothmechanically and digi-
tally (i.e., data synchronization for geo-referencing and post-processing).

2.3 Snow parameter estimation methods

The scientific study of snow stratigraphy began in the 18th century; however,
tools to perform quick, objective, and non-invasive measurements have not
been available until recent years [85].

The ground below the snowpack in mountainous and marshland areas often

1. Radarteam: http://www.radarteam.se/

http://www.radarteam.se/
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contains sparse scattering objects, potentially producing diffraction hyperbolas
in a radar B-scan. These objects are usually rocks with a relative permittivity
(∼4-7) different from snow. Migration methods applied on radar imagery at
the correct propagation velocity of the intermediate medium cause the hyper-
bolas to collapse at their focal point. Previous studies using commercial gpr,
mounted on a snowmobile, show that swe can be estimated using F-K migra-
tion and manual velocity picking [36]. A similar method also demonstrates
auto-focusing using the varimax norm to automatically pick the velocity [12].
Similar results can be produced from offset antenna arrays [31]. Furthermore,
Kirchhoff’s time migration with a two-layered variable-depth velocity model
was used to focus radar image gpr-data from a helicopter platform [95].

Otherwork shows swe estimation usingmanuallymeasured snowdepths, snow
age, and snow class defined by the location [8]. Manual depth measurements at
calibration locations can also be used to estimate swe with radars [115].

Lundberg et al. [67] presents a simple linear model between the radar two way
travel time (twt) and swe on the form (,� = 0),) + 1 where the values
of 0 and 1 are estimated. Furthermore, Lundberg et al. [68] also estimate the
modifications to the model for wet snow.

Some studies take the concept a step forward and outlinemethods for automatic
detection and segmentation of diffraction hyperbolas. This research includes
novel image threshold methods and clustering [17], parabolic fitting [126],
apex detection by fitting an analytical hyperbola function to the profile edges
detected with a Canny filter [75], template matching algorithms [98], and a
neural network approach [5]. Automatic object detection using dynamic time
warping is a method that computes a dissimilarity measure between the radar
scenario and a reference signal [44] and could be used to locate diffraction
hyperbolas prior to segmentation.



3
Ground Penetrating Radar
Theory

The ability to image the ground beneath our feet has fascinated humankind for
centuries. However, no single technique can reveal the subsurface composition
completely, and thus there are several different methods to image different ma-
terials and targets. Seismic imaging, gravity surveying, electrical resistivity, in-
duced polarization, magnetic surveying, nucleonic, radiometric, thermographic,
and electromagnetic are all methods to probe the subsurface [14]. Within these,
ground penetrating radar (gpr) is a particularly viable approach.

The term gpr refers to a range of electromagnetic techniques designed for
locating objects or imaging of the subsurface. The term might be too restrictive
as the usage of gpr includes several other surfaces than the ground, e.g., walls,
bridges, and even snow.

The design of a gpr system is hugely application dependant where the wave-
form, software, and hardware selections, are based on the target and the
medium under investigation.

11
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GPR applications include [14]:

• Archaeological investigations

• Borehole inspection

• Bridge deck analysis

• Building condition assessment

• Contaminated land investiga-
tion

• Detection of buried mines (anti-
personnel and anti-tank)

• Evaluation of reinforced con-
crete

• Forensic investigations

• Geophysical investigations

• Medical imaging

• Pipes and cable detection

• Planetary exploration

• Rail track and bed inspection

• Remote sensing from aircraft
and satellites

• Road condition survey

• Security applications

• Snow, ice and glacier measure-
ments

• Timber condition

• Tunnel lining inspection

• Wall condition assessment

The gpr technique is in essence not very different from free-space radar.
However, gpr needs special consideration with respect to parameters that
govern the medium and target, i.e. propagation loss, target characteristics, and
clutter.

The next sections describe the basic principles and design considerations used
to develop the radar system presented in this thesis. These sections cover basic
radar theory, antenna theory, antenna types, and popular waveforms.

3.1 Operating Principle

Airborne gpr is a subsurface penetrating radar system that can be mounted
on a flying platform to provide high-resolution images of the subsurface.
Each radar measurement can be regarded as a one dimensional (1d) vector
containing the backscattered power from a set of time delays in the nano-second
range. Utilizing the movement of the airborne platform, each 1d measurement
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can be synthesized into a two dimensional (2d) image showing a stratigraphical
image of the subsurface, also called A-scan and B-scan, respectively.

A radar system that transmits and receives electromagnetic waves by the same
antenna is called a monostatic radar system. Conversely, a bistatic radar system
uses separate antennas for transmission and reception.

Figure 3.1: Physical layout of an airborne nadir-looking bistatic radar system. Not
taking into account refraction.

The operating principle of an airborne bistatic gpr system can be described
as in Figure 3.1, where five main backscatter categories can be classified as
follows:

• Crosstalk; the direct wave from the transmitting to the receiving antenna.
Usually the strongest signal in the radar data.

• Surface reflections; the first significant reflection of interest in the radar
scene.

• Interface reflection; internal reflections in the medium of interest (stratig-
raphy).

• Bottom reflection; the last reflection of interest in the radar scene, and
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usually the last detectable interface.

• Sidelobe clutter; reflections that are coming from objects outside the
main lobe of the antenna. Usually not of interest.

3.1.1 The Radar Equation

An intuitive understanding of the radar equation is central for any radar
systems developer. The radar equation describes the physical dependencies
of the received power, which is the wave propagation from the transmitted
power - centrally described as a function of range, losses, target characteristics,
antenna gain, and aperture.

The radar equation for a bistatic radar can be formulated as a function of peak
received power [107] as:

%A =
%C�C�Af!

(4c)2'2
C '

2
A

, (3.1)

where each parameter is defined in table 3.1.

Table 3.1: Radar equation parameters.

Parameter Description

%A Received Power
%C Transmitted Power
�C Gain of transmitting antenna
�A =

�A_
2

4c Effective aperture of receiving antenna
�A Gain of receiving antenna
_ Transmitted wavelength
f Radar cross section of the target
! Pattern propagation factor (total loss factor)
Γ(\ ) Fresnel power reflection coefficient
'C Distance from the transmitter to the target (range)
'A Distance from the target to the receiver (range)

The effective aperture of the receiving antenna �A is usually taken to be that
portion of a plane surface near the antenna, perpendicular to the direction
of maximum radiation, through which most of the radiation flows [48]. The
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effective aperture can be rewritten in terms of the antenna gain:

�A =
�A_

2

4c
, (3.2)

and in the most common case, where the transmitting and receiving antenna is
identical (�C = �A = �) and approximately in the same location ('C ≈ 'A ≈ '),
we get:

%A =
%C�

2_2f!

(4c)3'4 . (3.3)

A central factor in the radar equation is how the received power decreases as
a function of the range '. The received power is also a function of the target
radar cross-section (rcs) f and is expressed in Equation (3.3) in terms of a
point target.

Amore adequatercs of the radar equation for low altitude snowmeasurements
is that of a flat surface. If the flat surface is larger than two Freznel zones
laterally, we can rewrite the radar equation into [111]:

%A =
%C�

2_2Γ(\ )!
(4c)2(2')2 , (3.4)

where Γ(\ ) is the Fresnel power reflection coefficient, similar to Equation
(3.18), however, also accounting for the incidence angle [50]. The radius �= of
Fresnel zone = is defined as [111]:

�= =
=c

2

√
'_

2
. (3.5)

Here, = is the Fresnel zone number, ' is the distance to the target, and _ is the
wavelength of the transmitted signal.

Paper I [46] discusses whether this requirement is satisfied for the radar system
used in this thesis.

Some rcs for simple geometries can be expressed as in table 3.2.
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Table 3.2: rcs for selected geometries.

Geometry rcs
Sphere with radius 0 fB = c0

2

Flat plate with height 0 and width 1 f? = 4c0212
_2

Cylinder with radius 0 and height ℎ f2 =
2c0ℎ2
_

Even though the dependence between received power and range is reduced
from '4 to (2')2 , Equation (3.4) shows that increasingly distant targets
become significantly harder to detect. The loss of power as a function of range
is called spreading loss !B and is defined as the ratio of the received power to
the transmitted power omitting additional losses [14]:

!B = −10 log10
�2_2f

(4c)3'4 . (3.6)

Similarly, for a flat surface target:

!B = −10 log10
�2_2f

(4c)2(2')2 . (3.7)

3.1.2 Resolution of UWB Signals

Several gpr applications only require the depth measurement of a single
interface, such as ice thickness measurements or road layer thickness. In such
cases, depth can be determined with adequate accuracy by measuring the
elapsed time (i.e., two way travel time (twt)) between the leading edge of
the received wavelet and a known reference time such as the surface reflection
provided the propagation velocity is known to some accuracy. In the layout
shown in Figure 3.1 such a measurement would detect the bottom reflection
only.

Nevertheless, suppose the task is to detect a number of features within the
medium to a certain accuracy, such as the detection of thin layers or rocks.
In that case, a signal having a larger bandwidth is required to distinguish
between the various targets. Moreover, it is really the received signal bandwidth
that needs to be wide, taking into account antenna effects and absorption in
the medium. Typical subsurface media act as low-pass filters that modify
the transmitted spectrum in accordance with the electrical properties of the
propagating medium [14]. A transmitted pulse is effectively stretched wider
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as a function of attenuation, which again is a function of the complex electric
permittivity and magnetic permeability of the medium.

The standard Rayleigh criterion for resolution refers to the minimum time
interval, which allows two overlapping pulses to be separated by a −3dB
depression of the sum signal. A similar way to measure range resolution is
to evaluate the full width at half maximum (fwhm) of a single pulse, which
will produce equivalent results if the pulses are identical. Figure 3.2 shows
a simulation of the resolution criteria for two identical Gaussian envelopes
produced at 3GHz center frequency with a bandwidth of 5GHz.

Figure 3.2: Resolution criteria for identical Gaussian waveform envelopes.

Figure 3.3: Rayleigh criteria for unequal Gaussian waveform envelopes.

In a lossy medium with targets having different radar cross-sections, the
Rayleigh criteria become unsuitable in the case where the reflected signal
from one target is significantly lower than of the other, as seen in Figure
3.3.
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In this case, one might consider a different criterion for range resolution to
distinguish between pulses of different sizes. Figure 3.4 shows an example
criteria where the separation must be equal to the width of the greater signal
at a level of 10% of its peak value [14].

Figure 3.4: Resolution criteria for detection of a weak target adjacent to a strong
target.

For practical purposes, radar developers usually use the theoretical range reso-
lution to start with, and so did we throughout this project. Theoretically, the
range resolution ΔA of a pulse compression radar system is given by [91]:

ΔA =
2

2�
1
√
nA

, (3.8)

where 2 is the propagation velocity in free space, � is the radar system band-
width, and nA is the relative permittivity of the medium, described in more
detail in Section 4.2.

3.1.3 Scattering Mechanisms

In addition to attenuation, scattering effects also account for some losses.
However, in the returning wave, scattering mechanisms are needed as they
facilitate the ability to perform subsurface measurements with electromagnetic
waves.

When an electromagnetic wave is incident on a dielectric boundary, a portion of
the energy is reflected and the rest is transmitted further into the medium, as
seen in Figure 3.5. Snell’s law describes the relationship between the directions
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Figure 3.5: Reflection and transmission of incident electromagnetic wave at an inter-
face.

of the incident, reflected, and transmitted wave [14]:

sin\8
E8

=
sin\A
EA

=
sin\C
EC

, (3.9)

where \8 , \A , and \C is the angle of the incident, reflected, and transmitted
signal respectively, and E8 , EA and EC are the corresponding velocities. This type
of scattering is called surface scattering.

The roughness of the dielectric boundary influences the radiation pattern of
the reflected signal. A perfectly smooth surface will cause specular reflection,
which has a theoretical radiation pattern of a delta function. In practice, as
the surface roughness increases, the diffuse component of the reflected signal
increases, and the coherent part decreases.

In heterogeneous media, the transmitted signal will experience further scatter-
ing within the medium due to local dielectric variations. This is called volume
scattering and will severely limit the penetration depth as the total loss an
electromagnetic wave experiences in a medium is the sum of all the scattering
losses and attenuation. Volume scattering is generally weaker than surface
scattering since the energy is scattered in multiple directions.

Finally, double-bounce scattering is when surface scattering occurs two times
in the propagation path, such as the sidelobe clutter in Figure 3.1.
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3.2 Antenna Theory

Arguably, the most important part of any radar system is the antenna. The
Institute of Electrical and Electronics Engineers (ieee) defines the antenna as:
“That part of a transmitting or receiving system which is designed to radiate or
to receive electromagnetic waves.” [41]. Such a device is a central part of any
radar system. In other words, the role of the radar antenna is to couple the
free-space and guided-wave propagation of electromagnetic waves.

A directional antenna concentrates the radiated energy into a shaped directive
beam that illuminates the target in the desired direction. The reflected energy
is then collected by the receiving antenna, which could (or even should) be the
same antenna, and is then usually filtered and sampled by the radar receiver.
A typical ultra wide-band (uwb) continuous wave (cw) system utilizes two
antennas; one for transmitting and one for receiving. This configuration is due
to the simplicity of implementing separate receiver and transmitter channels,
when probing in the near-field, instead of using directive coupling or gating
on a single output port. The reciprocal behavior of antennas means that the
optimum match is when the two antennas are identical. Some of the most ap-
plied parameters to characterize antennas are; radiation pattern, gain, voltage
standing wave ratio (VSWR), and half power beam width (HPBW) (see below
for definitions).

3.2.1 Radiation Pattern

The radiation pattern is the spatial distribution that characterizes the elec-
tromagnetic field generated by the antenna and can be written as a function
* (\, q) in spherical coordinates. Usually, it is a 2d plot of the amplitude or
power pattern of the antenna in a selected plane.

In Figure 3.6, we see the horizontal radiation pattern of a general directional
antenna. This particular antenna is, to some degree, bidirectional as it has a
significant backward lobe 180◦ away from the main lobe. An omnidirectional
antenna has approximately the same amplitude in all directions in at least one
plane.

Assuming the antenna is stationary or moving relatively short compared to
the distance traveled during the acquisition time of the radar system, we can
imagine at each sampled data point a collection of several returning pulses from
different scattering objects. These reflected pulses become part of a weighted
sum where each returning pulse has a weight based on their direction of
arrival. This effect is inherent in any radar system and is caused by the antenna
radiation pattern.



3.2 antenna theory 21

Figure 3.6: Horizontal radiation pattern for a directional antenna.

3.2.2 Directivity

Directivity is defined as: “The ratio of the radiation intensity in a given direction
from the antenna to the radiation intensity averaged over all directions. The
average radiation intensity is equal to the total power radiated by the antenna
divided by 4c . If the direction is not specified, the direction of maximum radiation
intensity is implied.” [41]. Directivity is a measure of how ’directional’ an
antennas radiation pattern is, and technically a function of angle, expressed
as [48]:

� (\, q) = * (\, q)
1
4c

∫ 2c
0

∫ c

0 |* (\, q) |2B8=\3\3q
=

4c* (\, q)
%A03

[dBi] , (3.10)

where * (\, q) is the radiation intensity (or radiation pattern), which is the
power density per unit solid angle, and %A03 is the total radiated power. A
solid angle is known as the angle of the antenna main lobe (maximum radia-
tion). Antenna directivity is usually referenced to the radiation intensity of an
isotropic source [41]. Hence, it is given in the unit dB-isotropic or dBi.
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Directivity is a function of angle, but usually, when specifying directivity for
an antenna, the peak directivity �<0G is given.

�<0G =
4c* (\, q)<0G

%A03
[dBi] , (3.11)

3.2.3 Efficiency

The efficiency of an antenna can be described as the ratio of the power delivered
to the antenna (%8=) relative to the power radiated from the antenna (%A03).
That is, a high-efficiency antenna radiates most of the power available at the
antenna input terminals. If most of the power is absorbed within the antenna,
it is considered a low-efficiency antenna, basically producing heat. Antenna
efficiency is a ratio presented as a number between 0 and 1, often quoted in
terms of percentage (e.g., 0.5 is 50 %) [48]:

4 =
%A03

%8=
. (3.12)

This measure takes into account the reflection, conduction, and dielectric eff-
iciency of the antenna. Except for reflection, these terms are difficult to measure
individually. However, numerical computation can be used to identify the
different loss factors.

If the reflection coefficient Γ is known, the reflection efficiency 4A can be
calculated as:

4A = (1 − |Γ |2) , (3.13)

which is related to return loss (see Section 3.2.5).

3.2.4 Absolute Gain

An antenna’s ability to concentrate energy in a narrow angular region (a
directive beam) is described in terms of antenna gain [41]. We can define
antenna gain as the ratio of the peak radiated power compared to the mean
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radiation intensity of a perfectly efficient antenna %8=/4c [48]:

� =
4c* (\, q)<0G

%8=
[dBi] . (3.14)

Absolute gain is more commonly quoted than directivity because it takes into
account the efficiency of the antenna.

Antenna gain can be related to directivity and antenna efficiency by [48]:

� = 4�<0G . (3.15)

Partial gain is defined as the absolute gain related to a given polarization
[41].

High-gain antennas such as horns or reflectors are said to be aperture-type
antennas. The gain of these antennas can be described with the effective
antenna aperture � from Equation (3.2). In this case, we need to introduce
the aperture efficiency 40, which includes the previously mentioned antenna
efficiency 4 and the antenna illumination efficiency. The gain can then be
expressed as:

� = 40
4c
_2
� . (3.16)

3.2.5 Voltage Standing Wave Ratio and Return Loss

For a signal source to efficiently deliver power to an antenna, the impedance of
the source and (or) transmission line must be well matched to the impedance of
the antenna. This requirement also applies to the impedancematching between
the receiving antenna and transmission line as well as internal components
within the radar hardware.

The voltage standing wave ratio (vswr) is directly related to the performance
of the antenna as it is a measure of how well matched the antenna is to the
transmission line or transceiver system. Power reflected by an antenna back
onto the transmission line interferes with the forward traveling power, creating
a standing voltage wave. The ratio between the maximum and minimum
standing wave is the vswr. In return, this depends on the reflection coefficient
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Γ at the input terminals of the antenna [89]:

+(,' =
+<0G

+<8=
=

1 + |Γ |
1 − |Γ | . (3.17)

The reflection coefficient for guided microwaves is defined as [89]:

Γ =
/8= − /0

/8= + /0
, (3.18)

where /0 is the characteristic impedance of the transmission line and /8= is the
input impedance of the antenna. These impedances are frequency dependent,
which must be taken into account when working with uwb systems since
antenna design considerations can alter the rate of change in impedance
within the operational frequency band. Generally, uwb antennas are designed
for minimal impedance variation across the operational bandwidth.

In other words, vswr describes the frequency-dependent impedance matching
between two ports such as antenna and transceiver. Bandwidth is described
as “The range of frequencies within which the performance of the antenna, with
respect to some characteristic, conforms to a specified standard.” [41], and is
therefore, closely related to vswr.

vswr can also be related to antenna mismatch loss, also called return loss or
(11:

(11 = −20 log |Γ | . (3.19)

The scattering parameter (11 is described in Section 3.2.8.

Figure 3.7 shows an example of (11 for a uwb antenna. In practice, the
bandwidth of an antenna is commonly defined as the range of frequencies
with (11 below −10dB [49]. When measuring (11 in practice, it is not only the
impedance mismatch at the antenna termination that will cause reflections, but
also internal reflections in the antenna construction and especially reflections
from the impedance matching between the antenna and free space. Hence,
time-gating of the measurement is needed to measure the impedance matching
at the antenna terminal solely. However, for most practical applications, (11
measurements include all the different antenna reflections as it is the sum that
determines the antennas overall performance.
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Figure 3.7: (11 example of uwb antenna.

When measuring (11, an-echoic chambers (alternatively large halls or free-
space) should be used to avoid reflections from walls and other obstacles
producing clutter in front of the antenna.

3.2.6 Half Power Beamwidth

The half power beam width (hpbw) is defined by the ieee as: “In a plane
containing the direction of the maximum of a beam, the angle between the two
directions in which the radiation intensity is one-half the value of the beam” [41].
The half-power beamwidth describes the width of themain beam of the antenna
radiation pattern. In otherwords, the angular separation inwhich themaximum
magnitude of the power radiation pattern decreases by 50% (-3 dB).

hpbw is an adequate measure to distinguish different types of antennas in
terms of directivity and indicates the footprint of the antenna. It can also be
used as a measure of the transversal resolution.

3.2.7 Polarization

Polarization is defined by ieee as: “In a specified direction from an antenna
and at a point in its far field, the polarization of the (locally) plane wave, which
is used to represent the radiated wave at that point.” [41]. The electric field
is perpendicular to the direction of propagation, and it is the direction of
this electric field that is the polarization of the electromagnetic wave. The
polarization is the figure that the electric field traces out while propagating.
Typical polarizations used in radar sensing tasks are linear, circular, and hybrid
polarization.
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3.2.8 Scattering Matrix

A microwave network represented in terms of incident, reflected, and trans-
mitted waves can be mathematically represented by a scattering matrix. The
scattering matrix provides a complete description of the network as seen at its
# ports. The scattering matrix relates the voltage waves incident on the ports
to those reflected from the ports [89]. The scattering parameters are typically
measured by a network analyzer, where the most used parameter in terms of
antenna design is the antenna mismatch loss (11 also known as return loss
described in Section 3.2.5.

The scattering matrix (also known as S-matrix) is defined in relation to the
amplitude of the incident + 8

#
and reflected + A

#
voltage waves as:


+ A1
+ A2
...

+ A
#

 =


(11 (12 . . . (1#
(21 (22 . . . (2#
...

...
. . .

...

(#1 (#2 . . . (##



+ 81
+ 82
...

+ 8
#

 (3.20)

where a specific element in the S-matrix can be determined as:

(<= =
+ A<

+ 8=
, (3.21)

where incident voltages on other ports than port = is zero (terminated with
matched loads). We can find (<= by driving a port = with an incident wave
of voltage + 8= and measure the reflected or transmitted amplitude + A< at port
<.

3.3 Antenna Types

Antennas come in a wide variety of shapes and configurations, where the only
broad common factor is that the radiating element is made from conductive ma-
terials. This section briefly summarizes the most frequently usedgpr antennas,
shown in Figure 3.8.
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(a) Dipole. (b) Fat dipole.

(c) Bow-tie. (d) Horn.

(e) Vivaldi. (f) Spiral.

(g) Array.

Figure 3.8: Antenna types.
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3.3.1 Dipole Antennas

Perhaps the most widely used antenna type considering all applications, the
dipole antenna (see Figure 3.8a) in essence consists of two identical radiating
conductors usually oriented such that the total length is approximately one
half of the signal wavelength. These antennas generally show low directivity
and bandwidth, however by thickening the conductors, such as in Figure 3.8b,
or implementing planar solutions such as bow-tie antennas in Figure 3.8c, the
bandwidth can be increased. Themost popular dipole type forgpr applications
is the bow-tie antenna due to its ease of construction with printed circuit board
(pcb) methods and the possibility for uwb characteristics. The flare angle of
the bow-tie strongly affects the radiation pattern and input impedance (hence,
vswr) and can be tuned to best fit the application. Bow-tie antennas can be
resistively loaded at the flare ends to reduce internal reflections. Other planar
dipole antennas include elliptical, rectangular, and biconical dipoles which also
achieve wider bandwidths than the standard dipole.

3.3.2 Horn Antennas

Horn antennas consist of a flaring metal waveguide shaped like a horn to direct
electromagnetic waves in a beam (see Figure 3.8d). The gradual flare of the
horn is to match the impedance of a waveguide (usually 50Ω) to the impedance
of free space (377Ω), which allows the antenna to radiate efficiently. Horn
antennas usually have excellent gain, directivity, and sidelobe performance.
Ultra-wide bandwidths can be achieved with dual ridge horns. The input
impedance of a typical horn antenna varies slowly over a wide frequency range
implying wideband (11 and vswr performance. Horn antennas are usually
made of aluminium, copper, or steel, making them heavy compared to planar
pcb antennas. However, several studies have investigated the possibility of
using lightermaterials such as graphene-containing carbon compositematerials
[123] or 3D printed horn antennas coated in conductive paint, or metalized 3D
prints [60,69,76].

3.3.3 End Fire Tapered Slot Antennas

End-fire tapered slot antennas can be regarded as a 2d horn antenna where
the slot can be linearly or exponentially tapered. The exponentially tapered
slot antenna is also known as the Vivaldi antenna, shown in Figure 3.8e. The
Vivaldi antenna is typically known for its wide bandwidth, medium directivity,
and long electrical length compared to its physical size due to the exponentially
tapered shape of the slot. The basic Vivaldi antenna type can be modified to
improve directivity, bandwidth, impedance matching, or size. Some of these
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modifications are described in Section 5.1.

3.3.4 Spiral Antennas

The spiral antenna is arguably the antenna type most correctly classified as
"frequency independent." Not surprisingly, the bandwidth is finite in practice
due to the finite length of the antenna arms and finite inner gap width, as shown
in Figure 3.8f. The maximum and minimum operating frequency of the spiral
antenna is determined by the inner and outer diameter, respectively [48].

Antennas radiate specific frequencies from a region called the active region,
where the currents add constructively for each frequency and produce coherent
radiation. In the case of spiral antennas, when a wideband pulse is fed into the
spiral antenna, the active region will propagate along the spiral arms, effectively
deconstructing the pulse into its frequency components, creating a chirp. A
de-chirping procedure in software reconstructs the pulse after reception. This
is accomplished by correcting for the non-linear phase with a model of the
change in the group delay of the antenna [23].

3.3.5 Array Antennas

Array antennas (see Figure 3.8g), often called phased-array antennas, is two
or more spatially separated antennas. The signals from the antennas are
combined in order to achieve improved performance compared to a single
antenna. Antenna arrays have a plethora of uses. The most central purposes
are to increase overall gain, "steer" the main lobe of the antenna, or determine
the direction of an incoming wave.

The gain of antenna arrays can be significantly increased and even steered by
controlling the phase delay of the signal to each radiating element.
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3.4 Radar Waveforms

This section outlines the most used waveforms for gpr, with extra focus on
pseudo random binary sequence (prbs) waveforms since it is used in this
project. Other waveforms not mentioned include polarization modulation and
single (or dual) frequency methods. When choosing the waveform for a radar
system, the radar sensing task and the full network of options should be
considered. Figure 3.9 illustrates some of the choices that must be made, from
the radar sensing task to the digital processing stage.

Figure 3.9: gpr system design options.

The operating frequency band of the radar system is also crucial for the radar
sensing task, where different waveforms and antenna types allow for more or
less flexibility in that regard.

3.4.1 Amplitude Modulation/Impulse

Classical radar sensing tasks such as detection and ranging are usually ac-
complished by analyzing the impulse response of the scenery. Impulse radar
directly measures the impulse response function (irf) in the time domain
using short pulses as the transmitted signal. The bandwidth of the system limits
the measured irf. The shorter the pulse, the wider the bandwidth. Sub-ns
pulses are needed to produce ultra-wideband pulses [35]. There exist single-
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shot oscilloscopes capable of real-time sampling of such pulses1; however, such
systems are bulky and costly. Hence, real-time sampling is not often feasible
in miniature radar systems. However, capturing one complete waveform over
several subsequent impulse periods is possible using a fixed pulse repetition
rate and stroboscopic sampling. With this method, only one (or a few) samples
are taken for each generated pulse, and each sub-sample must be taken at a
known offset from the impulse event. This method reduces the sampling rates
down to the MHz to kHz range, making high-resolution analog-to-digital con-
verter (adc) possible. However, sub-sampling reduces the receiver efficiency
as most of the transmitted power is ignored for each sub-sample, and hence, a
longer time is needed to build a complete irf. Also, the target and platform
are assumed quasi-stationary during the sampling sequence. A general rule is
that the translatory movement must not exceed the range resolution during
the irf acquisition [28].

Typical duty cycles of pulse radars are 1 % or even lower, which is a significant
contrast to cw techniques that can go up to 100 %, implying that a large
amount of energy needs to be put into a tiny portion of the whole signal period
to maintain a good signal-to-noise ratio (snr). This energy demand results in
high maximum voltage pulses that both the transmit and receive electronics
need to handle. Shielding of the other surrounding electronics is also more
acute when using pulse radars.

3.4.2 Frequency Modulated Continuous Wave

Continuous-wave (CW) refers to sensors that use continuous signals (often
looping signals) for their measurements. Single-frequency cw signals (i.e.,
sinusoidal) can detect doppler shift in the received signal to estimate the
velocity of the target, but however, with no range information. Unless we
consider interferometric measurements for simple targets [86]. Sweeping the
signal frequency across a bandwidth (i.e., modulating the frequency) results
in range resolution.

A frequency modulated continuous wave (fmcw) radar system transmits a
signal with a continuously changing frequency using a linear voltage sweep
controlling a voltage controlled oscillator (vco), resulting in a frequency that
sweeps across a chosen frequency band. The received signal is mixed with the
transmitted waveform (in a given time instance), resulting in the difference
in frequency between the instantaneous transmitted and received frequency,
which is proportional to the target range.

1. For more information on single-shot oscilloscopes, visit: https://www.keysight.com/
en/pcx-x2015004/oscilloscopes?cc=NO&lc=eng&tab=x901106

https://www.keysight.com/en/pcx-x2015004/oscilloscopes?cc=NO&lc=eng&tab=x901106
https://www.keysight.com/en/pcx-x2015004/oscilloscopes?cc=NO&lc=eng&tab=x901106
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Note that this waveform still responds to doppler shift. Hence, doppler ambigu-
ity is introduced when the target or radar platform is moving. This ambiguity
is solved by sweeping the frequency in a triangular shape instead of a sawtooth
shape.

3.4.3 Stepped Frequency/Vector Network Analysis

Network analyzers are devices used to characterize electrical networks. The
network analyzer uses input and output ports to connect to the device under
test and measures transmission and reflection between the ports and device.
The operation of a vector network analyser (vna) is similar to fmcw; however,
the frequency is changed in discrete steps allowing for settling time for each
single frequency sine wave. Suppose antennas are connected to the test ports
of a vna. In that case, it will gather the frequency domain irf of the antenna
aperture, easily converted to time-domain irf with the Fourier transform,
given that the frequency steps are constant across the bandwidth.

Stepped frequency is also used for dedicated radar sensors such as in [80].
This waveform proves to be excellent for radar sensing tasks and is highly
configurable in terms of frequency range and number of steps, which defines
the unambiguous range. One drawback is the settling time for each frequency
step in the order of tens of `s, limiting the measurement rate (irf/s).

3.4.4 Noise Modulated; M-Sequence

Noise modulated signals provide good possibilities for gpr systems. The re-
ceiver is less susceptible to interference, and the radiated power is evenly spread
throughout the spectrum. As with the other cwmethods mentioned, this poses
a considerable advantage over impulse waveforms as the transmitted energy
can be spread out equally in time, increasing the duty-cycle and reducing
the signal peak power. This reduction in instantaneous signal level leads to
low-cost RF circuit integration [97]. Further, non-linear distortion will also be
reduced for active components compared to pulse excitation due to the low
peak power [89]. If real noise is used as a stimulus (i.e., the transmitted signal
is not periodic), the received signal must be sampled and correlated with the
transmitted signal.

A different approach to noise modulated waveform generation is pseudo-noise
waveforms. These waveforms are periodic and hence not strictly random.
However, the waveform has properties similar to random signals, such as a
pulse-like auto-correlation function (acf). Such signals can also cover large
bandwidths, and sub-sampling can easily be applied due to their periodic nature.
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For pseudo-noise waveforms, the transmitted signal does not need mixing with
the incoming signal since correlation calculation is performed with a stored
digital representation of the known signal. This being a coherent signal, most
interference is canceled through the correlation (i.e., match filtering).

A maximum length binary sequence, or in short an M-sequence is a type of
prbs in the family of pseudo noise signals. The description pseudo random
is used since the signal is periodic and hence not strictly random. However,
the waveform has properties similar to random signals such as a pulse-like
autocorrelation function 'GG (g):

'GG (g) =
1
)

∫
)

G (C)G (C + g)3g ≈ X (g) , (3.22)

where G (C) is the M-sequence signal, and) is the period of one sequence.

A signal having a short autocorrelation function has, in turn, a large bandwidth
and can, in principle, be used as a stimulus for uwb radar imaging. However,
the raw backscattered signal ~ (C) is not particularly useful for radar imag-
ing. The cross-correlation function '~G (g) representing the cross-correlation
between the transmitted and backscattered signal contains more interesting
information:

'~G (g) =
1
)

∫
)

~ (C)G (C + g)3g . (3.23)

The interesting information lies in the impulse response ℎ(C) between the
transmitting and receiving antennas which contain the scattering behaviour of
targets within the aperture of the antennas. The impulse response is related
to '~G (g) and 'GG (g) by a convolution [14]:

'~G (g) = ℎ(g) ⊗ 'GG (g) . (3.24)

If the autocorrelation function 'GG (g) is a Dirac pulse X (g) (i.e., infinite band-
width), Equation (3.23) simplifies to:

'~G (g) ∝ ℎ(g) . (3.25)

Equation (3.25) states that the cross-correlation function between the received
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and transmitted signal is proportional to the impulse response function as long
as the autocorrelation function of the transmitted signal is narrow compared
to the actual impulse response function of the target.

The basic concept of signal generation is to produce a binary sequence from
a fast shift register controlled by a constant frequency oscillator/clock. The
constant frequency oscillator results in a more stable system time-base com-
pared to waveforms that require a changing frequency (e.g., sweeping oscillator,
vco).

Since this is the waveform used in this thesis, more attention is given to its
parameters in the next section.

3.4.5 M-Sequence Parameters

An M-sequence is a binary signal generated by a digital shift register, where
the number of flipflops < in the register defines the order of the pseudo-
random code [26]. The master clock frequency 52 activates the shift registry
and generates a pseudo-random sequence of logical values (0 or 1), visualized
as a sequence of rectangular pulses of varying width and spacing.

The total length (in ’chips’ or range bins) of such a sequence is defined as:

# = 2< − 1 , (3.26)

where each element have a period )0 of:

)0 =
1
52

. (3.27)

To generate the pseudo-random sequence from the shift register, "XOR" feed-
back loops are used with coefficients ("a" in Figure 3.10) set to a chosen logical
value. The values of the coefficients are what defines the sequence [26].

The duration of a full sequence is the inverse of the measurement rate (equiva-
lent to pulse repetition frequency or irf/s):

)? = #)0 =
1

�'�/B . (3.28)
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Figure 3.10: 4-th order M-sequence generator example.

The unambiguous range in a given non-magnetic medium for an M-sequence
radar '0 can be expressed as [14]:

'0 =

2√
nA
(2< − 1)
252

, (3.29)

where 2 is the propagation velocity in free space, nA is the relative permittivity
of the medium,< is the order of the M-sequence shift register, and 52 is the
clock frequency.

The bandwidth of the signal can with some simplification be related to one
parameter, the master clock frequency 52 [14]:

� ≈ 52

2
[Hz] . (3.30)

The M-sequence has a short auto-correlation function resulting in a flat spec-
trum over a broad bandwidth. The sidelobes of the autocorrelation function
largely depend on the sequence length, where the sidelobes decrease with
increasing shift registry length. The longer the sequence, the more similar it
is to real noise (see Figure 3.11). The length of the shift registry also affects
the unambiguous range of the radar as each bit represents a range bin (from
Equation (3.26)) in the processed scan. A registry length of< = 9, translates
to 5.75 m unambiguous range in air, based on Equation (3.29).

The most suitable commercial radar hardware for pseudo-noise signal gener-
ation was found to be the ILMsens m:explore transceiver system2. 9 and 12
order versions have been used in this project.

The basic concept of signal generation and reception is described in Figure 3.12.

2. Visit the ILMsenswebsite at: https://www.uwb-shop.com/products/m-explore/

https://www.uwb-shop.com/products/m-explore/
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Figure 3.11: Match filter output for 9th (blue), 12th (red), and 15th (yellow) order
shift registers. The time axis is normalized with respect to the register bit
lengths. The unit is, therefore, in bits.

The M-sequence generator (Figure 3.10) is driven by a stable clock source with
frequency 52 . The stability of the clock frequency is critical to the performance
of the sensor, as it defines the maximum bandwidth (Equation (3.30)), un-
ambiguous range (Equation (3.29)), and penetration depth shown in Section
4.2. The M-sequence signal is then filtered by an anti-aliasing filter set at 52/2,
amplified, and transmitted by the antenna.

Figure 3.12: Basic concept block diagram of an M-sequence transceiver.

Stroboscopic sampling is accomplished using a binary divider to control a track
& hold (t&h) adc. A t&h adc captures the voltage and holds its value at a
constant level for a specified time, in this case controlled by the binary divider
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(see Figure 3.12). Hence, exploiting the periodicity of the signal. The signal is
sampled at a frequency 52/2= where typical values for n are in the range of 32
to 256. Consequently, the irf is measured across several M-sequence periods.
Additionally, the receiver has built-in averaging to increase snr. Finally, the
sampled signal is correlated with the stored sequence employing Equation
(3.23) in the Fourier domain for computational speed.





4
Remote Sensing of Snow
This chapter introduces snow as a physical medium together with its elec-
tromagnetic properties. A description of how radar waves respond to this
medium is presented, and finally, methods to estimate snow properties with
such waves.

4.1 Snow Parameters

Snow can generally be considered as a medium of randomly scattered ice
particles suspended in a background medium, which, in the case of dry snow,
is air [109]. However, the complexity of snow increases with the introduction
of compounds like liquid water (i.e., wet snow) and salinity (e.g., snow on sea
ice).

There are several different macrophysical properties used to describe snow,
and some are measured more often than others, due to both their significance
or ease of attainability. Some properties also have significant error margins,
even with the most modern sensors available today.

39
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Figure 4.1: Snow properties frequency of measurement. Adopted from [87].

Figure 4.1 shows a selection of snow properties and the sampled frequency
of measurement according to [87], for which snow depth, presence (binary),
snow water equivalent (swe) and density are the most frequently measured
parameters; primarily due to the wide variety of applications where these are
involved. Additionally, these parameters are also relatively easy to obtain with
low confidence intervals compared to, e.g., liquid water content.

The most common microphysical properties recorded are grain shape and size
[87], often for research purposes and avalanche risk assessment. Table 4.1 lists
the definition of central snow parameters gathered from [87] and [24].

As stated in Table 4.1, swe is the resulting depth of water from a completely
melted mass of snow. swe is typically expressed in millimeters of equivalent
water, which is equivalent to kilograms per square meter or liters per square
meter, thus referring to the unit surface area of the considered snow sample
[24].

The swe can be expressed as the product of the snow depth in meters and the
vertically-integrated density in kilograms per cubic meter:

SWE = 3BdB [kg/m2] . (4.1)
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Table 4.1: List of selected measurable snow properties from [87] and [24]

Parameter Definition

Snow depth Snow depth denotes the total height of the snow-
pack (i.e., the vertical distance in centimeters from
base to snow surface). Unless otherwise specified,
snow depth is related to a single location at a given
time. Thus, the manual snow depth measurements
are often made with one ormore fixed snow stakes.
On the other hand, portable snow depth probes
allow for measurements along with snow courses
and transects. The slope-perpendicular equivalent
of the snow depth is the total thickness of the
snowpack.

Snow density Density, that is, mass per unit volume (kg/m3), is
normally determined byweighing snowof a known
volume. Sometimes total and dry snow densities
are measured separately. Total snow density en-
compasses all of the constituents of snow (ice, liq-
uid water, and air), while the dry snow density
refers to the ice matrix and air only.

Snow water equivalent Snow water equivalent (SWE) is the vertical depth
of water that would be obtained if the snow cover
melted completely, which equates to the snow-
cover mass per unit area.

Liquid water content Liquid water content (LWC) is defined as the
amount of water within the snow that is in the
liquid phase. This parameter is synonymous with
the free-water content of a snow sample.

Snow hardness Hardness is the resistance to penetration of an
object into the snow. Hardness measurements pro-
duce a relative information value that depends on
the instrument. Therefore, the device has to be
specified.

Stratigraphy The snow layer thickness, or stratigraphy, (mea-
sured in centimeters or fractions thereof) is an
essential parameter when characterizing the cur-
rent state of a snowpack. Layer thickness is usually
measured vertically.

Presence of snow A binary observation of the presence of snow cover
at the measurement location, usually based on a
snow cover fraction threshold of 50%.
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Snow density dB can be crudely modeled as a function of snow depth 3B given
a certain region and time of year [31]:

dB = 352 + 75 ln(3B) [g/cm3] . (4.2)

Alternatively, by combining several more parameters such as: elevation above
sea level �, degree days �3 when ) > 0 °C and wind days �F when ) > 0 °C
and wind speed, > 2m/s, Bruland et al., [8] present a more complex model
that is here adapted to model snow density as:

dB = 0.324(1 − 4 (−503B−1.8�−4.7�3−4.2�F )10−4) + 0.148 [g/cm3] . (4.3)

Figure 4.2: Snow density modeled as a function of depth with two different models,
from Equations (4.2) and (4.3). Dashed lines indicate the range of the
model in Equation (4.3) with typical values for the additional parameters.

Figure 4.2 compares the two models in Equations (4.2) and (4.3), where the
black lines indicate the upper and lower range of the model in Equation (4.3)
with typical values for the additional parameters. Notice that the two lines
collapse to one line with increasing snow depth, implying that the additional
parameters introduced in Equation (4.3) become less influential as as the snow
depth increases.
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4.2 Scattering Characteristics of Snow

The backscattered signal from snow is a function of snow density, snow parti-
cle diameter, surface roughness, temperature, conductivity, and liquid water
content (lwc), as well as electromagnetic (em) wave parameters such as
frequency, polarization, and incidence angle. In general, snow is electromag-
netically a three-component dielectric mixture of air, ice particles, and liguid
water [33].

In radar sensing tasks of snow, the frequency-dependent complex relative dielec-
tric constant is arguably the most central parameter. It governs the attenuation
in the medium, which is the primary constraint to penetration depth. Further-
more, a reasonably accurate estimate of the complex relative dielectric constant
can be used to estimate snow density and lwc.

em wave propagation can from Maxwell’s equations be represented by a
one dimensional (1d) plane wave equation with propagation along the z-
axis [14]:

m2E
mI2

=
1
E2
m2E
mC2

, (4.4)

where the velocity of propagation E is a function of the absolute magnetic
permeability and electric permittivity:

E =
1

√
`0`An0nA

=
1
√
`n
[ms−1] , (4.5)

and the velocity in free space is:

2 =
1
√
`0n0

[ms−1] . (4.6)

These equations include:

The absolute magnetic permeability of free space: `0 = 1.264−6 [Hm−1].

The absolute electric permittivity of free space: n0 = 8.864−6 [Fm−1].

The complex relative permittivity: nA = n
n0
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The complex relative permeability: `A =
`

`0

The relative permeability is 1 for nonmagnetic geologic materials. Hence, the
propagation velocity in a given medium is simplified to:

EA =
2
√
nA
[ms−1] , (4.7)

where nA is frequency-dependent and can vary along the propagation axis for
heterogeneous materials.

The relative permittivity, also called the dielectric constant of a material, could
be viewed as the ratio of capacitance in a capacitor using that material as a
dielectric, compared to a capacitor with the same dimensions that has vacuum
as its dielectric. The relative permittivity is a dimensionless complex number
and may be expressed as:

nA = n
′
A + 9n ′′A . (4.8)

The conductivity in the material f is also a complex number in Siemens per
meter [S/m]:

f = f
′ + 9f ′′ [S/m] . (4.9)

From Equations (4.8) and (4.9), the real and imaginary terms can be described
as:

n ′A is the dielectric polarisation term, referring to induced polarization in
the material.

n ′′A represents the energy loss due to the polarisation lag causing scattering
and ultimately heat from the mechanical coupling between atoms and
induced dipole radiation in the material.

f
′
refers to Ohmic conduction, as in the relationship between the magnitude
of current density and electric field.

f
′′
is related to Faradic diffusion, or phase lag between the electric field
and current density. I.e., f

′′
describes the slowness in charge carriers

response to a changing electric field.
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The real part of the conductivity of snow f
′
is usually small, and has been

measured in the range of 1 × 10−4 to 0.01mS/m [14, 29].

When f is small, which is the case for snow, the ratio of the imaginary and real
parts of the complex permittivity is a dimensionless factor commonly named
the material loss tangent [103]:

tanX =
n
′′

n
′ . (4.10)

The velocity of propagation EA is also reduced by an increase of the loss tangent
in addition to the relative dielectric constant [14]. However, tanX must be
significantly greater than 1 for any slowing to occur, and it is reasonable to
assume that for snow tanX < 1. Hence, Equation (4.7) holds.

The amplitude of an electromagnetic field �0 starting at C = 0 and I = 0 in a
conducting dielectric can be described by a solution to the plane wave Equation
(4.4) [14]:

� (I, C) = �04−UI4 9 (lC−VI) , (4.11)

where the field is propagating in the I-direction, C is time, l = 2c 5 is the
angular frequency,U and V are the attenuation and phase constant, respectively.
The first exponential term describes the attenuation, while the second describes
the propagation of the wave. U and V represent the complex components of
the wavenumber.

The attenuation and phase constant can be expressed in terms of frequency,
permittivity and permeability as:

U = l
©­«`n

′

2
©­«
[
1 +

(
n
′′

n
′

)2] 1
2

− 1ª®¬ª®¬
1
2

, (4.12)

V = l
©­«`n

′

2
©­«
[
1 +

(
n
′′

n
′

)2] 1
2

+ 1ª®¬ª®¬
1
2

. (4.13)

The attenuation constant can be expressed in dB/m and its inverse is denoted
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as the skin depth X:

X =
1
U

, (4.14)

also called penetration depth.

Penetration depth is defined as the depth (or distance) a plane wave has
to travel for the amplitude to reduce to 1/4 (or 37 %) of the transmitted
value. This depth is used to describe how "lossy" a medium is and limitations
regarding radar depth probing. However, it should be noted that this definition
of penetration depth only takes into account attenuation, ignoring scattering
losses. Hence, in reality, X is lower because of scattering losses.

The penetration depth X in materials with relative magnetic permeability `A
approximated to 1, such as snow or ice, can be re-written in terms of the relative
permittivity nA as [18, 110]:

X =
_0

4c
©­«n
′
A

2
©­«
[
1 +

(
n ′′A
n ′A

)2] 1
2

− 1ª®¬ª®¬
− 1

2

, (4.15)

where _0 = 2
5
is the wavelength in free space.

Consequently, the loss in the medium can be expressed as:

! = 10 log(4 1
X ) [dB/m] . (4.16)

If tanX << 1, which usually is the case for dry snow, Equation (4.15) is
simplified to:

X ≈
_0

√
n ′A

2cn ′′A
. (4.17)

In the microwave region, tanX is in the order of 10−2 to 10−3 for snow
[110].

Since n ′′A of water is several orders of magnitude larger than that of dry snow,
Equation (4.17) states that even minimal amounts of liquid water in the snow-
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pack can dramatically decrease the penetration depth X . Furthermore, the pen-
etration depth also decreases as a function of frequency, which will decrease for
liquid water up to the relaxation frequency of water (10 to 20GHz) [34].

To determine the penetration depth in homogeneous and isotropic materials,
the relative complex dielectric constant from Equation (4.8), must be known.
The value of nA depends on several snow state variables. Predicting the mi-
crowave response can be complicated due to the depth gradient of liquid water
content or salinity concentration within the snowpack.

The relation between snow dielectric and density has been modeled both
theoretically [109] and empirically [108]. Several empirical models relate both
dry and wet snow to the relative dielectric constant. If we assume the liquid
water (and salinity) content to be negligible, then the dielectric constant is
real-valued and solely dependent on density.

The dielectric constant of snow can be written as [108]:

n ′A = 1 + 1.7dB + 0.7d2B , (4.18)

where n ′A is the real part of the relative dielectric constant and dB is the density
of the snow in g/cm3.

Considering dry snow with density below 0.5 g cm−3, which is often the case in
nature, a linear relationship gives an acceptable approximation [108]:

n
′
A = 1 + 2dB . (4.19)

Regarding snow containing significant amounts of liquid water (approximately
from 2% up to 10%), the real part of the dielectric constant can be calculated
as [108]:

n ′A = 1 + 1.7dB + 0.7d2B + 8.7,D + 70, 2
D , (4.20)

where,D is the wetness by volume fraction.

The liquid water content also contributes to the imaginary part of the permittiv-
ity to the point where it is not negligible. The imaginary part of the permittivity
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can be calculated by [108]:

n ′′A = 0.9, + 7.5, 2 . (4.21)

As previously stated, the complex dielectric constant of snow and ice can
be estimated using both empirical and theoretical models for the real and
imaginary parts. Figure 4.3 shows a comparison of selected models used to
calculate penetration depth. The models were collected from: [33, 39, 40, 72,
73, 79, 108, 109]. The Strong fluctuation model for dry Snow [109] treats snow
as a medium of randomly scattered ice particles suspended in a background
medium, which, in the case of snow, is air. This model takes into account
grain size, which further decreases the penetration depth for high frequencies
(> 5GHz). As frequency or snow density increases, the model diverges from
the empirical models.

Figure 4.3: Penetration depth at a temperature of 268K shown as a function of
frequency for dry snow with 0.5mm grain size and wet snow with a dry
snow density of 0.4 g/cm3. Both snow types (wet and dry) are calculated
with two different models, where the main difference is that the Tsang
model accounts for grain size.
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4.3 Characterizing Snow with UWB Radar

The use of em waves to extract snow state parameters are widespread with
several different wave-forms, platforms, and processing methods [13, 30, 66]
(see also Chapter 2). Common to all techniques are the effects a layeredmedium
has on propagatingmicrowaves. In this section,we will look at somemethods to
measure snow depth and density from ground penetrating radar (gpr).

Snow depth is usually measured by evaluating the two way travel time (twt)
(denoted as C) from the snow surface to the ground and calculating the distance
traveled with an estimate of the propagation velocity.

For homogeneous and isotropic materials, the relative propagation velocity EA
is related to the relative dielectric constant nA as in Equation (4.7):

EA =
2
√
nA
[ms−1] (4.22)

where 2 is the propagation velocity in free space. The depth 3 is then:

3 = EA
C

2
[m] . (4.23)

These equations give important information about gprmeasurements in snow.
That is, we need the dielectric constant to estimate the depth in the medium.
Hence, gpr measured snow depth contains all the information to estimate
swe, since there is a relation between the dielectric constant and snow density
as stated in Equations (4.18) and (4.20). In the same way, extracting the
propagation velocity from radar data enables calculation of the real part of the
relative dielectric constant.

Consider a point target buried in the medium under examination. Moving the
radar laterally across the target will create a hyperbolic spreading function as
in Figure 4.4. The relationship between the propagation velocity EA and the
hyperbolic spreading function can be written as [14]:

EA = 2

√
G2
=−1 − G20
C2
=−1 − C20

, (4.24)

where G and C denotes the position of the radar (slow-time) and the time to
each reflection (fast-time), respectively.
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Figure 4.4: Constellation of A-scans from hyperbolic spreading function.

There are several different methods to extract the propagation velocity from
the hyperbolic spreading function. Paper III discusses various techniques and
presents a scheme using migration velocity analysis (mva) to determine the
average radar wave velocity. F-K migration is a commonly used migration
method to focus the radar data for a fixed velocity. An estimate of the average
propagation velocity is found by running the migration for several test velocities
and calculating the degree of focusing with auto-focusing metrics. The actual
propagation velocity in the snow is then calculated using Dix’s equation for a
layered velocity model.

For an<×= migrated image B (G,~)EC at test velocity EC , the degree of focusing
can be calculated using several different autofocusing expressions [117].

Since the apex of the hyperbolas should have a maximum at the correct
propagation velocity, the average image intensity for each test velocity EC can
be calculated to evaluate the focusing:

AI(EC ) =
∑<
8=1

∑=
9=1 |B (G8, ~8)EC |:

[∑<
8=1

∑=
9=1 |B (G8, ~8)EC |]:

, (4.25)

where : ∈ [2, 4] and E is the migration velocity.

However, this metric has poor performance for increasing signal-to-noise ratio
(snr) [117]. Therefore, a higher order technique should be used that involves
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the variance of the migrated image:

AH(EC ) =
∑<
8=1

∑=
9=1 [|B (G8, ~8)EC | − ˆ̀]:

(<= − 1)f̂:
, (4.26)

where : ≥ 1, ˆ̀ and f̂ are the mean and variance of the migrated data. In [116],
a : value of 10 was found to be optimal. This autofocusing metric was used in
Paper III.

The best fit velocity EA<B represents the average bulk velocity from the antennas
to the ground. Hence, to remove the influence of the air section down to the
snow surface and calculate the average propagation velocity in the snow EB ,
we use the Dix equation [15]:

EB =

√
E2A<BCC>C − E208AC08A

CC>C − C08A
, (4.27)

where CC>C is the total twt in the data, C08A is the twt of the air section and E08A
is the approximate propagation velocity in the atmosphere (i.e., approximately
0.2997m/ns).

Evaluating Equation (4.27), we see that if C08A increases towards CC>C , then a
small change in EA<B will result in a large change in EB .

In other words, the demand for accuracy of EA<B estimation increases with an
increasing fraction of air compared to the total length of the radar scene.

4.3.1 Case study: Dix Equation Velocity Estimation
Uncertainty

Let us consider a case with a constant snow depth of 2 m, and for different alti-
tudes above the snow we calculate the uncertainty of the velocity estimate. The
uncertainty in the calculated interval velocity ΔE� can be found by [32]:

ΔE� =

(
1
02

) 1
2

[EA<BCC>C |ΔEA<B | + E08A C08A |ΔE08A |]

+1
2

(
12

032

) 1
2

[CC>C |ΔC08A | + C08A |ΔCC>C |] ,

(4.28)
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where ΔEA<B , ΔE08A , ΔCC>C and ΔC08A is the error in the velocities and incidence
times, respectively, and:

0 = CC>C − C08A ,

1 = E2A<B − E208A ,

2 = CC>CE
2
A<B − C08AE208A .

A set of assumptions can greatly simplify this relatively complex equation.
Assuming the layers are thin compared to the total depth, the velocity contrast
is small which result in a constant error in EA<B . A simplified version of Equation
(4.28) is presented in [32]:

ΔE� ≈
2C08A
0

ΔE08A . (4.29)

(a) Constant propagation velocity (0.24m/ns). (b) Constant altimetry error (0.3m).

Figure 4.5: Dix’s equation uncertainty as a function of altitude above snow, for altime-
try errors (a) and different propagation velocities (b).
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Figure 4.5a shows the uncertainty in Dix’s equation with a constant ΔEA<B of
0.001m/ns, ΔE08A = 0 and a set of errors in the incidence times converted
to distance. In practice, the incidence time error represents errors from the
altimetric sensor determining the altitude above the snow as well as errors
from the detection of the snow surface.

Similarly, evaluating the same uncertainty model with a fixed altimetry error of
0.3m and allowing the propagation velocity in the snow to change, also results
in a varying uncertainty. This is equivalent to evaluating the uncertainty for
different snow densities (see Equation (4.18-4.21)). Figure 4.5b demonstrates
that the uncertainty in Dix’s equation also depends on the propagation velocity
in the medium of interest. Consequently, the demand for accurate estimations
of EA<B increases with altitude, altimetry errors, and snow density.

Figure 4.5 underlines that the altitude above the snow plays a crucial part in the
accuracy of the velocity estimate. Hence, the altitude above the snow surface
should be as small as practically possible for this estimation technique.





5
Radar System Development
This chapter describes the radar system as of today, and some of the devel-
opments and improvements that were implemented throughout the project.
The chapter is divided into three parts describing the development of each
central part of the radar system, and finally, the current system is presented.
The complete radar system has been named Ultra Wideband Snow Sounder or
abbreviated, UWiBaSS.

5.1 Antenna Development

It could be argued that the most crucial part of any radar system is the antennas.
The antennas for the ultra-wideband snow sounder (uwibass) have gone
through several improvements and adaptations for different applications since
the first version during the author’s master thesis work.

For an "air-launched" ground penetrating radar (gpr), a directional antenna
is a key factor, which is not necessarily straightforward to achieve while re-
taining ultra wide-band (uwb) characteristics. The main design parameters
and attributes are listed as in table 5.1. However, the combination of these
parameters are difficult to achieve completely.

For all antenna design processes, a central aspect is that if one attribute is
improved, usually it is at the cost of another. Hence, it is generally a compro-
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Table 5.1: Antenna design parameters.

Attribute Desired value

Bandwidth 0.1 to 6GHz
Antenna Gain > 10dBi
Return Loss < −10dB across BW
Weight < 1 kg
Drag (aerodynamics) As low as possible
Water and icing proof Yes
Mechanical stability Low vibration during flight
Size As small as possible

mise between the design parameters that eventually ends up as the realized
antenna.

With these design parameters in mind, several different antenna types are
eligible for investigation where each antenna has its pros and cons.

Spiral Antenna: Pros; good impedance matching across a large band-
width and planar mounting resulting in low drag. Cons; low directivity,
chirp impulse response, and bidirectional. Hence, needs cavity backing.

Patch Antenna: Pros; low weight, size and drag. Easy to manufacture.
Cons; low directivity and bandwidth.

Horn Antenna: Pros; excellent directivity and bandwidth. Cons; high
weight and drag.

Vivaldi Antenna: Pros; good directivity and bandwidth, low weight
and drag. Easy to manufacture. Cons; prone to vibration and reduced
directivity in H-plane.

The first antennas produced for the uwibass were two Archimedean spiral
printed circuit board (pcb) antennas in a bistatic configuration (see Figure
5.1a). These antennas deliver excellent impedance matching across a large
bandwidth; however, the directivity was low. The spiral antenna radiates an
equal amount of power in both directions incident to its plane (see Figure 5.1c).
Hence, a cavity backing of absorbent material was needed to reduce ringing
and interference with the unmanned aerial vehicle (uav) electronics.
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(a) Spiral antennas with cavity backing mounted under radar
electronics box.

(b) Produced pcb of
spiral antennas.

(c) Simulated radiation pattern for spiral antenna.

Figure 5.1: The first iteration of the radar system with the complete mounted system
(a), close up of the spiral antennas (b), and the radiation pattern of spiral
antennas.

The second iteration of the antenna configuration consisted of a spiral trans-
mitting (tx) antenna and two Vivaldi receiving (rx) antennas mounted in
a 90 degree offset, shown in Figure 5.2. This configuration enabled circular
polarization transmission and linear polarization reception with each linearly
polarized signal in 90-degree offset, resulting in hybrid polarization where the
reflected signal could be reconstructed by the two rx channels.
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1 22

3

4
5

(a) Vivaldi antenna prototype with printed lens (1) and inserted slits (2), and Archimedean
spiral antenna (3) with cavity backing (4) mounted below radar box (5). The spiral is
superimposed on the image as it is not visible from the outside.

1 33
2

(b) Radar system mounted on an octocopter drone (Kraken), with the transmitting spiral
antenna (1) mounted below the radar box (2), and the two receiving Vivaldi antennas (3)
in 90 degrees offset on the sides.

Figure 5.2: The second iteration of the radar system with spiral and Vivaldi antennas
(a) and radar system mounted on Kraken (b).

Vivaldi antennas are widely used inuwb systemsmuchdue to their light-weight
and the ease of production through pcb etching or milling technology [4]. The
Vivaldi antennas were modified beyond the standard Vivaldi design to reduce
the antenna footprint and increase directivity. The main improvements are
listed as follows:
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• Printed lens in aperture: [4] conducted research on printed lenses
in the Vivaldi antenna aperture where it was found that the use of
printed lens leads to increased gain and reduced sidelobe levels. The
lens was fabricated in the same manner in our antennas, only modified
to accommodate the larger bandwidth requirements for the uwibass.

• Inserted slits: [54] proposed the use of inserted slits in tapered slot
antennas, demonstrating a significant increase in bandwidth with imple-
mented slits of adequate size compared to the basic tapered slot antenna.
A similar design was implemented on the Vivaldi antennas in order to
obtain the required bandwidth while keeping a minimum antenna area.
Figure 5.2a shows the prototype antenna with both slits and printed lens
patches.

The third antenna configuration (and the present one) consisted of four next-
generation Vivaldi antennas mounted in pairs as rx and tx arrays, shown in
Figure 5.3b. With this configuration, we add a transversal dimension to the
otherwise planar antennas. Thus, we focus the antenna beam along the most
de-focused axis (H-plane), significantly improving overall antenna directivity
compared to a single element (see Figure 4 in Paper II).

In addition to the previously mentioned Vivaldi modifications, resistive loads in
the opening of the inserted slits were added to dissipate the current distribution
occurring at the sides of the antennas (see Figure 5.3a). This modification
reduces ringing from residual energy not radiated by the antenna at the front
aperture, hence, reduced (11. It was found, through simulation, that a resistor
value of approximately 1 kΩ is optimal. After fabrication of the antenna pcb, a
simple (11 test of 1 kΩ, 10 kΩ and open (≈ ∞ Ω) was tested to crudely indicate
that 1 kΩ was best suited as in the simulation. Due to the large amount of
work involving soldering different resistors onto the antenna for testing more
resistor values, no further testing was conducted.

The degree of freedom related to the spacing between the antennas was
optimized through simulation. The ideal distance for a 0.7 to 4.5GHz band-
width was found to be approximately 11 cm maximizing antenna gain while
maintaining low spurious sidelobes.

Figure 5.3b shows the two sets of Vivaldi antennas mounted in a bistatic
configuration with approximately 50 cm spacing between the pairs. The tx
signal is distributed to the two Vivaldi antennas using a 2-way power splitter.
The radar system has two rx inputs enabling a direct connection with each
rx antenna. The antenna mounting is entirely 3D printed, resulting in a
light-weight, easy to manufacture, and nearly electrically neutral part.
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1 2 3

(a) Vivaldi antenna, with
resistive loads (1), in-
serted slits (2), and
printed lens in aper-
ture (3).

(b) Vivaldi antenna arrays (painted black) mounted in a bistatic
configuration using 3D printed parts.

(c) Antenna prototype (and radar box) mounted under "Cryocopter
FOX." The antenna angle regulation mechanism has a slight
angle when not powered up to ensure tension on stabilizing
bungees when pointing in nadir.

Figure 5.3: The third iteration of the radar system with close up of modified Vivaldi
antenna (a), radar system with dual Vivaldi antennas (b), and the same
radar system mounted under a uav (c).

During this project, approximately 60 unique parts for the uwibass was
3D modeled, prototyped, and produced, mostly with 3D printing, but also in
aluminium using machining tools. Some of these parts are described in the



5.2 hardware development 61

next section.

5.2 Hardware Development

The radar system consists of several modules on both the digital and radio
frequency (rf) side. As in the previous section, the active electronics have also
gone through several iterations. An overview of the complete radar system is
outlined in Figure 5.4. Here, it is shown that the system consists of 3 main
parts: The radar system itself, the uav and the ground station to control the
radar system. It is important to include the uav in the diagram as the radar
data depends on the autopilot data to reference each measurement in space.
The radar computer (Odroid1) collects autopilot data through a Mavlink data-
stream where altitude, global positioning system (gps) position, and attitude
(roll, pitch, and yaw) is fused with the radar data.

The ground station has an individual radio-link to the radar where the measure-
ments can be controlled and monitored. Real-time processing and visualization
of the radar data live at the ground station is enabled with a high bandwidth
connection.

The central part of the radar system is the ILMsens m:explore SH-31002 rf
measurement device. It was developed for a range of different measuring
requirements. The m:explore reliably serves four fields in total: Impedance
spectroscopy, microwave imaging, short-range radar, network analysis, and
time-domain reflectometry. For our application, the sensor is used as a short-
range radar.

The radar system is controlled by a single board acquisition computer that
communicates with the SH-3100 and the ground station while simultaneously
pre-processing the collected data in a parallel process. The demand for comput-
ing power is high in such a system, especially if the goal is a high measurement
rate (IRF/s). A single measurement with the SH-3100 (m9 sensor and two rx
channels) is approximately 10 kb of data, resulting in a data rate of 10Mb/s
for a 1 kHz measurement rate, which implies a high computational load if we
are to pre-process the data and transmit it back to the ground station.

1. Visit Hardkernel at: https://www.hardkernel.com/
2. Visit the ILMsenswebsite at: https://www.uwb-shop.com/products/m-explore/

https://www.hardkernel.com/
https://www.uwb-shop.com/products/m-explore/
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Figure 5.4: Block diagrams of the uwibass.

On the transmitting side of the rf path, several different amplifier-modules
have been used. The main parameters for choosing an amplifier for this system
is size, bandwidth, and gain. Recently, Minicircuits released the ZX60-83LN12+,
which has a significantly higher gain than previous models with similar band-
width.
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Following the signal path in Figure 5.4, the next module is a high bandwidth
signal splitter to enable transmission on both of the tx antenna elements. After
the splitter, we use semi-rigid coaxial cables of equal length to ensure equal
phase at the active region of the antennas.

The crosstalk in a bistatic radar system is dominated by the low-frequency
components of the transmitted signal [99]. Hence, a high pass filter (500 MHz
cutoff) is mounted on the receiving path to reduce transceiver crosstalk. The
high pass filter enables higher tx output power without saturating the rx
channel, and the separation between the two channels can be reduced. The
high pass filter can easily be removed to ensure that all low-frequency content
is received, e.g., when measuring wet snow.

During the first field test, it was found that an antenna angle adjustment system
was needed to regulate the angle as close to nadir as possible since the uav
often has a slight angle of attack while flying. The 3D printed antenna mount
was then fitted with a servo motor set up to be directly controlled by the uav
autopilot.

Typically, the modules used in the uwibass have metal casings, usually alu-
minium. To reduce weight and ensure maximal flight time, many of the casings
were remodeled in 3D CAD software and printed in PETG plastic. The plas-
tic casings were coated in nickel-silver conductive paint to assure sufficient
electromagnetic interference (emi) shielding from the different modules. This
modification resulted in a weight reduction for each module of 75% compared
to the original aluminum housings.
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5.3 Software Development

The main goal of the software development was to create a program that can
handle the high-speed data stream as efficiently as possible while keeping tabs
on internal temperatures that might overheat in the closed waterproofed box.
Throughout this project, approximately 17 000 source lines of code (sloc) [2]
was written in several different programming languages including Python (1k),
C++ (1k) and Matlab (15k).

The basic architecture for the uwibass software consists of a set of C++
functions that handle the transmission, collection, and pre-processing of the
radar data, all controlled by a Python wrapper that handles communication
and synchronization with the autopilot, file organization, communication over
the radio-link, fail-safe modes and activation, initialization and other controls
for the radar sensor.

This type of program architecture was chosen for its high-level programming
of tasks with low computational load and dedicated functions written in a
lower-level language to handle the heavy lifting. Figure 5.5 shows the workflow
in the software with color codes for programming language and user inputs
over radio-link.

The post-processing scripts were mainly written in MatLab; however, a light-
weight version of the post-processing was implemented as a Python script
as well. In short, the post-processing involves subtracting the dataset with
a reference measurement (i.e., free space measurement), bandpass filtering,
Fourier domain windowing, and Hilbert transforming [45]. The supplemental
data, such as the fast-time vector, is used to generate depth vectors that are
further modified after the snow propagation velocity is estimated. The uav
autopilot data (e.g., gps, altitude, attitude) is referenced to the radar data
by their corresponding timestamps and is interpolated to an appropriate size
for geo-referencing. These processing steps are described in more detail in
[45,46].

At this point in the post-processing, the data goes through light image pro-
cessing steps such as Wiener filtering and, optionally, a contrast enhancement
procedure to improve snow interface visibility. Finally, analysis methods de-
veloped during this project are conducted, including the depth estimation
presented in Paper I and Paper II, the altitude and gain correction presented
in Paper II, and the auto-focusing procedure to estimate density presented in
Paper III.
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Figure 5.5: Block diagram of the uwibass program workflow.

5.4 Final Remarks on the UWiBaSS

The uwibass is a radar system under constant development. Modifications
are made to customize the transmitted signal for the sensing task at hand, such
as lowering the frequency response for sea ice sensing. Additionally, modules
are added to improve the overall system performance as new technologies
arise.

The current radar system is optimized for snow measurements. That involves
antennas specifically designed to push the bandwidth below 1GHz for better
penetration depth in wet snow while still keeping acceptable performance up
to 4.5GHz to retain resolution. The key characteristics of the current version
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Table 5.2: UWiBaSS key characteristics.

Attribute Value

Signal generation UWB Pseudo noise
System bandwidth 3.8GHz (0.7 to 4.5GHz)
Range resolution ≈ 5 cm
M-sequence clock frequency 12.8GHz
Measurement rate 52Hz (max 1 kHz)
MLBS order 9 (511 range bins)
Nominal output power 17.3dBm
Unambiguous range in air 5.98m
Average power consumption 8.1 to 9W
Total Weight ≈ 3 kg

of the uwibass are listed in Table 5.2.

The uwibass is the result of extensive field testing where in addition to
data collection, meaningful hands-on experience is gained in regards to uav
mounted instrumentation. This includes mechanical stability, emi, communi-
cation solutions, and the development of small and light-weight sensor sys-
tems.



6
Fieldwork
To adequately test a newly developed radar system, accurate ground truth
(in situ) information is essential to validate the sensor and methods. This
chapter describes the conducted field campaigns from which the data in this
work originates and other campaigns and experiments where the results are
published in reports or are to be published in the future.

Some other campaigns are not mentioned here as they were conducted mainly
to test different iterations of the radar system or its integration into the un-
manned aerial vehicle (uav) platform. The locations of the above-mentioned
campaigns are shown in Figure 6.1 where the tag numbers correspond to the
following section numbers in this chapter.
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(a) Svalbard and polar ice locations. (b) Norway and Germany locations, with
zoomed-in section.

Figure 6.1: Fieldwork locations described in the following sections where the numbers
correspond to the section numbers.

6.1 MOSIDEO/CIRFA Experiment
HSVA Hamburg, Germany [14/03/2017 to 04/04/2017]

In the Arctic, the presence of sea ice presents a challenge to safe and sustainable
operations. To optimize planning and minimize the impact of inadvertent oil
spills, oil-in-ice experiments were performed in the Arctic Environmental Test
Basin (AETB) at the Hamburg Ship Model Basin (HSVA) from 14 March to 4
April 2017 [83]. These experiments were part of the Microscale interaction of oil
with sea ice for detection and environmental risk management in sustainable
operations (mosideo) project.

The main goal for the ultra-wideband snow sounder (uwibass) was to inves-
tigate the possibility to detect the presence of oil spills under the ice surface.
Due to wet ice conditions, the radar was not able to penetrate the ice. However,
differences in surface roughness between two different ice types (columnar
and granular) could be detected (see Appendix A.4).

The author also installed and operated several other instruments during the ex-
periment. Those sensors include an IR camera, a spectrometer (Trios Ramses),
a surface roughness laser, a fluorescence meter, and a hyperspectral camera
(Rikola). The infrared (ir) camera provided some interesting results by de-
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tecting surface temperature changes when the oil was injected. The oil spill
underneath the ice acts as an insulating layer impeding the flow of heat from
the water, effectively creating cold patches on the ice surface [53], which were
detected with the ir camera.

6.2 INTPART Cruise
Polar ice edge (RV Lance) [18/05/2017 to 24/05/2017]

The INTPART program promotes the development of long-term relations
between Norwegian higher education and research institutions and strong
research groups and institutions in eight priority partner countries: Brazil,
Canada, China, India, Japan, Russia, South Africa, and the US. From 2017, the
program also included partnerships with institutions in Germany and France.
The INTPART program is a collaborative effort between the Research Council of
Norway and the Norwegian Agency for International Cooperation and Quality
Enhancement in Higher Education (DIKU).

Figure 6.2: Plot of the position of RV Lance during the INTPART 2017 cruise.
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A part of the INTPART program involves field courses, and this particular
field course took place at the polar ice edge outside Svalbard onboard RV
Lance. The main goal of the cruise was to educate Ph.D. and Master students
about fieldwork on sea ice, such as taking ice cores, measuring snow density,
salinity and taking CTD’s (Conductivity, Temperature, Depth) of the ocean
water column. Additionally, we were able to bring the uwibass and the
Kraken uav. Both airborne and handheld measurements with the uwibass
were conducted on the ice stations. With the first flight over sea ice,we collected
field data reported in Paper I.

The cruise included a visit to Ny-Ålesundwhere we visited the Koldewey-station
of the German Alfred Wegener Institute (awi). Here we witnessed a weather
balloon launch at the "Balloon house" and was presented the Koldewey Aerosol
Raman Lidar (KARL) used to determine the concentration of aerosols in the
atmosphere.

Figure 6.2 shows a plot of the ship position during the cruise indicating the
areas where work on the ice was performed (farthest north), and the visit to
Ny-Ålesund.

6.3 Statens Vegvesen Demo
Andøya, Norway [14/02/2018 to 16/02/2018]

This campaign was the first demonstration for a contractor, The Norwegian
Public Roads Administration1 (Statens Vegvesen). In this case, we investigated
the possibility of detecting buried people under a wet snowpack.

The demonstration took place on Andøya, where we showed that the radar
could resolve snow stratigraphy in wet snow conditions and detect a buried
person under 1.5 m of wet snow.

This campaign is the first the author did not attend personally. Thus a compre-
hensive manual was written to allow other users to operate the uwibass. This
manual is continuously updated where the goal is that many other researchers
can use the uwibass without too much prior knowledge.

1. Visit NPRA: https://www.vegvesen.no/

https://www.vegvesen.no/
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6.4 Freshwater Lake Experiment
Bardu, Norway [14/02/2018 to 16/02/2018]

This campaign set out to test the latest version of the radar system on the
Kraken UAV. The test took place on a freshwater lake in the mountains of
Bardu, close to the UAV pilots (Tore Riise) cabin [68.8°N, 18.3°E]. Here we
evaluated the performance of the radar system operating in cold conditions
measuring thick snow and ice. One challenge discovered on this campaign was
that the FPGA module of the ILMsens SH-3100 sensor had occasional errors
when the temperature of the sensor dropped below approximately 0 °C where
the USB interface disconnected from the Odroid computer. This issue was
fixed by mounting a small heating element inside the radar. An automatic
"re-connect and resume measurements" sequence was added to the radar’s
main control program. Additionally, a new field protocol was implemented
where power should be applied to the radar for at least 5 minutes before
starting measurements. The discussed malfunction has not occurred after
these improvements.

As presented in Appendix A.2, the uwibass demonstrated the ability to mea-
sure ice thickness on the freshwater lake. This result was presented at the
International Snow Science Workshop (ISSW) in Innsbruck, 2018.

6.5 SIOS Field Campaign
Svalbard, Norway [30/03/2019 to 04/04/2019]

Svalbard integrated arctic earth observing system (sios) is a regional observing
system for long-term measurements in and around Svalbard, addressing Earth
System Science questions and to bring observations together into a coherent
and integrated observational program that will be sustained over a long period.
Within sios, researchers can cooperate to access instruments, acquire data,
and address questions that would not be practical or cost-effective for a single
institution or nation alone.

This field campaign took place on selected locations on inland Svalbard (see
Figure 12, in Paper II), where snow depth was mapped in 100 by 100 m grids
and delivered as a data product to sios.

With an average temperature of approximately - 20°C, the experiences made
in terms of cold weather operations from the Bardu campaign came to good
use.
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The data collected on this campaign was used in Paper II.

Figure 6.3: Fieldwork locations around Longyearbyen for the SIOS campaign.

6.6 CAATEX Cruise
Polar ice cap (KV Svalbard) [13/08/2019 to 10/09/2019]

The coordinated arctic acoustic thermometry experiment (caatex) addresses
research in the central Arctic Ocean, especially the ocean climate change. The
Arctic region experiences substantial climate change, but yet the central Arctic
Ocean under the sea ice is poorly observed and remains largely unknown. A
particular focus in caatex is to obtain regional to basin-scale information about
ocean temperature from acoustic thermometry and standard oceanographic
instrumentation.
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Figure 6.4: Plot of the position of KV Svalbard during the CAATEX cruise. Ice stations
and buoy deployments are marked as Ice# and NERSC, respectively.

This campaign took place on the polar ice cap onboard KV Svalbard. The main
task of the cruise was to deploy sonar buoys to measure the mean temperature
of the polar sea [118]. The uwibass and Cryocopter FOX tagged along and
managed to get time to work on the ice during the night while the crew
was resting (except the polar bear guards). We performed airborne sea ice
measurements with the radar during this campaign and took in situ data such
as ice thickness, ice cores, snow depth, and freeboard.

Figure 6.4 shows a plot of the ship position during the cruise and the ice stations
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where the radar measurements were taken. Additionally, Figure 6.4 shows the
locations the sonar buoy was deployed, marked as NERSC1, 2, et cetera.

Side note: This cruise ended up writing a bit of polar history as KV Svalbard
managed to reach the North Pole as the first Norwegian ship to do so.

6.7 Finnvikdalen Experiment
Tromsø, Norway [02/04/2020]

Two field campaigns was planned for the winter season of 2020:

• SIOS field campaign: Set out to measure snow depth and density in
long (20 km) transects.

• Varicon/Statkraft Suldal campaign: Field demonstration for Statkraft
comparing traditional sled ground penetrating radar (gpr) with the
uwibassmounted on a uav. Set out to measure snow depth and density
for snow water equivalent (swe) estimation.

The main scientific goal of these campaigns was to test methods to estimate
snow density, where the migration velocity analysis (mva) method described
in Section 4.3 was to be tested. Both of these campaigns were canceled due to
the Covid-19 outbreak, and efforts were made to find alternatives to test the
proposed method.

As a plan B after the cancellations, a small scale experiment was conducted in
early April in Finnvikdalen. With limited resources and gear, the main task of
this campaign was to test the upgraded radar system and different methods to
estimate snow density.

Figure 6.5 shows the location of the site on Kvaløya in Tromsø.

The dataset for this campaign resulted in sparking the idea for the method
proposed in Paper III, and was used as the field trials data.
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Figure 6.5: Map showing the location of the Finnvikdalen experiment and zoomed-in
section showing the transect that was measured.





7
Overview of Publications
This chapter provides an executive summary of the three publications presented
in Chapters 8-10.

7.1 Paper Summaries

Paper I

R. O. R. Jenssen, M. Eckerstorfer & S. Jacobsen "Drone-Mounted Ultrawide-
band Radar for Retrieval of Snowpack Properties", IEEE Transactions on
Instrumentation and Measurement, vol. 69, no. 1, pp. 221-230, Jan. 2020

This paper introduces the radar system and goes through important design
considerations for drone-mounted ground penetrating radar (gpr). The hard-
ware and the integration onto the drone are described in detail. At this point,
the ultra-wideband snow sounder (uwibass) is at the second iteration de-
scribed in Chapter 5, and the pros and cons of the spiral antenna are discussed.
Results from field trials are presented with good correlation compared to in
situ validation data with a correlation of 0.87. This paper serves as a future
reference that describes the technical implementation of the uwibass in more
detail.
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Contributions by the authors

The design parameters for the prototype radar system were established in
collaboration with S. Jacobsen. Antenna design, simulation, and fabrication
were conducted by S. Jacobsen. Mechanical design, fabrication, and installation
were done by me. I wrote all the code for the radar operation, post-processing,
and analysis. I executed the fieldwork and analysis. In situmeasurements were
conducted by M. Eckerstorfer, and I wrote the first draft of the manuscript. All
the authors contributed to finalizing the paper.

Paper II

R. O. R. Jenssen & S. Jacobsen "Drone-mounted UWB snow radar: techni-
cal improvements and field results", Journal of Electromagnetic Waves and
Applications, 2020, 34:14, 1930-1954.

This paper presents the next iteration of the uwibass, a new processing
method, and field results. In particular, we introduce a novel antenna config-
uration, useful processing techniques for drone borne radar such as altitude
correction, and we show snow depth measurements taken in grid flights com-
pared to in situ depth in the same grid. The grid measurements are compared,
yielding a spatial correlation coefficient of 0.97. Additionally, we observe that
two shorter transects where in situ snow depth is taken, at ten times higher
resolution (high res. 1 and 2) compared to the grid surveys, show significantly
higher correlations suggesting that the manual in situ measurements are too
sparse to be directly interpolated and compared to the radar data.

Contributions by the authors

The antenna system improvements were developed in collaboration with the
co-author. Antenna design, simulation, and fabrication were conducted by
S. Jacobsen. Other improvements to the uwibass were conceived and im-
plemented by me; including mechanical design, fabrication, installation, and
communication with the unmanned aerial vehicle (uav) autopilot. I wrote all
the code for the radar operation, post-processing, and analysis. I executed the
fieldwork and analysis. In situ measurements were conducted by H. Wickers. I
wrote the first draft of the manuscript. Both authors contributed to finalizing
the paper.
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Paper III

R. O. R. Jenssen & S. Jacobsen "Measurement of Snow Water Equivalent
Using Drone-Mounted Ultra Wide-Band Radar", In review.

This paper presents an improved scheme for measuring snow water equivalent
(swe) from a moving uav which in turn is based on non-invasive snow density
measurements from the same platform. The scheme involves estimating snow
depth and density by using well-established F-K migration theory and the Dix
equation for layered media in addition to altitude correction of the flying
platform presented in Paper II. The goal is to estimate the propagation velocity
in the snow using an autofocusing metric on migrated sections of radar data
with different test velocities. The paper describes the method in detail and
presents results from Monte Carlo simulations of the method to establish that
the method is unbiased, which is important if we are to use spatial averaging
on the estimations to reduce noise.

Finally, results from a field trial are presented, which (albeit limited in volume)
show good agreement with in situ density and good agreement with the Monte
Carlo simulations for the statistical spread of snow density estimates. Depth
measurements up to 5.5m are also presented where the radar system proves
capable of highly repeatable depth measurements from an altitude of 7m above
the snow surface.

Contributions by the authors

The initial idea was conceived by the co-author and me. All improvements to
the uwibass, mechanical design, mounting, and communication with the uav
autopilot were made by me. I implemented all the code for the analysis except
for the appendix. I executed the fieldwork and analysis. In situ measurements
were executed by M. Eckerstorfer. I wrote the first draft of the manuscript.
Both authors contributed to finalizing the paper.

7.2 Other Publications

As first author

1. Jenssen, R. O. R., Eckerstorfer, M., Vickers, H., Høgda, K. A., Malnes, E., &
Jacobsen, S. K. (2016, October). Drone-based UWB radar to measure
snow layering in avalanche starting zones. In Proceedings of the
International Snow Science Workshop, Breckenridge, Colorado (pp. 573-
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577) 2016.

This conference paper outlines the general idea of the radar system and
show preliminary results from the proof of concept trials. We present the
testing of a UWB radar system and show its capabilities of detecting snow
stratigraphy. To simulate airborne operations, we have during the spring
2016 operated the radar system via a stationary rig 1 m above the snow,
along 4.2 m long transects. For verification, we dug a full snow profile pit,
identifying snow stratigraphy, liquid water content, and snow density

2. Jenssen, R. O. R., Eckerstorfer, M., Jacobsen, S. K., & Storvold, R. (2018,
October). Drone-Mounted UWB Radar System for Measuring Snow-
pack Properties: Technical Implementation, Specifications and Initial
Results. In Proceedings of the International Snow Science Workshop,
Innsbruck, Austria (pp. 7-12) 2018.

In this conference paper, we present the characteristics and specifications
of the current drone-borne radar system and show results from two
different campaigns. We were able to resolve snow stratigraphy in great
detail in a dry snowpack, identifying the most prominent layers. Our
second example shows the system’s capabilities of detecting a person
buried under 1.5 m of wet snow.

As co-author

3. M. Eckerstorfer,R. O. R. Jenssen,A. Kjellstrup,R. Storvold, E. Malnes, and
S. K. Jacobsen, UAV-borne UWB radar for snowpack surveys, Report
for Statens Vegvesen, 2018.

A report for The Norwegian Public Roads Administration (NPRA) summa-
rizing the capabilities and technical characteristics of the uwibass and
Kraken uav, designed for conducting snow surveys. During a demonstra-
tion performed at Andøya, Norway, the radar system proved capable of
resolving snow stratigraphy in wet snow conditions, as well as detecting
a buried person under 1.5 m of wet snow

4. C. Petrich et al., An overview of the Mosideo/Cirfa experiments on
behavior and detection of oil in ice, 41st AMOP Tech. Semin. Environ.
Contam. Response, AMOP 2018, no. October, pp. 112–122, 2018.

5. C. Petrich et al.,MOSIDEO/CIRFA tank experiments on behavior and
detection of oil in ice, in Proceedings of the International Conference
on Port and Ocean Engineering under Arctic Conditions (POAC), 2019,
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vol. 2019-June. Also presented at The International Glaciological Society
Sea Ice Symposium.

These papers present the setup of the HSVA oil in ice experiment and
general ice properties from the samples. It was found that the movement
of oil differed considerably between the investigated ice types (Columnar
and granular). Predicting the behavior of oil in ice based on environmen-
tal conditions will help optimize the approaches used in spill detection
and response.
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ABSTRACT
Drone borne radar systems have seen considerable advances over
recent years, and the application of drone-mounted continuous
wave (CW) radars for remote sensing of snow properties has great
potential. Regardless, major challenges remain in antenna design
for which both low weight and small size combined with high gain
and bandwidth are important design parameters. Additional limiting
factors for CW radars include range ambiguities and antenna isola-
tion. To solve these problems, we have developed an ultra-wideband
snow sounder (UWiBaSS), specifically designed for drone-mounted
measurements of snow properties. In this paper, we present the next
iteration of this prototype radar system, including a novel antenna
configuration and useful processing techniques for drone borne
radar. Finally, we present results from a field campaign on Svalbard
aimed tomeasure snowdepth distribution. This radar system is capa-
ble of measuring snow depth with a correlation coefficient of 0.97
compared to in situ depth probing.

ARTICLE HISTORY
Received 25 March 2020
Accepted 18 July 2020

KEYWORDS
UWB radar; antenna design;
UAV; snow;

1. Introduction

A complete understanding of the Arctic cryosphere has historically been hindered by
its large extent, remoteness, and restrictions in measurement methods and equipment.
Remote sensing providesmethods for observing the snow cover through indirectmeasure-
ment and parameter estimation. For instance, ice extent is often estimated without direct
verification [1,2], but many cryospheric properties including snow thickness or density
require direct measurement for calibration and validation [3]. In cryospheric data collec-
tion, such as snow pits and ice core extraction, sample site selection and sample size
are limited by weather, safety concerns, marine navigability as well as snow or ice thick-
ness, convenience, and accessibility. Therefore, it is of interest to study the application
of unmanned aerial vehicle (UAV)-based radar, which could offer efficient, non-invasive,
and continuous field data collection of cryospheric data. This includes snow depth and
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stratigraphy, potentially expanding datasets used for modeling, or used directly as a data
product.

In the context of remote sensing of snowpack parameters, the microwave response
from snow is determined by snowpack parameters (depth, density, liquid water content,
layering, crystal structure, temperature, surface roughness) and radar parameters (range,
frequency, incidence angle). Therefore, ground truth data are often required to verify
or calibrate measurements. As such, the success of indirect data collection for calibra-
tion and validation relies on the ability of the data acquisition device to measure these
properties.

This study focuses on the indirectmeasurement of snow thickness and stratigraphywith
high precision, where, in the case of dry snow, themain contributing element for suchmea-
surements is snow density. Snow density directly influences the dielectric constant of snow
[4], which in turn influences the reflection of the radar signal. Snow density is currently
manually measured, but future work includes a study with the aim to develop methods
for extracting this parameter directly from radar measurements.

The UWiBaSS discussed in this paper is a ground-penetrating radar system developed
for drone-mounted operations. A preceding iteration of this radar system was presented
in [5].

Previous studies show that ultra wide-band (UWB) radars are able to measure snow
depth and even stratigraphy with high accuracy. For instance, an 8–18GHz frequency
modulated continuous wave (FMCW) system was found to generate stratigraphic snow
information with a correlation coefficient, C, of 0.92 relative to in situ depth measurements
up to snow depths of 30 cm [6], while other studies show similar, but smaller, correlations:
C = 0.86 [7], and C = 0.78 [8]. Nevertheless, one should note that high correlations are
achieved, however, only at shallow snowdepthsup to30 cm.A recent studydemonstrates a
lightweight FMCW Ku-band (14–16GHz) radar for snowpack remote sensing [9]. Addition-
ally, a gated step-frequency ground penetrating radar (GPR), operating in the 0.5–3GHz
range, enables snow and ice measuring capabilities to a depth of 11m, operated from a
snowmobile platform [10]. Moreover, it has previously been shown that aircraft-mounted
radar systems are also capable of measuring snow depth with C = 0.88 in situ correlation
[11], while other radar systems demonstrate snow interface detection [12], or even both
snow and ice interface detection [13]. Another paper established design parameters for a
UAVmounted radar intended for snowparameter retrieval [14], with a recommendedoper-
ating frequency in the 1.5–4.5 GHz band. Furthermore, a number of other research groups
have described UWB radars for UAV mounting, where the applications range from detec-
tion of ground targets such as cars, humans [15,16], and ships [17] as well as topographic
mapping [18], detection of buried objects including landmines [19] and other high scatter-
ing targets [20]. Additionally, investigations of UAV-mounted software defined radio (SDR)
GPR have previously been examined [21].

In the field of Drone-mounted synthetic aperture radar (SAR), recent studies show the
possibility of landmine detection with polarimetric SAR [22] and antenna arrays for GPR
systems on drones [23] which yield a wider swath when flying in grid flights, potentially
extending area coverage.

This paper presents hardware and software improvements of the UWiBaSS and
field results both from altitude experiments (Section 4.2) and snow measurements
(Section 5).
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2. Theory

Perhaps themost central quality parameters when taking snowmeasurements with radars
are penetration depth and spatial resolution. This section will go through the limiting
factors these parameters impose on radar sensing of snow.

2.1. Penetration depth

The distance an electromagnetic wave travels through a medium before its intensity is
reduced by 1/e (about 37%) is referred to as the penetration depth and is used in practice
to estimate howmicrowaves attenuate within a medium.

The EM-wave penetration depth of snow and ice is a function of radar frequency, brine
volume, incident angle, temperature, density, liquid water content, snow particle diameter
and conductivity of the ice or snow [24].

To determine the penetration depth, the complex dielectric constant, ε, must be known.
The complex dielectric constant is defined by Daniels [25]:

ε = ε0(ε
′
r − jε′′

r ), (1)

where ε0 is the free-space dielectric constant, ε′
r the relative dielectric constant, and ε′′

r
the relative imaginary dielectric constant. The value of ε depends on several snow state
variables. Predicting the microwave response can be complicated due to the depth gra-
dient of liquid water content and/or salinity concentration within the snowpack, in addi-
tion to the frequency dependence of all parameters. Often ε is simplified and estimated
semi-empirically [24,26].

The penetration depth δ in a snow or ice medium is controlled by scattering and
absorption losses. If scattering losses are assumed to be negligible, δ can be expressed as
[27,28]:

δ = λ
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where λ is the wavelength for free space.
Consequently the loss in the medium can be expressed as:

L = 10 log(e1/δ) [dB/m]. (3)

If ε′′
r /ε′

r � 1, which usually is the case for snow, equation (2) is simplified to [27]:

δ ≈ λ
√

ε′
r

2πε′′
r
. (4)

Since ε′′
r of water is several orders of magnitude larger than that of dry snow, even very

small amounts of liquid water in the snowpack can dramatically decrease the penetration
depth δ.

The complex dielectric constant of snow and ice can be estimated using both empiri-
cal and theoretical models for the real and imaginary parts. Figure 1 shows a comparison
of selected models used to calculate penetration depth. The models were collected from:
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Figure 1. Penetration depth at a temperature of 268 K shown as a function of frequency for dry snow
with 0.5mmgrain size, wet snowwith dry snow density of 0.4 g/ccm, freshwater ice, and impure ice. Dry
snow penetration depth is calculated with two different models, where the main difference is that the
Tsang model accounts for grain size.

[4,29–35]. The complex dielectric constant of snow has several adequate empirical models
[4,31]. However, these models are limited to the low-frequency approximation (≈1GHz)
for which the effects of scattering can be neglected. This limitation implies that the low-
frequency dielectric constant is not dependent on grain size. The Strong FluctuationModel
for Dry Snow [32] treats snow as a medium of randomly scattered ice particles suspended
in a background medium which, in the case of snow, is air.

Penetration depth models for all mentioned media are depicted in Figure 1.
Generally, these media act as low pass filters in the microwave frequency range where

lower frequencies penetrate deeper into the medium.
Based on the results from Figure 1, we need a radar system that operates at sufficiently

low frequencies to penetratemost snow types and still have a high enough bandwidth (i.e.
resolution) to resolve internal layers in the snowpack.

2.2. Resolution

The range resolution of a pulse compression radar system is given by Richards [36]:

�r = c

2B
1√
εr
, (5)
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where B is the effective bandwidth of the radar transmitter and receiver and εr is the
complex relative dielectric constant.

Equation (5) shows that the radar system bandwidth is a fundamental parameter of the
range resolution and, theoretically, the only factor that can be modified to improve the
range resolution significantly. For high-valued dielectricmedia, εr also has amarked impact
on the range resolution. In radar applications, additional factors such as pulse compression,
Fourier domain windowing, and image processingmethods affect the radar system output
range resolution, however, only to a minor degree.

More importantly, the total bandwidth of any radar system also depends on the band-
width of the transmitting (TX) and receiving (RX) antennas. The radar sensor used in the
UWiBaSS has a bandwidth of 0.1–6GHz, which makes the bandwidth of the antennas
the main limiting factor for the total bandwidth, as all applied antenna designs have
bandwidths that are sub-bands within this bandwidth of nearly 6 octaves.

The next two sections will present technical and software methods to improve on the
limiting factors presented.

3. Methods: technical improvements

This section presents the recent technical improvements made to the UWiBaSS motivated
by the limiting factors presented in the previous section. These improvements include
antenna re-design and further radar system development that increase the versatility and
usability of the UWiBaSS.

3.1. Radar system description

The radar system consists of 6 main modules:

(1) Radar sensor
(2) Single board computer
(3) Radio modem
(4) RF amplifier on TX channel
(5) Antenna system
(6) Power handling board, Mavlink serial connection and heating element.

The radar system consists of an ILMsens SH-3100 radar sensor, a Minicircuits ZX60-
83LN12+ amplifier for the TX channel, dual Vivaldi antennas in a bistatic configuration and
an Odroid XU2 single board acquisition computer. The system is described in more detail
in [5], and the new improved antenna system is described in Section 3.3 below. The inte-
gration with the UAV is illustrated in Figure 2 where the block diagram of the UWiBaSS
illustrates synchronization and data transfer between the UAV autopilot as well as antenna
angle regulation.

The ILMsens SH-3100 UWB sensor has several desirable characteristics concerning high-
resolution radar imaging.1 Using their own developed m-sequence pseudo-random noise
(PRN) signal generator, this sensor performs well for radar sensing tasks, especially when
wehave restrictions regardinghighpeaks of transmitted energy commonly associatedwith
pulse radars. Additionally, the use of maximum length binary sequence (MLBS) allows for a
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Figure 2. Block diagrams of the UWiBaSS.

single frequency oscillator, thus reducing clock jitter. The sensor has a transmitter channel
and two receiver channels working in parallel.

Table 1 describes the key characteristics of the radar system. The bandwidth is the com-
bined bandwidth of the sensor and the antennas. Thus, the resolution is the measured Full
Width at Half Maximum (FWHM) distance of a processed radar pulse.

The radar sensor is used in conjunctionwith four linearly polarized transceiving antennas
mounted in pairs as RX and TX arrays, a concept described in more detail in Section 3.3.

3.2. UAV platform

The UAV used to carry the UWiBaSS is a purpose-built X8 multicopter called “Fox”. The
“Fox” uses four 12 cell 88Ah Li-Po batteries and can lift a maximum payload of 25 kg. Each
of the eight engines (U11, 120KV) has a maximum rated thrust of 12.3 kg using 27” pro-
pellers. For navigation and control, a “Cube Black” running “Arducopter” is used. It is set
up with a “Here+” real-time kinematic (RTK) global positioning system (GPS),2 providing
significantly more accurate position estimates than regular GPS devices. In single-channel
mode with less than 20 km distance to the base station, the positioning system has rel-
ative and absolute accuracy better than 10 cm and 1 m, respectively. Additionally, an
SF113 laser rangefinder accurately measures the distance to the ground. This also provides
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Table 1. UWiBaSS key characteristics.

Attribute Value

Signal generation UWB Pseudo noise
System bandwidth 3.8 GHz (0.7–4.5)
Range resolution ≈ 5 cm
m-sequence clock frequency 13.312 GHz
Measurement rate 52 Hz (max 1000 Hz)
MLBS order 9 (511 range bins)
Nominal output power 17.3 dBm
Unambiguous range in air 5.9m
Average power consumption 8.1–9W
Total Weight ≈ 3 kg
Transmitter
No high voltage peaks
Low field strength operation
Power splitter into Dual Vivaldi antenna prototype
Receiver
Continuous, synchronous sub-sampling operation
Timebase jitter less than 20 fs (rms)
Dual Vivaldi prototype with each antenna
Element into separate channel

autonomous flights that has been used in data collection for the field campaign described
in Section 5.

3.3. Antenna improvements

The UWiBaSS has been tested with several different antenna configurations: Using RX and
TX spiral antennas [37], a combination of Vivaldi and spiral antennas [5] and currently
dual, modified Vivaldi antennas in a bistatic configuration. With the latter configuration,
we add a transversal dimension to the otherwise planar antennas. This focuses the antenna
beam along the most de-focused axis (H-plane), significantly improving overall antenna
directivity compared to a single element (see Figure 4). In addition to the dual antenna
configuration, the Vivaldi antennas have inserted slits to shift the effective bandwidth to
lower frequencies while keeping a small form factor [38]. Additionally, the antennas are
modified with a printed lens in the aperture to increase gain and reduce side-lobe levels
[39]. Finally, the inserted slits have also been modified with resistive loads in the opening
of the slits to dissipate the current distribution occurring at the sides of the antennas. This
modification reduces ringing from residual energy not radiated by the antenna at the front
aperture. It was found, through simulation, that a resistor value of approximately 1 k� is
optimal. Figure 3(a) shows a close-up photo of the modified Vivaldi antenna with inserted
slits, printed lens in aperture, and resistive loads.

The spacing between the antennas was optimized through simulation. The ideal dis-
tance for a 0.7–4.5 GHz bandwidth was found to be about 11 cm.

Figure 3(b) shows the two sets of Vivaldi antennas mounted in a bistatic configuration
with approximately 50 cm spacingbetween the pairs. The TX signal is distributed to the two
Vivaldi antennas using a 2-way power splitter. The radar systemhas two RX inputs enabling
a direct connection with each RX antenna. The antenna mounting is entirely 3D printed
resulting in a lightweight, easy to manufacture and nearly electrically neutral part.
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Figure 3. Close up of Vivaldi antenna (a), radar system with dual Vivaldi antennas (b), and the same
radar systemmounted under a UAV (c). (a) Close-up of modified Vivaldi antenna, with resistive loads (1),
inserted slits (2) and printed lens in aperture (3). (b) Dual Vivaldi antennas mounted in bistatic config-
uration (painted black) and (c) Antenna prototype (and radar box) mounted under “Cryocopter FOX”.
The antenna angle regulation mechanism have a slight angle when not powered up, to keep tension on
stabilizing bungees when pointing in nadir.



1938 R. O. R. JENSSEN AND S. JACOBSEN

Figure 4. Simulated antenna parameters.

Figure 5. Simulated and measured return loss for the modified Vivaldi antenna.

Simulations of the antenna array configuration was performed in CST microwave stu-
dio suite,4 and is shown in Figure 4. The simulations show approximately 3 dBi increased
directivity across the frequency range, and a significant reduction in half power beamwidth
(HPBW) in the H-plane beam compared to a single element antenna. The increase in direc-
tivity is similar to the directivity of a dipole in the H-plane. Simulations also show little
change in the antenna efficiency and the same S11 (Figure 5) if we assume ideal power
splitting and that parasitic effects between the dual elements are negligible. Comparing
the simulated and measured S11 in Figure 5 shows a slight shift downwards in the band.
This might be due to the dielectric effect of the antenna silkscreen not included in the sim-
ulation. Additionally, we have installed an RF amplifier (Minicircouts ZX60-83LN12+) that
increased the nominal output power from −7 dBm to 17.3 dBm. These improvements are
all motivated by increasing the penetration depth and effective observation range of the
radar system.
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Table 2. Comparison of single Vivaldi antenna and dual
modified Vivaldi antenna.

Antenna configuration Single Dual with slits

Bandwidth 0.95–6 GHz 0.7–4.5 GHz
Penetration deptha 9.7m 18.2m
Theoretical range resolution 2.97 cm 3.94 cm
Directivity at 2 GHz 10.5 dBi 13.9 dBi
aCalculated at lowest frequency in bandwidth for snowwith 1% liquid
water content (LWC).

A servo-based antenna angle regulation mechanism was designed to enable measure-
ments in slanted terrain as well as working to stabilize the antenna from UAV movement.
The angle regulation mechanism can be set to keep a specific angle and use the UAV gyro-
scope to regulate that angle relative to the UAV movements; however, only along one
axis. When performing surveys over flat terrain, the angle regulationmechanism points the
antennas in nadir. Furthermore, the UAV has retractable feet minimizing clutter from the
UAV air-frame.

Table 2 compares the dual Vivaldi antenna configurationwith the single Vivaldi antenna
configuration used on the previous iteration of the radar system. In addition to the dual
configuration, thenewVivaldi antennashave inserted slitswhicheffectively shifts theband-
widthof the antennadownwards. As seen in Table 2, the antennabandwidth is also reduced
by approximately 1.25GHz resulting in approximately 1 cm degraded range resolution.
However, the penetration depth for wet snow is almost doubled with this configuration.

3.4. Other improvements

The radar sensor and radio modem have been modified with 3D printed enclosures to
reduce weight. This modification results in a weight reduction of 75% compared to the
original aluminum housings. The 3D printed enclosures were coated in conductive paint
to provide RF shielding. Further, the Odroid XU4 can read the Mavlink data stream com-
ing from the UAV autopilot and store relevant data such as altitude, heading, speed, and
position, together with the pre-processed radar data.

Direct connection to the UAV batteries produces significant noise due to the high varia-
tion in current draw from the speed regulators. The power handling board allows the radar
system to accept a direct connection to the batteries using power filtering and regulation
to 12 and 5 volts. The radar system now accepts 12–48 V at the power input.

The 868MHz radiomodemgenerates a network link between the ground station PC and
the single board computer onboard the UAV. This enables full control of the radar system
while airborne, as well as monitoring of the status of the radar system such as temperature
and analog-to-digital converter (ADC) levels. Additionally, when using a higher bandwidth
modem (e.g. 2.4 GHz), real-time processing and live stream of the radar image is enabled.

4. Methods: software improvements

This sectionwill briefly go through theprocessing steps of the radar data, before presenting
amethodonhow tomeasureoutside theunambiguous rangewith this kindof radar, aswell
as presenting a calibration procedure to remove the effect of varying altitude.



1940 R. O. R. JENSSEN AND S. JACOBSEN

4.1. Radar data processing

With limited antenna isolation owing to UAV mounting restrictions, the main focus of the
processing is to remove antenna cross-talk and improve signal to noise ratio (SNR). The
first technique applied to the radar data is the match filter processing performed on each
received A-scan by cross-correlating the received signal with a locally stored sequence
matching the transmitted sequence. This cross-correlation is stored locally on the radar
control computer.

Thepost-processingprocedure involves subtracting a referencemeasurement, normally
ameasurement froma flightwell above theunambiguous rangeof the radar, or subtracting
the slow-time mean of the entire B-scan to only look at dynamics in the data.

The signal then undergoes an FFT Hanning-windowing procedure, Hilbert transform
windowing and is finally interpolated to fit the range relative to the propagation velocity in
themedium under investigation. In the case of snow, the distance to the air-snow interface
is first measured by processing the radar data as if the intermediate propagation medium
for the radar signal was air, which is then changed at the identified air-snow interface.

The detection of the first interface canbedone automatically ormanually, depending on
the overall SNR in the data. If the data is very noisy (i.e. from high altitude measurements,
say above 20m), the automatic detection procedure has problems detecting the correct
interface which often is visible to the human eye.

Additional image processingmethods such asWiener filtering is used to reduce speckle,
and contrast stretching can be applied to increase the contrast in the image for ease of
interpretation.

The pre-processed imagewill be influencedby the varying altitude of theUAV.When the
UAV is in “altitude hold” mode, the altitude variation according to the laser altimeter (and
the first reflection in the radar image) is approximately 40 cm. Therefore, it could be benefi-
cial to rectify the image based on the laser altimeter. If altimetric data are available from the
UAV-mounted laser altimeter, the air-snow interface reflection is corrected for the altitude
variation. Figure 6 shows a segment of a transect before and after altitude correction. The
top surface of the snowpack is treated as flat for the purpose ofmeasuring snowdepth. The
shifting procedure is a circular shift at each A-scan according to the laser altitude taken at
the closest timestamp.

The processing steps of the altitude correction shown in Figure 6 can be listed as follows:

• Associate each A-scan with a laser altitude measurement using corresponding times-
tamps.

• Find closest index of laser altitude in radar range vector. Effectively converting laser
altitude to radar range-bin position.

• Circularly shift each A-scan according to the converted laser altitude.

4.2. Measuring outside the unambiguous range

The output m-sequence signal generated from this sensor is a pseudo-random sequence
that is correlated upon reception. One of the drawbacks of this waveform is that it is
strictly periodic and cannot be delayed/range-gated to move the unambiguous range
further down range. This results in an unambiguous range that depends on the sequence
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Figure 6. Example radar image before and after altitude correction.

length and clock frequency (Equation (1) in [5]). The longer the sequence length, the
longer the unambiguous range. However, the data size for each sequence will also
increase and results in a reduction in measurement rate, if the processing power is not
changed. For future “fixed-wing” UAV UWiBaSS applications, ground speed and altitude
will increase significantly compared with multi-rotor UAV. Therefore, we need a method
to increase the range of the radar system while keeping the measurement rate as high as
possible.

After reception, the received signal goes through a match filter process. If we consider
the case of a single targetmovingdown range from the radar, when the targetmoves to the
end of the unambiguous range, it becomes wrapped around to the beginning of the radar
range. We e.g. have a radar system with 10m unambiguous range and a target at 12m; in
theory, the target should appear at 2m after the match filter procedure. This is due to the
inherent cyclic property of convolution using the discrete Fourier transform (DFT) inmatch
filter processing, and can not be avoided. For drone-mounted GPR, where there usually is
air between the antennas and the target (ground), we can assume that inmost cases the air
will appear as a homogeneous medium with little attenuation and marginal clutter. In this
situation, we can perform measurements with the radar system while the target is outside
the unambiguous range. This idea was tested in a field campaign on Svalbard 2019, where
Figures 7 and 9 show that the radar system is able to measure the snow depth at altitudes
far beyond the unambiguous range. We also observe that the received power decreases
according to the radar equation (Figure 8), whichwill eventually limit the range of the radar
system due to a smaller SNR with distance.

Wecoulddefine awindow; “Ambiguitywindow” inwhichour target shouldbe contained
such that it does not wrap around to the next window. As long as the path to the target is
not obstructed, little or no clutter will be present. For the UWiBaSS the 3 first windows are
defined in Table 3.
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Figure 7. Example showing radar image and UAV altitude with the UAV mostly flying outside the
unambiguous range, and entering the ambiguous range at approximately 150 s.

Figure 8. Returned power compared to the theoretical returned power according to the radar equation.
Data was collected with a drone-mounted radar with a max unambiguous range of 5.7m.

To avoid ambiguities in themeasurements, the radar system is used in conjunction with
a laser rangefinder. The rangefinder does not need high resolution for the purpose of iden-
tifying which window our target is within. Nevertheless, high resolution is needed for the
altitude correction and the calibration procedure presented later in this paper.

The advantage of measuring outside the unambiguous range is that we can use sensors
with short-windows which benefit from high measurement rate and less unnecessary data
(e.g. data used to describe propagation in the air). However, one of the drawbacks of using
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Figure 9. The same data as in Figure 7, before any correction (top) after altitude dependent power
calibration (middle) and finally after the shifting procedure (bottom).

Table 3. Ambiguity windows.

Window number Start of window End of window

1 0m 5.7m
2 5.7m 11.4m
3 11.4m 17.1m

a shorter shift registry for them-sequence is that this raises the noise floor [5]. Additionally,
if the target length (in this case, the snow depth) is longer than the unambiguous range,
the measured profile will overlap, thus complicating the interpretation.

Other studies showsimilar results for CWradars. Albanese andKlein [40] have shown that
using two code clocks can extend the unambiguous range. Zhang et al. [41] demonstrated
a similar solution to range ambiguity using FMCW signals in combination with two-tone
CW signals to obtain high precision range measurements with SDR.

The major drawback of using CW radars beyond the unambiguous range are that one
can not increase the output power indefinitely. In a bistatic CW radar, the RX antenna is
always receiving and if the TX power is too high, the receiver electronics can be saturated
or even blown by the antenna crosstalk. This can, in principle, be solved by using range
gated radar systems [10].

Figure 7 show an example data-set chosen for high variations on altitude. This case can
be considered extreme since the UAV normally maintains a somewhat stable altitude (e.g.
Figure 6) during data collection. However, this example was chosen to illustrate how the
processing method works.
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From Figures 7 and 8, we can construct a calibration procedure that shifts and calibrates
each A-scan according to the laser altimeter. The shifting procedure is the samemethod as
shown in Figure 6. Calibration involves multiplying each slowtime vector (corresponding
to a laser altitude) with the range dependence from the radar equation. In this case, we
are using the special variant of the radar equation for flat surfaces [42]. The calibrated pixel
value in terms of power nc becomes:

nc = n(4π)2(2Ralt)
2, (6)

where n is the non-calibrated pixel value in terms of power and Ralt is the radar altitude. This
calibration procedure results in pixel values that are independent of altitude and mostly
depend on the changes in dielectric constant at different media interfaces.

Figure 9 show an example of how to process the radar data such that we can measure
outside the unambiguous range. Notice in the bottom image in Figure 9 that the crosstalk
varies as the inverse of the radar altitude. Improved crosstalk rejection will mitigate this.
Also, notice that the rectification is far from perfect regarding the air-snow interface. This
is due to the different mounting positions of the UWiBaSS and the laser altimeter on the
UAV resulting in different responses to small angles when the UAV tilts. The most appar-
ent variation occurs when the UAV has rapid changes in altitude, which should be avoided
in normal data collection scenarios. Additionally, inaccuracies in the laser altimeter play a
small part. Nevertheless, this result can be used in further analysis and image improvement.

A comparison of the pixel variance before and after the calibration procedure is shown
in Figure 10, where the variance stays significantly more constant in the calibrated image.
However, a slight increase in variance is shown as altitude rises. This is becausewe are intro-
ducing more noise to the image with this calibration. With this calibration procedure, the
variation in the received radar signal due to the radar altitude is almost removed. This pro-
cedure could be used to estimate the density, and possibly the dielectric constant for dry
snow if we can ignore the imaginary part of the dielectric constant.

The antenna crosstalk is not that trivial to remove when facing UAVmounted radar. This
is due to both variable radio interference influencing the entire image, but mostly due to
vibrations andmoving parts close to the antennas (such as UAV landing gear). This leads us
to altitude windows we could recommend the pilot to stay inside to keep the cross talk in a
different image region than the target. Due to moving landing gear, or other small moving
parts relatively close to the antennas, we can, in general, say that we should have the target
at least 1mdown range from the cross talk, regardless ofwhat ambiguitywindowwe are in.
Wemust also consider the approximate depthof the target to avoid having the targetmove
into the next window. From this general rule, we can create regions of preferred altitude a
for the pilot to stay inside.

a = [Ru(W − 1) + 1]RuW − T , (7)

and

W = floor

(
Ralt
Ru

)
+ 1, (8)

where Ru is the unambiguous range of the radar,W is the “ambiguity window” number, T
is the expected length of the target, floor is a function that returns the greatest integer less
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Figure 10. Pixel variance of the un-calibrated (top) and range calibrated (bottom) radar image. Ambi-
guity windows are marked with red diamonds.

Figure 11. Chart of preferred zones of altitude given different target lengths. This is calculated for a
radar system with 5.75m unambigous range.

than or equal to the input and Ralt is the approximate altitude the UAV is to fly in (e.g. 5,
10 or 15m). This rule is visualized in Figure 11 for a radar systemwith 5.75m unambiguous
range and target lengths (i.e. snow depths) of 1,2,3 and 4 m. From this figure, we can see
that the longer a target is, the shorter is the preferred range for the UAV to fly in.
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Figure 12. Map of SIOS field locations. Sites visited on the current campaign is marked in red.

5. Field results

In this section, we present results from a field campaign conducted in 2019 on Svalbard.We
make comparisons against both in situmeasured depth as well as in situ stratigraphy.

During March 2019 we conducted a 7-day campaign in the area around Longyearbyen
– Svalbard. This campaign focused on snow depth measurements over approximately
100m × 100m grids. The grids were scanned with the UWiBaSS mounted on the Cry-
ocopter FOX UAV andmanually measured using the Snow-Hydro GPS snow depth probe,5

and in “High res. 1” and “High res. 2” with standard avalanche probe and handheld GPS
(see Figure 12). This field campaign was carried out as a part of the Svalbard integrated
arctic earth observing system (SIOS) project to monitor snow cover on Svalbard.

21 field locations were defined to do recurring measurements over a 5 year period. Due
to time limitations and avalanche safety restrictions though, only some of the sites were
visited during the 2019 campaign and these are marked red in Figure 12. On each site,
a 100m × 100m grid with 10m spacing between transects was selected for snow depth
survey using the UWiBaSS mounted on UAV and also using GPS snow probe.

The UWiBaSS data can be displayed as a 1D (A-scan) snow profile as seen in Figure 14 or
as a 2D cross-section (B-scan) of the snowpack as seen in Figure 13. Additionally, the depth
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Figure 13. B-scan radar image from site “High res. 1”, with interpreted radar snow depth compared
with in situ snow depth. The radar measurement is a 100m transect with 38manual measurements over
nearly 80m. All data points are geo-referenced.

Figure 14. A-scan radar responses in red (150 slow time averages), compared to in situ stratigraphy in
blue, assessed using the “hand test” [43] shown with the top x-axis. (a) Site 4 and (b) Site 8.

measurements obtained with the UWiBaSS can be combined with the GPS data from the
UAV to make snow depth maps that can be overlaid onto maps, as seen in Figure 15.

Figure 13 shows the B-scan radar image from a 100m transect with nearly 80m of in
situ depth measurements. The data has been georeferenced and plotted together. The
radar measurements were performed at approximately 8m altitude above the snow cover.
Hence, the original data before laser range correction had the snowpack overlapping two
“ambiguity zones”. The crosstalk zone is noticeable as a thin line of noise at approximately
100 cm in Figure 13.
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Figure 15. Georeferenced snow depth from site 2, measured with drone mounted radar (a) and GPS
snow probe (b). C = 0.67 ± 0.01 and root-mean-square error (RMSE) = 5.9 cm. (a) Radar snow depth
and (b) In situ snow depth.

Figure 14 shows in situ stratigraphy comparedwith the radar response fromanarea close
to the snow pit. The in situ stratigraphy was collected using the “hand test” for assessing
snow hardness [43]. The top peak in the radar response is a combination of the air-snow
interface and internal variations at the top of the snowpack. The middle peaks correlate
with the distinct internal layers in the snowpack. The bottom also gives a distinct response
in the radar image, while the in situ profile does not mark that transition.
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Figure 16. In-situ snowdepth vs. radar snowdepth for all sites. Spatial correlation: C = 0.97 ± 0.01 and
RMSE= 10.6 cm.

In Figure 13, we can identify the top and bottom interfaces automatically or manually.
This depth data are then referenced to the range vector that is calculated based on the
propagation velocity for each medium. The depth data from each B-scan are then associ-
atedwith a GPS coordinate and can be displayed as a contourmap on top of existingmaps.
This can be useful for estimations of total snow volume or finding areas with varying snow
cover.

Figure 15 shows a 100m × 100m grid of georeferenced depth measurements by the
radar and compared to in situ depth. The depth estimations are interpolated into a surface
and overlaid on a map where some correlation with the features in the surrounding image
is seen (e.g. Rocky parts in the map correlates to areas with low snow depth). The depth
measurements in Figure 15 are correlated with in situ depth in Figure 16 marked in blue.

Finally, Figure 16 shows combined spatial snow depth correlations for all sites visited,
where each in situdepthmeasurement is correlated to its closest radar depthmeasurement
basedon theGPSpositions of theGPSprobe andUAV. In “High res.” 1 and2weusedmanual
depth probes for the depthmeasurements, while in the other sites we used the GPS probe.
The max depth for the GPS probe is 120 cm, hence, radar snow depth measurements were
thresholded at 120 cm for the sites where the GPS probe was used. However, for the “High
res.” 1 and 2 transects, a standard avalanche probe was used, and coincidentally the snow
depth was up to 153 cm at those sites.

6. Discussion

One of the main challenges of snow measurements with radar is sufficient penetration
depth. The latest iteration of the antennas for the UWiBaSS is using different methods
to obtain acceptable penetration depth for snow sensing tasks. More power is concen-
trated on a smaller footprint by increasing antenna directivity and transmitted power.
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Additionally, by shifting the radar systembandwidthdown from0.95–6GHz to 0.7–4.5 GHz,
penetration depth in the snow has been increased further.

Furthermore, a range calibration procedure removes the influence of distance to the
target. When the range variability is removed, density will mainly govern the amount of
back-scattered power (for dry snow). Grain size and surface roughness also influence the
returned power, however, for the frequency domain of the UWiBaSS, we might be able to
ignore those parameters for coarse density estimation. Figure 9 shows how the calibration
procedure alters the image. Notice theweak returns at the start of the image becomemore
clear, but at the expense of more noise.

Results from the Svalbard campaign further confirm that UWiBaSS is a capable snow
measurement system, and the improved antenna system significantly improved the plat-
form stability as well as the dynamic range in the received data.

The antenna system should be upgraded to a 2 axis angle adjustment mechanism to
further stabilize the antennas from UAV movement. However, stabilization in one axis
significantly improved the overall stability of the antennas.

The UAV with antennas was tested in winds up to 15m/s without any significant issues
regarding flight or influence from the antennas in the wind. Additionally, the UWiBaSS
was tested at the maximum speed of the UAV, approximately 21m/s, with no noticeable
degradation due to vibration. However, with fewermeasurements to average over for each
position when the UAV speed increases, the noise level is expected to increase.

A comparison between the A-scan radar response and the in situ snow stratigraphy in
Figure 14 shows an agreement regarding the layers contained inside the snowpack. One
should note that the radar signal have strong reflections at the ground surface which is
not considered in the in situ case. Additionally, the transition from air-to-snow also gives a
strong response not taken into account in the in situ stratigraphy. Looking at Figure 13, the
stratigraphy is dynamic even at sub 10m distances. Hence, ideally, the radar measurement
should be taken as close as possible to the in situ snow pit. In the case of Figure 14 the in
situ profile was taken approximately 2m from the radar transect.

Figure 15 shows good agreement between the radar and in situ depthmapping. As seen
in Figure 16, similar spatial correlations were found for the remaining sites.

Comparing the radar and in situ depth yields a correlation coefficient of 0.97 ± 0.01 and
RMSE of 10.6 cm, which are amongst the highest reported correlations compared to other
studies in the literature [6–8,11]. The correlation given by the depth measured by the GPS
probe (e.g. Figure 15) compared to the high resolution transects (e.g. Figure 13) is signif-
icantly lower as seen in Figure 16. That leads us to believe that other factors such as GPS
accuracy and the low resolution in the in situ measurements also influence the correla-
tion coefficient. This is mainly due to the high variability of the snow depth caused by
the dynamic terrain below, which is not captured by the low resolution in situ measure-
ments. The RMSE is reduced to 5.8 cm if we only consider the sites where the manual snow
probe was used (High res. 1 and 2). These measurements were also the deepest depth
measurements with values up to 153 cm.

7. Conclusion

In this paper, we have presented improvements to the UWiBaSS radar system. This includes
new and improved antennas and signal processing techniques.
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The improved directivity of the new Vivaldi array improves the ability to penetrate snow
and to measure with a smaller antenna footprint at higher flight altitudes.

Using a calibration procedure to compensate for the altitude in the radar data allows for
the extraction of other pieces of information from the back-scattered signal. Potentially,
one could find a relation between back-scattered power and snow density. This will be
investigated in future work.

A major challenge in the verification of such a system is the high variability in the snow-
pack, which is detected by the radar system, but not always by the in situ measurements
due to the coarse spacing of manual measurement points. This is evident when comparing
the correlations gained from the high resolution transects with the more coarsely spaced
measurements performed with the GPS probe.

The system could be used to accurately estimate total snow volume, mass or snow
water equivalent (SWE) using local density measurements. Future work includes investi-
gating methods to extract the dielectric constant from snow data in order to establish the
snow water equivalent by radar only. Additionally, the radar system will be mounted on
a fixed-wing UAV to extend area coverage. For this application, the method to perform
measurements outside the unambiguous range will be useful.

Notes

1. Visit the ILMsens website at https://www.ilmsens.com/products/m-explore/
2. For more information about “Here+” RTK GPS visit: http://ardupilot.org/copter/docs/common-

here-plus-gps.html
3. For more information about SF11 visit: https://lightware.co.za/products/sf11-c-120-m
4. Formore information about CST visit: https://www.3ds.com/products-services/simulia/products/

cst-studio-suite/
5. For more information about the GPS snow depth probe, visit: http://www.snowhydro.com/

products/column2.html
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Measurement of Snow Water Equivalent Using
Drone-Mounted Ultra Wide-Band Radar

Rolf Ole R. Jenssen, Svein K. Jacobsen, Senior Member, IEEE

Abstract—The use of unmanned aerial vehicle (UAV) mounted
radar for obtaining snowpack parameters has seen considerable
advances over recent years. However, a robust method of snow
density estimation still needs work. In this paper, we present an
improved scheme for measuring snow water equivalent (SWE)
from a moving UAV, which is based on non-invasive snow density
measurements from the same platform. Initial results show high
repeatability for depth measurements up to 5.5 m, and good
agreement with Monte Carlo simulations for statistical spread of
snow density estimates. The paper also outlines needed system
improvements for the system to increase accuracy and less spatial
variability of a snow density estimator based on an F-K migration
technique.

Index Terms—UAV, UWB radar, Snow Water Equivalent,
Snow density

I. INTRODUCTION

THERE is a vast variety of applications for drone-mounted
radar including archaeological investigations, detection

of buried mines [1], [2], soil moisture mapping [3], snow,
ice and glacier measurements [4], [5] and mapping of civil
infrastructure [6], [7]. With regards to snow, one application is
snow water equivalent (SWE) measurements, of great interest
for the hydropower industry and other fields in need of
meteorological data.

This paper presents a refined technological approach to
SWE measurements by using ultra wide-band (UWB) radar
mounted on an autonomous flying unmanned aerial vehicle
(UAV). The method involves estimating snow depth and
density by using well-established F-K migration theory and
the Dix equation for layered media in addition to altitude
correction of the flying platform. The goal is to estimate the
propagation velocity in the snow using air-launched UWB
signals with considerable separation (∼5-10 meters) between
the radar platform and medium of interest (snowpack).

Today, ground-based SWE surveys (manual or with ground
penetrating radar (GPR)) are usually conducted by means of
snowmobile, where avalanche safety and accessibility might
reduce the survey area [8]–[10].

A. Previous Work

The ground below the snowpack in mountainous and marsh-
land areas often contains sparse scattering objects, potentially
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producing diffraction hyperbolas in a radar B-scan. These
objects are usually rocks with a relative permittivity (∼4-
7) different from snow. Migration methods applied on radar
imagery, at the correct propagation velocity of the interme-
diate medium, cause the hyperbolas to collapse at their focal
point. Previous studies using commercial GPR, mounted on
a snowmobile, show that SWE can be estimated using F-K
migration and manual velocity picking [8]. A similar method
also demonstrates auto-focusing using the varimax norm to
automatically pick the velocity [11], and similar results can
be produced from offset antenna arrays [12]. Furthermore,
Kirchhoff’s time migration with a two-layered variable-depth
velocity model was used to focus radar image GPR-data from
a helicopter platform [5].

Other work show SWE estimation using manually measured
snow depth, snow age, and snow class defined by the location
[13]. Manual depth measurements at calibration locations can
also be used to estimate SWE with radars [14].

Several studies take the concept a step forward and out-
line methods for automatic detection and segmentation of
diffraction hyperbolas. This research includes novel image
threshold methods and clustering [15], parabolic fitting [16],
apex detection by fitting an analytical hyperbola function to
the profile edges detected with a Canny filter [17], template
matching algorithms [18], and a neural network approach [19].

II. THEORY

This section covers the main method used for SWE estima-
tion and the theory behind the different steps. We assume that
the radar image is already pre-processed with both matched
filtering and frequency-domain noise filtering. These basic pre-
processing steps for the UWB radar data are described in more
detail in [20] and [21].

A. Altitude correction

As the UAV performs an airborne survey of an area, the
aircraft’s altitude will inevitably vary somewhat, at least on a
medium to large spatial scale. The altitude variations depend
on what sensors the UAV computer has available to feed into
the autopilot. In our setup, we have a laser rangefinder [22] that
measures relative altitude on a centimeter scale. Nevertheless,
small deviations from the nominal readout altitude will distort
the radar image. Hence, the radar data algorithms need some
correction to ”level out” these variations.

The method used in this work is to circularly shift the
radar data in the fast-time direction according to the relative
variations in height. The rectification is performed by combin-
ing the laser range data and the first surface pulse reflection
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in the radar return. The combination of altitude information
in these two signals reduces spurious deviations significantly
and minimizes the influence of signal drop-out in the laser
rangefinder.

Prior to migration, the sectioned data segment is expanded
in fast-time according to the distance measured from the UAV
to the snow surface. This method is explained in more detail
in [21].

B. Methods to estimate propagation velocity in the medium

There are several different methods to estimate the propa-
gation velocity of a radar signal return from an object [23].
Ways of extracting the propagation velocity in snow exist,
such as common mid-point (CMP) gathers [24]. Alternatively,
by combining two way travel time (TWT) with meteorolog-
ical models obtained from empirical studies, SWE can be
estimated from quasi-analytical expressions [25]. This latter
model generalizes the snowpack layer model for which the
density depends on depth. The assumption might be acceptable
for applications that only need coarse density estimations.
However, the scheme needs modifications for each new cli-
matic zone (maritime or continental climate) to be valid [25].

Nonetheless, this paper will focus on estimating the propa-
gation velocity by analyzing diffraction hyperbolas in B-scan
radar images. If diffraction hyperbolas are present in the radar
image, there are generally two different procedures to extract
the bulk propagation velocity information:
• Curve fitting attempting to draw a hyperbolic function in

the image by optimizing fit with underlying data [15].
• Auto-focusing techniques using a migration algorithm

and generate performance metrics to find the optimum
value of the velocity [26].

As previously stated, hyperbolas contain information about
the mean propagation velocity in the medium. Hence, if we
know the parameters which mathematically describe the hy-
perbola, we can estimate the propagation velocity [27] by the
simple relation between the hyperbola asymptotic constants a
and b. Thus, the velocity vrms can be calculated from [28]:

vrms = 2
b

a
, (1)

where a and b need to be in their correct units, namely
seconds and meters, respectively.

Auto-focusing is performed by testing different propagation
velocities in a migration process where we assess how well the
image is focused in order to determine the mean propagation
velocity (see example in Figure 4).

C. Auto-focusing Metrics

Auto-focusing techniques are widely used in for example
synthetic aperture radar (SAR) applications for phase error
correction [29]–[31], and for GPR, usually to estimate the
dielectric constant [26], [32]–[34]. Auto-focusing generally
works by testing different propagation velocities vt with a
migration algorithm outputting a migrated image s(x, y)vt and
choosing the best fitting velocity based on some performance
metric.

Since the apex of the hyperbolas should have a maximum
at the correct propagation velocity, we can look at the average
image intensity AI to evaluate the focusing [26]. For a mi-
grated radar image s(x, y)vt at test velocity vt, this parameter
can be stated as:

AI(vt) =

∑m
i=1

∑n
j=1 |s(xi, yi)vt |k[∑m

i=1

∑n
j=1 |s(xi, yi)vt |

]k , (2)

where k ∈ [2, 4].
However, this metric is known to have poor performance for

increasing signal to noise ratio (SNR) [35]. Thus, higher-order
techniques that involve the variance of the migrated image [35]
can be expressed by:

AH(vt) =

∑m
i=1

∑n
j=1 [|s(xi, yi)vt | − µ̂]

k

(mn− 1)σ̂k
(3)

where k ≥ 1, and µ̂ and σ̂ are the mean and variance of
the migrated data, respectively.

As in [35], a k value of 10 was found to be optimal. AH
will have a maximum at the best fitting propagation velocity
representing the mean propagation velocity vrms along the
antenna-to-target trajectory.

D. Dix equation

We emphasize that the best fit velocity vrms represents the
average velocity from the antennas to the hyperbola. Hence, to
remove the influence of the air section to calculate the average
propagation velocity vs in the snow itself, Dix’s equation for
layered media can be used [36]:

vs =

√
v2rmsttot − v2airtair

ttot − tair
, (4)

where ttot is the total TWT in the medium, tair is the
TWT of the air layer and vair is the approximate propagation
velocity in the atmosphere (i.e. approximately 0.2997m/ns).

E. Estimation of Snow Parameters

Snow depth is usually measured by evaluating the TWT
from the snow surface to the ground and calculating the
distance traveled based on an estimate of the propagation
velocity.

For lossless, homogeneous, isotropic materials, the relative
propagation velocity in the snow vs is related to the relative
dielectric constant εr by [27]:

εr =

(
c

vs

)2

, (5)

where c is the propagation velocity in free space. The depth
ds is then simply written as:

ds = vs
t

2
. (6)

Equation (5) states that the relative dielectric constant is non-
linearly related to the propagation velocity. From this relation,
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there are several different models for estimating density of the
snow.

The relation between snow permittivity and density has
been modeled both theoretically [37] and empirically [38].
Considering dry snow, a linear relationship is an acceptable
approximation for snow densities below 0.5 g cm−3, where the
relation between the real part of the relative dielectric constant
ε
′
r and snow density ρs can be modeled as [38]:

ρs =
ε
′
r − 1

2
. (7)

SWE is the depth of water resulting from the mass of melted
snow and typically expressed in millimeters of equivalent
water [39]. The SWE is the product of the snow depth and the
vertically-integrated snow density, and can be expressed as:

SWE = dsρs. (8)

Furthermore, SWE is often used to estimate the total pre-
cipitation in a given location and the resulting water volume
available for the melt season.

III. MONTE CARLO SIMULATION OF FK-MIGRATION
METHOD

The proposed method discussed above involves several steps
using error-prone parameters. The parameters include altitude
and position data from the UAV dataflash-log applied to
calculate the distance and the altitude vectors. These vectors
position the data in 2D-space and are essential inputs to the
migration algorithm.

In this section we evaluate the uncertainty of the method
by creating synthetic data sets of a single hyperbola in an
otherwise homogeneous medium. The synthetic data is F-
K migrated and combined with Equation (3) resulting in an
estimate for vrms. Further, using Equations (4) (giving vs),
(5), and (7), we calculate the bulk dielectric constant εr and
density ρs of the snowpack.

The altitude and distance vectors are given random errors
set to adequate values for our imaging system to make the
simulations relevant for real data results. Specifically, the
synthetic data parameters are given values similar to the field
trials data in Section VI, with a fixed snow-depth of 2 m and
an initial altitude (above the snow surface) of 7 m over a
horizontal distance of 15 m. The mean propagation velocity is
set to 0.29m/ns resulting in a snow velocity of 0.258m/ns
after Dix equation analysis.

A. Laser altimeter error sources

The SF-11 rangefinder data-sheet [22] reports an accuracy
of ±10 cm. Additionally, the laser is not always pointing
in nadir due to the attitude of the UAV, which is corrected
through the attitude data (roll, pitch, yaw). However, given
that the UAV often flies over uneven terrain, additional errors
are expected.

The rangefinder error is assumed normally distributed in
the Monte Carlo analysis, with a standard deviation of 15 cm
deemed reasonable. The altitude error contributes twice to the
erroneous estimations since it is part of two parameters in the

method. Firstly, prior to the focusing when the length of the
fast-time vector is adjusted according to the altitude above the
surface. Secondly, in the time parameter when Dix’s equation
is applied.

B. Distance error sources

The distance vector is calculated using the Haversine for-
mula [40] on the filtered position data produced by the
UAV autopilot. The position estimate is the output of the
autopilot extended Kalman filter (EKF). The EKF estimates
vehicle position, velocity, and angular orientation based on rate
gyroscopes, accelerometer, compass (magnetometer), global
positioning system (GPS), airspeed, and barometric pressure
measurements. Concerning the method proposed in this paper,
the error can be defined as the deviation from linear movement
(constant horizontal velocity), as the absolute position is not
relevant for the focusing procedure. In real data, the deviation
from a perfectly linear equidistant distance vector (i.e., con-
stant horizontal velocity) was approximately 0.037m looking
at real data sets from autonomous flights. Therefore, we choose
a standard deviation slightly larger than this (0.045m) as a
conservative assumption for the error analysis.

The distance error is applied to the data by interpolating
the synthetic data set along the distance axis according to
the linear movement deviation producing non-equidistant sam-
pling. As expected, the interpolation procedure causes some
skewness in the hyperbola that influences the statistical results
(see the next subsection).

C. Monte Carlo Simulation Results

An essential prerequisite of the autofocusing method under
study is that it is unbiased to produce a close to correct
estimate of the sought parameter (snow density or SWE) mean
value.

The Anderson-Darling, Jarque-Bera, and Chi-square tests
[41]–[43] all indicate that the results from the Monte Carlo
simulations are normally distributed both in the bi-variate case
and with the errors combined as in Figure 1. As seen in
Figure 1, the velocity estimates are unbiased, with a standard
deviation of 0.0031m/ns.

Introducing Dix’s equation in Figure 1b causes further
uncertainties in the estimate since we use the erroneous
altitude once more. However, the method is still unbiased
with an increased standard deviation of 0.0147m/ns. Since
the estimation of εr in Figure 1c involves squaring of the
velocity estimates, the distribution (if assumed normal) is
transformed to a Chi-Square distribution of order 1. However,
if the standard deviation is significantly smaller than the mean,
the Chi-square distribution can be approximated as normally
distributed. Finally, the approximate linear relationship in
Equation (7) is used to obtain the distribution in Figure 1d.

We now compare the Monte Carlo derived results with
the theoretical approximate first two moments derived in
Appendix A. Using µ=0.234 m/nsecs and σ=0.0147 m/nsecs in
Equations (18) and (19), we get µε=1.639 (1.6% deviation) and
σε=0.205 (5% deviation). Furthermore, using Equations (21)
and (22), we obtain µρ=0.319 g/cm3 (2.6% deviation) and
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(a) Migrated vrms estimates from Equation (3) (b) Mean snow velocity vs from Equation (4)

(c) Dielectric constant εr estimates from Equation (5) (d) Density ρs estimates from Equation (7)

Fig. 1. Combined altitude and distance errors influence on estimators derived by Monte Carlo simulations.

σρ=0.103 g/cm3 (4.6% deviation) all results compared to
values in Figure 1c.

The Monte Carlo simulations emphasize the need for ac-
curate positioning for the presented method as the relative
spread of the density parameter is relatively large compared to
the mean value (σρ/µρ=0.33). Nonetheless, using the average
of several estimates to reduce the estimator spread could be
a useful approach as the snow density spatial variability is
expected to be much smaller than local variations in snow
depth [44].

IV. RADAR SYSTEM

The ultra-wideband snow sounder (UWiBaSS) is a custom
developed radar system for drone-mounted snow measure-
ments. Papers [20], [21], [45] detail recent advances of the
radar system. New developments include retrofitting the radio
frequency (RF) operation band as well as digital modules with
3D printed casings coated in conductive paint to reduce weight
while still offering electromagnetic interference (EMI) pro-
tection. Additionally, 500 MHz high-pass filters are added to
the receiving (RX) channels to reduce low-frequency antenna
cross-talk. Table I summarizes main features of the UWB-
system whereas Figure 2 shows the UAV ”Cryocopter FOX”
during flight.

TABLE I
UWIBASS KEY CHARACTERISTICS.

Attribute Value
Signal generation UWB Pseudo noise
System bandwidth 3.8GHz (0.7 to 4.5GHz)
Range resolution ≈ 5 cm
m-sequence clock frequency 12.8GHz
Measurement rate 52Hz (max 1 kHz)
MLBS order 9 (511 range bins)
Nominal output power 17.3dBm
Unambiguous range in air 5.98m
Average power consumption 8.1 to 9W
Total Weight ≈ 3 kg

V. PROCESSING FLOW

The basic pre-processing steps for the sampled radar data
involve match filtering to correlate the received signal with
the transmitted signal, high-pass filtering to remove low-
frequency cross-talk between receiving (RX) and transmitting
(TX) antennas, reference subtraction, and altitude correction
involving rectification of the snow surface return. A detailed
description can be found in [21].

The laser altimeter measures the distance to the snow
surface. By locating the first interface reflection, the radar is
capable of similar distance measurements. We have found that
the best practice is to use a combination of both sensors in
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Fig. 2. UWiBaSS mounted under the UAV Cryocopter FOX during flight.

case of laser signal drop out, which sometimes occurs, possibly
when the laser altimeter beam strikes large snow crystals at
an angle.

A distance-vector representing traveled distance over the
snow surface is calculated using the position data collected
from the UAV autopilot. Using the Haversine formula, we cal-
culate the distance between each coordinate point to generate
the distance vector. Due to the non-equidistant sampling of this
vector, the radar data goes through a non-linear interpolation
in the slow-time direction. This procedure interpolates the
radar data into a domain with equidistant position samples
in space, allowing us to fix the sampling interval dx instead
of calculating a mean value for each segment.

Hyperbolas in the radar image are segmented manually
using a simple ”draw rectangle” function, creating a slow-time
section of the image to focus within. Furthermore, fast-time
data outside the rectangular window is set to zero. Although
not implemented here, this step can be automated [15].

The method averages altimeter data within each short sec-
tion. Further, we add zeros to the top of the radar image cor-
responding to the actual scanning platform altitude above the
snow surface, effectively recreating the ”real” radar scenario.

Figure 3 shows an example image of the processed radar
data before the auto-focusing procedure.

A. Auto focusing
The autofocusing procedure involves performing F-K mi-

gration for a set of test velocities, where autofocusing metrics
are calculated for each test velocity. In order to reduce the
numerical calculation time, the search for the optimal velocity
can be done in several different ways, such as first performing
a low-resolution scan over a broad spread of velocities before
performing a high-resolution scan over a much more narrow
interval. For the present tests, we use a brute force linear vector
in two steps. First a coarse search with step value of 0.01m/ns
to scan through and interval from 0.1 to 0.4m/ns. Thereafter,
a fine search is used with step value of 0.0005m/ns to scan
through an interval from 0.25 to 0.3m/ns. Figure 5 shows the
combined autofocusing result of the coarse and fine search.

Fig. 3. Example radar image of hyperbola segmenting and altitude correction.

F-K migration is performed with the CREWES MatLab
toolbox written by G. F. Margrave for the CREWES project
(University of Calgary) [46], [47]. The F-K domain interpo-
lation routine was modified with a convolution, omitting a
for-loop in order to reduce the computational time. This mod-
ification improved the speed of the function by approximately
200 %.

After migration over all test velocities, we select the autofo-
cusing metric’s (see Equation (3)) maximal value, correspond-
ing to a ”best fit” propagation velocity. This velocity represents
the average velocity from the radar antennas to the ground, and
therefore, we need to remove the influence of the air section
with Dix’s equation. This estimation is performed for each
manually selected section. The section length is typically in
the range of 5-20 m containing one or more hyperbolas. Figure
4 shows an example of the auto focusing result for a segment
gathered as in Figure 3.

VI. FIELD TRIALS

Due to Covid-19, two major field campaigns were canceled
in the winter of 2020. However, a 1-day campaign 10 km
from UiT The Arctic University of Norway was carried out.
The main goal of the campaign was to test the latest iteration
of the radar system and preliminarily investigate methods to
measure snow density.

A transect of approximately 200m was flown autonomously
in four passes to test the reproducibility of the method. A
section of the transect showed several overlapping hyperbolas
at the ground level (shown in Figure 3). These hyperbolas were
assumed to be caused by reflections from rocks, as is well
known from traditional GPR [27], but not necessarily given
that the UWiBaSS would be able to detect hyperbolas from
targets buried beneath several meters of snow while airborne.
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(a) Input image (b) Migrated with vt = 0.1m/ns. (c) Migrated with vt = 0.268m/ns. (d) Migrated with vt = 0.34m/ns.

Fig. 4. Example of the auto-focusing procedure for an image segment, with input data (a), under-migrated data (b), migration result from auto focusing
optimum value (c), over-migrated image (d).

Fig. 5. Auto-focusing metric from Equation (3).

As shown in Figure 7 and 8, the snow depth in this transect
varied from 1m to almost 6m. After the spring snowmelt,
radar data images containing hyperbolas were confirmed to
be from a rocky area as shown in Figure 9. Four passes over
this rocky area of the transect were segmented into 40 smaller
segments used to estimate the density.

For this data set, the returning signal from the snowpack
was taken at the second period of the transmitted signal
owing to the radar system having a 5.7 m unambiguous range,
and the data collection was taken from approximately 7 m
relative altitude, excluding snow depth. For more information
on performing measurements outside the unambiguous range
from UAV radar, see [21].

The in situ density for each noticeable layer was collected
in a snow pit close to the transect. We found the mean density
(weighted mean based on the thickness of each layer) to be
0.327 g cm−3.

Figure 6 shows the distribution of density estimations from
the autofocusing procedure. Figure 7 shows measured snow
depth along the 200 m transect for four passes. Identification
of the snow-ground interface is described in [21] where we
obtain the TWT used in Equation (6). Snow depth is then
calculated using TWT and the estimated propagation velocity

of the snow.

Fig. 6. Distribution of density estimates from 40 measurements. Mean in situ
snow-profile density shown as dashed line.

Fig. 7. Depth measurements along transect for four passes.
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Fig. 8. B-scan radar image of one pass -back and forth- across the transect. Red line indicates snow-ground interface and green line indicates snow-ground
interface detected in second ambiguity window (I.e., deeper than ≈ 460 cm for εr = 1.68)

Fig. 9. Transect containing rocky parts after melt season. Dotted line indicate the transect. Cropped out section show the rocky area.

VII. DISCUSSION

The accuracy of the method seems to depend heavily on the
accuracy of the UAV GPS altimeter since the spatial sampling
rate and correct position and altitude above snow are important
for the F-K migration algorithm. Hence, real-time kinematic
(RTK) GPS should be used for better distance calculations and
data interpolation [48].

Ideally, several snow pits should have been dug along the
transect. However, the project’s time constraints limited the in
situ collection to one full snowpit.

Taking the average of the altitude for each section most
probably does not introduce significant errors, as the typical
variation in altitude across the sections is on the order of a
few cm. However, for robustness, modifying the code to create
a variable altitude above the snow should be implemented in
future work.

Comparing Figure 1d with Figure 6, we see that the
statistical spread (standard deviation) is of the same order,
which leads us to believe that the error assessments made
to the scanning system prior to the Monte Carlo simulation
were reasonable and that other contributing error sources are
of minor importance in the campaign.

Of vital importance in determining the SWE is to which
degree the snow depth measurements can be trusted. A com-
parison of depth measurements for several passes along the
same transect gives a good indication of the repeatability of the
depth measurements. This can be seen for four passes in Figure
7 and for two passes overlaid the radar B-scan in Figure 8.

Correlating the four transects results in the correlation matrix
R:

R =




1.00 0.97 0.98 0.93
0.97 1.00 0.96 0.92
0.98 0.96 1.00 0.93
0.93 0.93 0.93 1.00


 . (9)

Overall, the correlation is very high, with the lowest value of
0.92 between passes 2 and 4. The slight skewness between the
depth measurements in Figure 7 appears to come from drift in
the UAV positioning. The snow depth is measured beyond 5m
which is deeper than the 3m depth probes we had available.
However, in situ depth validation of the same radar system is
presented in [21].

Notice in Figure 3 that the reconstructed radar pulse delay
becomes almost 90 ns, resulting in a total distance from the
antennas to the ground of approximately 10 to 14m. With
an unambiguous range of 5.9m, this is accomplished by
exploiting the lack of significant reflections in the air-section
except for the cross-talk [21] and thus using the previous
transmitted pulse for detection.

VIII. CONCLUSION

In this paper, we present a non-invasive method to estimate
snow density from a UAV, that could be further be used to
estimate SWE. Density estimations from a limited field trial
show good agreement with in situ snow density. However,
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the sample base for both in situ and radar data is somewhat
limited.

The standard deviation (0.1 from Figure 6) of the es-
timations are comparable to what is observed in previous
papers [8], reporting a standard deviation of 0.07 from a
snowmobile platform with a fixed antenna-to-snow air gap of
approximately 50 cm.

Snow depth measurements show high repeatability but will
likely also benefit from more accurate platform positioning.

Future work will include field campaigns with RTK ready
UAV for improved position and altitude information, as well
as high-resolution in situ density measurements using the
SnowMicroPen (SMP) or similar devices.

Additionally, automatic image segmentation should be im-
plemented to reduce the amount of manual labor to analyze
the data sets.

Multi-thread programming should be implemented on the
interpolation part of the F-K migration routine to improve
speed, as this section of the code occupies approximately 95 %
of the run time.

APPENDIX A
MAPPING OF SQUARED INVERSE GAUSSIAN VARIABLE

Consider a Gaussian variable X with standard deviation σ
and mean value µ. Then, defining

χ =
X − µ
σ

, (10)

χ2 is centrally chi-squared distributed with one degree of
freedom.
Knowing that E[χ2]=1 and E[χ4]=2 of a central chi-squared
distribution, the first and second moments of X can be stated:

E[X2] = σ2 + µ2 ≈ µ2 (11)
var[X2] = σ4 + 4σ2µ2 ≈ 4µ2σ2. (12)

where the approximations are valid if σ � µ; that is a narrow
probability distribution of X .

Mapping a Gaussian variable X with the following relation:
w = RX2, we get the probability density function (pdf) [49]:

p(w) =
1

2
√
Rw

[
1

σ
√
2π

exp

(
− (
√
w/R− µ)2
2σ2

)
+

1

σ
√
2π

exp

(
− (−

√
w/R− µ)2
2σ2

)]
.

(13)

Notice that for situations where σ � µ, the last term in
Equation (13) can be neglected unless w and µ are close to
zero.
Then, Equation (13) can be stated:

p(w) ≈ 1

2
√
Rw

1

σ
√
2π

exp

(
− (
√
w/R− µ)2
2σ2

)
. (14)

Furthermore, Taylor series expanding the argument in the
exponential function to second order around the central value

w0 = µ2R of the distribution, and similarly approximating the
denominator

√
Rw ≈ µR, we get:

p(w) ≈ 1

2µRσ

1√
2π

exp

(
− (w − µ2R)2

8R2µ2σ2

)
. (15)

We recognize Equation (15) as a Gaussian distribution with
standard deviation σ′ = 2µRσ and mean value µ′ = µ2R,
in accordance with the results obtained in Equations (11) and
(12), if R = 1.
The permittivity ε of snow is related to propagation velocity
v through ε = (c/v)2, where c is the speed of light in air. In
order to relate this mapping to Equation (15), define the the
reciprocal variable u = 1/w. Now, it can readily be shown
that:

p(u) =
1√

2πσ′u2
exp

(
− (1/u− µ′)2

2σ′2

)
. (16)

Again, Taylor expanding u2 to zeroth order and Taylor ex-
panding the argument of the exponential function to second
order, both around u0 = 1/µ′, Equation (16) reduces to:

p(u) =
1√

2π(σ′/µ′2)
exp

(
− (u− 1/µ′)2

2(σ′/µ′2)2

)
. (17)

From Equation (17), we see that u is also normally distributed
with mean value µu = 1/µ′ and standard deviation σu =
σ′/µ′2.
Furthermore, the constant R can be identified as R = 1/c2 and
X = v, leading the the final result that ε is close to normally
distributed with first and second moments:

µε =
c2

µ2
(18)

σε =
2c2σ

µ3
, (19)

provided that σ � µ.
According to [38], there exists a linear relation between the
dielectric constant ε and density ρ in dry snow:

ε = 1 + 2ρ (20)

This leads to the first and second moments of ρ:

µρ =
1

2
µε −

1

2
(21)

σρ =
1

2
σε. (22)

Hence, we get a constant change in mean value and spread in
the probability distribution of 1/2 as expected from a linear
transformation.

As an example, assume a statistical draw of v above
from a Gaussian distribution. Figure 10 shows the histogram
from 100,000 statistical realizations mapped by using ε =
(c/v)2 with first and second moments of snow velocity of
0.244 m/nsecs and 0.0127 m/nsecs, respectively.

Observe that the fit between the histogram and the
theoretical approximate Gaussian distribution is not perfect as
the assumption that σε � µε, (0.16 � 1.51) is not entirely
fulfilled.
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Fig. 10. Histogram of dielectric constant ε from 100,000 realizations.
Solid line: Gaussian approximation from Eq. (17). Mean value and standard
deviation are, µε=1.51 and σε=0.16, respectively.
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11
Discussion and Conclusion
The papers presented in Chapters 8-10 cover topics related to the potential
of unmanned aerial vehicle (uav) mounted radar sensing of snow. Section
11.1 briefly summarizes the conclusions of the three papers and discusses
contributions to state of the art technology and methods. Section 11.2 discusses
and presents future work and ideas.

11.1 Research Conclusions

Recent advances in ultra wide-band (uwb) technology have allowed develop-
ment of small and lightweight radar systems that are suitable as a uav payload.
Such systems typically go through several design iterations based on experi-
ences made in field trials. Paper I proposes the radar sensing concept, technical
implementation and presents the first field results. The initial results show a
high correlation with in situ snow depth and serve as a proof of concept. Paper I
recommends investigating the possibility of estimating other snow parameters
such as density. Additionally, development of faster algorithms for radar data
acquisition and further improvements on the design of the receiving and trans-
mitting antennas are recommended. Paper I highlights design considerations
for the radar sensing task and describes the technical implementation of the
prototype as well as the uav platform itself. At the time of submission of Paper
I, ground-penetrating radar systems with the strict weight and compatibility
requirements for uav mounting, while still having the bandwidth to resolve
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complex snow stratigraphy and penetration through deep, dense, and wet snow
down to the ground, to the best of our knowledge, had not been published in
the literature.

Using uav mounted snow radar to estimate bulk snow volumes with the aid
of grid flying is a central application aimed at the hydropower industry and
environmental science. Paper II presents improvements made to the ultra-
wideband snow sounder (uwibass) since Paper I, including post-processing
methods to correct for the variable relative altitude of the uav where a shifting
procedure is used to correct for an un-even altitude. Additionally, the radar
equation for flat surfaces is directly applied to the sampled data (in terms of
power). Paper II further confirms the systems ability to measure snow depth
on a large scale with a significantly larger dataset compared to Paper I. Paper II
also discusses measurements outside the unambiguous range of the waveform,
where the uwibass indicates the capability of measuring snow depth up to
approximately 30 m above the snow.

In Paper II, we observe that two shorter transects where in situ snow depth is
taken at approximately ten times higher resolution (high res. 1 and 2) compared
to the grid surveys, show significantly higher correlations suggesting that the
in situ measurements taken in the grid surveys are too sparse to detect snow
depth variations on the same scale as the uwibass. This is not surprising as
the uwibass produces approximately 100 times more depth estimates along
the same grid.

To improve the comparison between airborne and ground truth measurements
and validate the method further, the uwibass should be flown in the same
transect as a sled mounted ground penetrating radar (gpr). This test was
planned to be executed in a field campaign in collaboration with Statkraft1
and Varicon2 during the winter of 2020; however, the Covid-19 pandemic caused
that campaign to be canceled.

Paper II further validates the uwibass as a snow sensing device, and the
methods presented expands the state of the art in terms of non-invasive snow
surveys.

Estimating snow water equivalent (swe) non-invasively has several applica-
tions for a number of industries and research fields. The missing piece of the
puzzle is to estimate snow density reliably and remotely. Paper III proposes an
improved scheme for swe estimation by calculating snow density and depth
from the same radar dataset. The method is evaluated through Monte Carlo

1. Visit Statkraft at: https://www.statkraft.no/
2. Visit Varicon at: https://varicon.no/

https://www.statkraft.no/
https://varicon.no/
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simulation, and initial field trial results are presented with a similar statisti-
cal spread as in the simulation. Finally, Paper III proposes improvements to
the method, most notably improvements to the positioning of the uav using
real-time kinematic (rtk) global positioning system (gps).

11.1.1 Contributions to State of the Art

The field of drone-mounted snow radar has seen considerable development
since I started working on this radar system in 2016. Using the latest technology,
several startups have been created referencing my work in their applications
to various funds (e.g., Innovation Norway), such as the ski radar developer
Thinkoutside3. In comparison towhat is found in the literature (or commercially
available) from 2016 up to the present, I would consider the uwibass as
particularly well-integrated and validated. The work is cited by several groups
working on similar challenges where Paper I is acknowledged as the first
implementation and test of a drone-mounted snow radar.

To fully develop a product usually takes a team of people, and hence the
uwibass did not make it out of the prototype stage during this project. How-
ever, efforts will be made to apply snow measurements into a commercial
service that can be licensed to, e.g., the hydropower industry.

11.2 Future Work

Future work includes developing a similar radar system as the uwibass to
be integrated into a fixed-wing uav to improve area coverage. This version is
especially central to the application of snow measurements over large areas
such as snow cover on sea ice or alpine regions. The development includes
the design of aerodynamic and lightweight antennas that do not protrude
significantly from the bottom of the uav fuselage. Additionally, the antennas
need high directivity and possibly higher output power. On a fixed-wing, the
receiving (rx) and transmitting (tx) antennas have the opportunity to be
mounted with larger separation (e.g., on the wings), reducing the crosstalk
and opening up for higher tx power.

A goal of the uwibass is to measure snow depth and ice thickness from the
same platform. The concept proposed to accomplish this task is to integrate
a second radar system with the uwibass that operates in the VHF/UHF
frequency range. Hence, this low-frequency radar could detect the ice-water

3. Visit Thinkoutside at: https://www.thinkoutside.no/

https://www.thinkoutside.no/
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interface, while the current uwibass measures the air-snow and snow-ice
interface. One of the major challenges with such a system is, again, in the
antenna design, where low weight and high directivity are central design
parameters. The initial proposal is to use a software-defined radio (sdr) for
signal generation and reception, yielding high flexibility regarding bandwidth
and waveform [102]. sdr systems have recently become available in small form
factors even down to the size of business cards. Take, for example, the Ettus
USRP-b205mini with a frequency cover ranging from 70MHz to 6GHz, making
it possible to modulate different signals depending on ice conditions. The sdr
makes the implemented system re-configurable by the user in the field⁴. It
should be noted that the real-time bandwidth of such a sensor is in the order
of tens of MHz (in this case 56MHz). Hence, stepping of the carrier frequency
is needed to cover a larger bandwidth, at the expense of measurement rate
(IRF/s).

The general idea is to fuse the two highlighted methods shown in Figure 11.1
on an airborne platform.

Figure 11.1: Schematic diagram illustrating various ice thickness measurement tech-
niques [64].

The antenna development in this project utilized several state-of-the-art meth-

4. For more information about SDR visit: https://www.ettus.com/

https://www.ettus.com/


11.2 future work 139

ods to reduce the physical size of the antennas. However this field still sees
great advances with the use of meta-materials [16,43,58,125] and large current
radiator (lcr) antennas [26] to reduce size and increase directivity.

As previously discussed, directional antennas are important to reduce the an-
tenna footprint, and Vivaldi antennas have several desirable characteristics,
especially with applications where weight and directivity are central parame-
ters. In [81] a 162 MHz to 1.121 GHz Vivaldi antenna is presented. Contrary to
convention, this antenna performs well ((11 < −10 dB across bandwidth) even
though the antenna width and length is on the order of a quarter free-space
wavelength at the lowest frequency of operation. However, this design sacrifices
directivity to obtain these results.

We are currently working on a method to achieve single antenna operation
with the pseudo-noise signal generator. This work involves leakage cancellation
using analog delay and phase shifters matched to the total radio frequency (rf)
path. This cancellationmethod could also be realizedwith analog-to-digital con-
verter (adc), digital signal processing and digital-to-analog converter (dac),
implemented with field-programmable gate array (fpga) technology given the
speed of current chip solutions is further developed.

Investigations into sdr based radar should result in a highly configurable radar
system. A single antenna design will, in most cases, have issues with efficient
radiation at the full range of commercial sdr (i.e., approximately 6GHz).
However, designing a system allowing to change antennas in the field quickly
could facilitate high-resolution multi-media measurements.

A copy of the uwibass is currently at NORCE Grimstad, where it is tested as a
detection system for rot in wooden utility poles. Initial tests of this application
is shown in Appendix A.3. Further efforts into designing a portable tomographic
radar system for this application will be investigated.





A
Miscellaneous Experiments
In addition to the experiments and field campaigns described in this thesis,
several additional experiments have been conducted during this project where
the results have not fulfilled the degree of novelty needed for a publication.
Some of these ideas might meet the requirements for novelty, but need a
project of their own to collect the needed data. Nevertheless, one could argue
the results are interesting. This section briefly presents the results from these
experiments.

A.1 Sea Ice Measurements with UAV Mounted
Radar

As ice forms, brine is rejected from the growing ice sheet and accumulates
in grooves inside the ice sheet. Thus, as the salt concentration in the brine
increases, the freezing point is decreased low enough to stop the freezing of
the brine. Over time these brine inclusions erode downwards, creating brine
drainage channels. Hence, as the ice ages, the brine concentration (i.e., salinity)
drops [113].

During the coordinated arctic acoustic thermometry experiment (caatex) field
campaign (see Section 6.6), several transects of snow depth and ice thickness
were taken in addition to sparse ice cores where salinity, weight, etc. were
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collected.

The ultra-wideband snow sounder (uwibass) was flown along the same
transects measuring snow thickness while investigating the performance of the
radar system on sea ice.

It was found that the uwibasswas not able to measure the full ice thickness in
that current configuration. This is clear from theory [79], and such parameters
usually require ground-coupled systems operating at a lower center frequency
[38]. Additionally, the snow depth varied between 0 and 10 cm throughout the
campaign forming a weak basis for a snow-on-sea-ice dataset.

Nonetheless, if the ice was second-year ice (or older), the layer of old (low
salinity) ice could be measured with high repeatability and good correlation
with in situ ice cores.

Figure A.1 shows a profile taken at 88 °N compared to the in situ salinity profile,
where the detected interface at approximately 20 cm corresponds to the sharp
increase in salinity from the ice core. This increase in salinity corresponds to
the interface between first-year and multi-year ice.

(a) Section of radar profile closest to in situ ice core. (b) In situ salinity profile.

Figure A.1: Example result comparing detection of the second interface in radar image
to the spike in salinity at approximately 20 cm.

Figure A.2 show two passes along a 200 m transect where the depth of the
same interface as in Figure A.1a is measured, illustrating that the interface is
measured with high repeatability.
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Figure A.2: Example result demonstrating the repeatability of the ice-interface mea-
surements.

A.2 Freshwater Ice Measurements

Freshwater ice has significantly higher penetration depth than sea ice [39,
79]. This is clear looking at the radar image taken at a freshwater lake in
Bardu - Norway. This dataset was collected during a short field campaign
(see Section 6.4) aimed at testing the radar system in the field. Figure A.4
shows a transect flying across the lake towards a small peninsula. As we pass
over the peninsula, we can see the ice thickness decreasing and the ground
(or ice-covered ground) coming into the image. The applications for such
measurements are many, including safety assessment of freshwater lakes for
people or vehicles, as well as other studies involving freshwater ice. However, a
more extensive field campaign with sufficient in situ measurements is needed
for a publication.

Recent studies confirm that this application is feasible using drone mounted
frequency modulated continuous wave (fmcw) radar [88].
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Figure A.3: GPS position of the unmanned aerial vehicle (uav) where colors represent
altitude and the transect in question is marked in red.

Figure A.4: Snow and ice thickness along transect (marked in red in Figure A.3),
passing over peninsula at approximately 35 to 42m.
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A.3 Rot in Wood Detection

Electromagnetic Aquametry is a widespread method involving the measure-
ment of water in solids and liquids using time or frequency-domain meth-
ods [57]. In this preliminary study, the backscattered amplitude is evaluated in
the time-domain utilizing the increased relative permittivity of wet wood.

This experiment involved looking at the possibility to detect rot in wood with
UWB radar due to the need for a non-destructive method to detect rot in
utility poles. When the wood starts to rot, the decayed wood is usually wetter
than adjacent sound wood [114]. Hence, these experiments focus on detecting
differences in moisture in a block of wood.

A.3.1 Test rig

The test rig consisted of layers of dry wood pieces where the middle layer could
be swapped between dry and slightly wet wood. This block of wood was placed
on top of a cardboard box to separate it from the floor. Above the wood sample,
the radar was mounted on a tripod facing down at the wood sample.

Figure A.5: Wood block, where the two darker pieces of wood were switched between
wet and dry wood.



146 appendix a miscellaneous experiments

A.3.2 Results

During the test, the interchangeable "core" was swapped between wet and dry
and moved to different positions in the wood-block.

Figure A.6: A-scans of dry wood (blue), wood with wet center (red), and wood with
wet core below center (yellow).

Figure A.6 clearly shows that the radar can detect and locate high moisture
sections of wood. The measurements containing wet wood generally have
higher backscatter from the entire wood-block, possibly due to secondary re-
flections from the wet core. If this work is to be investigated further, I would
recommend testing circular tomographic radar imaging methods to locate and
image the rot [1]. I would also recommend investigating methods to estimate
the permittivity and loss factor from, e.g., resonant methods finding the shift
in resonant frequency and quality factor (Q-factor) [90]. From the permittiv-
ity and loss factor, material density and moisture content can potentially be
calculated [57].

A.4 Differentiating Ice Types

The Microscale interaction of oil with sea ice for detection and environmental
risk management in sustainable operations (mosideo) project in Hamburg
(presented in Section 6.1) did not produce the intended results with regards to
the uwibass. The goal was to detect oil under sea ice; however, the ice in the
basin was very wet, and the radar waves could not penetrate the wet ice.

Nevertheless, some interesting results did come from this experiment. The
radar detected differences in backscattered energy from two different ice
types, namely columnar and granular ice. The HSVA basin had both ice types
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separated by a wall in the center of the basin. Figure A.7 shows the difference
in backscattered energy from the two halves of the basin. This result agrees
well with ice scattering theory, where granular ice is expected to return higher
backscatter than columnar ice due to higher surface roughness [79]. This
effect should also be valid for the nadir-pointing radar as the antennas used
during the experiment had 70°half power beam width (hpbw) resulting in
high backscatter in the sidelobes for granular ice.

Figure A.7: Surface plot of mean backscattered energy across the HSVA basin, where
the two ice types can be identified; granular to the left and columnar to
the right.
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