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Abstract: The Arctic is under great pressure due to climate change. Drones are increasingly used
as a tool in ecology and may be especially valuable in rapidly changing and remote landscapes, as
can be found in the Arctic. For effective applications of drones, decisions of both ecological and
technical character are needed. Here, we provide our method planning workflow for generating
ground-cover maps with drones for ecological monitoring purposes. The workflow includes the
selection of variables, layer resolutions, ground-cover classes and the development and validation of
models. We implemented this workflow in a case study of the Arctic tundra to develop vegetation
maps, including disturbed vegetation, at three study sites in Svalbard. For each site, we generated a
high-resolution map of tundra vegetation using supervised random forest (RF) classifiers based on
four spectral bands, the normalized difference vegetation index (NDVI) and three types of terrain
variables—all derived from drone imagery. Our classifiers distinguished up to 15 different ground-
cover classes, including two classes that identify vegetation state changes due to disturbance caused
by herbivory (i.e., goose grubbing) and winter damage (i.e., ‘rain-on-snow’ and thaw-freeze). Areas
classified as goose grubbing or winter damage had lower NDVI values than their undisturbed
counterparts. The predictive ability of site-specific RF models was good (macro-F1 scores between
83% and 85%), but the area of the grubbing class was overestimated in parts of the moss tundra. A
direct transfer of the models between study sites was not possible (macro-F1 scores under 50%). We
show that drone image analysis can be an asset for studying future vegetation state changes on local
scales in Arctic tundra ecosystems and encourage ecologists to use our tailored workflow to integrate
drone mapping into long-term monitoring programs.

Keywords: classifier; disturbance; drone; ecological monitoring; GLCM; herbivore; random forest;
Svalbard; winter climate effect; grubbing

1. Introduction

Rapid climate change is altering abiotic and biotic disturbance processes in the Arctic
and could therefore lead to ecosystem state changes in tundra ecosystems [1–4]. Abi-
otic disturbances to the Arctic tundra may increase due to summer warming, leading to,
e.g., permafrost collapse and erosion, whereas changes in the winter climate cause, for in-
stance, rain-on-snow events and ground ice, permafrost thaw and changes of hydrological
regimes [2,5–11]. In addition, climate change can also modify the intensity and frequency
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of biotic disturbances to tundra, e.g., via herbivore grazing [12,13]. The cumulative effect
of changes in multiple drivers can thus alter the state of tundra ecosystems [14]. Ecosystem
state changes can be detected by mapping vegetation or tundra surface types, quantifying,
for example, increases in forest or shrub cover [15,16], or assessing variables such as vegeta-
tion type composition and percentage of bare ground-cover [17,18]. While these examples
illustrate that some ecosystem state changes have happened in the Arctic, it remains to
be documented by means of long-term monitoring, which ecosystem states continue to
develop in an Arctic landscape that is facing rapid environmental change [14].

High Arctic tundra, such as in Svalbard, represents an ecosystem in high demand
for monitoring [3,13], as new biotic and abiotic conditions are evolving fast with rapid
climate change. In particular, the winter climate in Svalbard has, since the late 1990s,
seen a regime shift towards more frequent rain-on-snow events due to mild temperatures
and, consequently, more pronounced formation of basal ice [19] that encapsulates and
damages plants [20]. This commonly occurs in low-land tundra with, e.g., dwarf shrub
vegetation [21]. Additionally, increasing herbivore populations (e.g., goose and reindeer)
can cause biotic disturbances [12,22]. In Svalbard, a mode of herbivory with particular
importance to the tundra is pink-footed goose (Anser brachyrhynchus) grubbing, which
disrupts the vegetation by removing plants and the moss layer [23–25]. The population
of pink-footed geese has increased dramatically since the 1990s [26], and heavy grubbing
can remove enough vegetation to cause patches of bare ground, potentially leading to soil
erosion, destabilizing permafrost and changes in the soil-carbon cycle [14,27–29]. Warmer
summers can destabilize the permafrost further but simultaneously also lead to higher
primary production and above-ground biomass [30]. Effects of summer warming, changed
winter climate and altered herbivory are expected to change the current state of this high
Arctic ecosystem [14]. The disturbances described above commonly cover only small areas
but occur frequently across the landscape, resulting in a heterogeneous tundra where
the vegetation is interspersed with different types of disturbed patches. Detecting such
disturbances at the landscape scale requires new, improved monitoring methods [14].

Drones have become more accessible in recent years and allow researchers to cover
larger spatial extents at multiple temporal scales [31]. Drone images provide spatial grain
sizes that allow studying ecological processes at local scales in highly heterogeneous
landscapes. They can help transferring from local and detailed knowledge to broad-
scale environments with more spatial and temporal complexity and can improve the
interpretation of satellite imagery [32]. In the Arctic, drones have been used for vegetation
mapping [33–35], measurements of cryosphere characteristics [36–45], observations of
permafrost thaw [46,47] and to help bridge the gap between field- and satellite-derived
data [32,35,48]. Long-term monitoring is stated as a goal in many recently published drone
studies (e.g., [49,50]), but as the technology is quite new, few current studies have compared
results from drone data between years or even within the same season [32,35].

Ecological monitoring is based on comparable, repeated measurements and requires
robust methodology at all steps from data collection to statistical inference. Monitoring that
is based on comparisons of drone images across time (seasons, years) or space (between
different areas) faces methodological challenges for obtaining consistent and comparable
data [51–53]. Recent studies have developed guidelines for drone data acquisition, ge-
ometric processing and radiometric calibrations [31,53,54]. This helps ecologists obtain
high-quality images that would allow for temporal and spatial comparison. There has
been less attention on how to systematically analyze these images to extract ecological
variables relevant for monitoring an ecosystem state’s changes resulting from environ-
mental drivers. Arctic ecological monitoring programs (e.g., [55–58]), networks [59] and
drone ecologists, in general, are tasked with finding the balance between their scientific
interests and technical remote sensing abilities. The use of drones as a tool in ecology will
therefore benefit from shared protocols that go beyond the first steps of image acquisition
and processing. To better capture ecosystem changes, we need to include further steps
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in the overall workflow, such as variable selection, layer resolution, ground-cover class
selection and model development, including ground calibration and validation [31,53].

The overall aim of our study is to test ways of using drone imagery to collect variables
that will be important to describe vegetation state changes resulting from abiotic and
biotic disturbance factors that currently frequently occur at our study sites in Svalbard.
For this purpose, we develop a method planning workflow with a focus on the steps after
image acquisition (Table 1) to serve as guidance for the use of drone images in tundra
ecological monitoring.

Table 1. Method planning workflow for drone flight campaigns and image classifications in a tundra landscape. Studies for
the steps where guidance has been published are referenced. Asterisks indicate the steps we included in our study.

Topic Solution

(1) Flight planning

What to consider when planning
field work?

Choose appropriate image overlap and camera angles for desired final
product. *

Ensure that the type of the drone, the camera and flight speeds integrate
well with one another to obtain high-quality images of suitable
resolution and avoid blurring due to slow rolling shutter speeds [60]. *

Follow appropriate radiometric calibration guidelines. See guidelines
from Aasen et al. [31], Assmann et al. [54] and Tmušic et al. [53] with
advice for choices of flight line, (image) overlap, camera type, drone
type, weather and sun, radiometric calibration, geolocation, ground
control points and ground truthing. *
Ensure accurate geolocation of images and groundtruthing data. *

(2) Variable selection

Which variables to derive from
the drone images?

A priori knowledge of the landscape is important to select appropriate
data layers and resolutions that represent ecologically explainable
heterogeneity in the terrain. *

How to assess which of the
available variables to include in
a classifier?

Variable importance can be ranked in a preliminary classifier using a
subset of the available data [61,62]. *

Which variables best
discriminate between
ground-cover classes?

Exploratory data analysis via visual inspection of data via plotting to
detect patterns important for the classification. *

What neighborhood size to
select?

Neighborhood size can be ranked in a preliminary classifier using a
subset of the available data [61,62]. *

Appropriate neighborhood sizes for secondary layers can be
computationally derived using a minimum entropy approach [63].

Computational limits may define the minimum resolution or maximum
possible neighborhood sizes [64]. *
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Table 1. Cont.

Topic Solution

(3) Ground-cover class selection

How to define the first choice of
ground-cover classes for the
classifier?

Data-driven—Cluster analysis to see the separability of data without
human input (unsupervised classification).

Research-driven—Considering data-driven results define classes that
are present in the area of interest for monitoring or expected to change
over time (supervised classifications). *

How to choose between
classifier robustness and
ground-cover class detail?

Pre-define the ecological context of the ground-cover classes to
determine which ones are meaningful to merge due to ecological
similarities. *

How to increase transparency
on class selection and its effects
on classification accuracy?

Define documentation of how the final classes, explain class merges and
the research consequences of mixing classes. *

(4) Classifier development and
validation

How to choose groundtruthing
points?

Choose areas that are representative for the ground-cover classes and
large enough sample sizes [65]. *

Aim for a training data cover of approximately 0.25% of the study
site [66] (recommendation based on medium-coarse grain satellite data).

Avoid spatial autocorrelation of groundtruthing points by stratified
random sampling in a blocked design [67]

How to avoid overfitting the
classifier?

Split the dataset into training and validation datasets (such as K-fold
mechanism or using random resampling) [64]. *

How to assess classifier
robustness? Use an independent validation dataset for external validation [68]

If an independent dataset is not available, repeat runs of the classifier
though multiple K-fold runs or repeat sampling of training and
validation dataset [68]. *

Additional map validation by local experts can help discover issues that
go undetected by classifier evaluation statistics. This can be conducted,
for example, by visually comparing the classified map with the drone
images, pictures or revisits to the site. *

(5) Transferability of classifier

How to assess the potential for
transferability?

Exploratory data analysis via visual inspection of data via plotting to
detect trends/shifts in values across sites or time intervals. *

How to test the transferability of
the classifier?

Repetition of data collection in new area, creation of independent
classifier and test in other area. *

How to improve the
transferability of the classifier?

Tree pruning, simplification of the classifier, transferability
functions [69,70]

2. Material and Methods
2.1. Study System

Svalbard is a high Arctic archipelago (74◦–81◦N, 10◦–35◦E), where only 15% of the
land is vegetated [71,72]. Our three study sites (Janssonhaugen (JAN), Sassendalen (SAS)
and Todalen (TOD)) are located in Nordenskiöld Land in the center of the main island,
Spitsbergen (Figure 1). The area is characterized by glacial valleys with continuous vegeta-
tion at low elevations and sparse to no vegetation at higher elevations and on mountain
slopes [73]. The study sites have similar plant community compositions, and each spans
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a gradient from moist-mesic tundra mires to dry-mesic ridges [74]. More information on
the plant communities can be found in Appendix A. Annual precipitation is around 190
mm [75], and soils range from hyperskeletic cryosols in the moist moss tundra, haplic
cryosols in the dry ridges and turbic cryosols where thaw-freeze cycles perturbate the
ground (based on descriptions of Migala et al. [76]).

Todalen (TOD)

Sassendalen (SAS)

Janssonhaugen (JAN)

¯

0 2
km

20° E

80° N

70° N

60° N

Figure 1. Location of drone flights of the case study in Central Spitsbergen, JAN: 78.16996◦N,
16.300685◦E, 0.3 km2; SAS: 78.331412◦N, 16.974537◦E, 1 km2; TOD: 78.188762◦N, 15.82335◦E, 1 km2.
Ground sampling distances (GSD) are listed for each site and camera (AeriaX RGB/Sequoia+ 4Band):
JAN: 1.9 cm/9.8 cm; SAS: 2.2 cm/13.2 cm; TOD: 1.2 cm/10.3 cm. Aerial orthophoto provided by the
Norwegian Polar Institute.

2.2. Study Preparation

We developed a workflow (see Table 1) to systematically plan the data collection and
analysis steps of our study.

2.3. Data Collection

Our data collection choices are based on considerations presented in Table 1—(1)
Flight planning. We captured aerial images during plant biomass peak season (20–28 July
2019) at the three study sites (Figure 1). We used a fixed wing drone (eBeeX by Sensefly)
rigged with an AeriaX RGB camera and Sequoia+ four band camera (red, near infrared,
red edge and green bands). As the Sequoia+ camera model is radiometrically calibrated
automatically [77], we only took pictures of a spectral calibration target (Zenith Lite—
SphereOptics) as backup. Image overlap was 70% or higher for the AeriaX RGB camera,
while for the Sequoia+, side overlap was 60% and horizontal overlap 80%. We flew in
perpendicular lines to the main slope of the terrain and kept a constant height over the
ground (between 70 and 100 m above ground, depending on the camera and site) and
speeds between 8–15 m/s).

Ground sampling distance (GSD) varied slightly between sites, see Figure 1. We flew
around noon (earliest 10:00 latest 15:00) to have similar light conditions and avoid shadows
on sunny days. We only flew on days with stable light conditions, such as blue skies (for
study sites TOD, SAS) or continuous overcast (study site JAN), and wind speeds below
7 m/s. We used a Leica GS10 base station (Leica Geosystems) with an in-flight RTK (real
time kinematic) link to the drone to obtain camera positions in real time and thus readily
georeferenced images. We placed four ground control points (GCPs) in the area to validate
spatial location accuracy, for which the maximum error was 5 cm.
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We collected ground truth (GT) information, i.e., ground-cover class validation points,
with the help of an accurate GPS system (Leica GS10 base station and rover) at 2 cm accuracy
and real time correction. We aimed at collecting GT points spread throughout each of the
study sites, with ca. 40 GT points per ground-cover class for each site, resulting in a total of
1782 GT points. We identified a total of 17 ground-cover classes, but not all classes were
present at all sites. For each GT point, we noted the dominant ground-cover type in a
ca. 7.5 cm radius around the point. Figure 2 illustrates the variation of the ground-cover
classes. See Appendix A for detailed descriptions of each of the ground-cover classes.

a b c d

1

2

3

4

Figure 2. Images of 16 ground-cover classes that were included in the initial classification scheme.
row 1: moss-graminoid, moss-equisetum, wetland, moss-brown-wetland; row 2: Carex subspathacea, heath-
moss, heath-graminoid, dryas; row 3: cassiope, winter-damage-woody, biological crust, grubbing; row 4:
winter-damage-moss, bare ground, gravel, water. The class snow is not shown in this graphic. Detailed
information for each class can be found in the Appendix A.

2.4. Data Preparation

Using Pix4D Mapper [78], we generated five orthomosaics with images from the Se-
quoia+ sensor (four optical bands and the normalized difference vegetation index (NDVI)).
With the same software, we created a digital surface model (DSM) using the 3D point
cloud from the images of the AeriaX RGB camera. Our AeriaX RGB camera switched
from manual to automatic settings during several instances and could therefore not be
radiometrically calibrated. As a result, we used RGB images only to generate the DSM. We
used the R (version 4.0.0.) software for all further analyses [79], and scripts can be found in
the Supplementary Materials. To obtain textural information from our orthomosaics, we
calculated gray level co-occurence matrices (GLCMs), as conducted in Wang et al., 2015 [61],
using the R package glcm [80]. We calculated seven types of GLCMs for the NDVI, green
and red edge orthomosaics and using four different neighborhood sizes (0.3 m, 0.9 m, 1.5 m,
2 m) with equal offsets in all directions as we did not expect any specific directionality in
our data. Larger neighborhood sizes for the GLCMs were not computationally feasible
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with our setup, as processing times per variable reached multiple days. We did not include
the DSM in our analysis because we found that the absolute height above sea level is not a
useful predictor for generalizing across sites as it is too specific for each study site. Instead,
we used it to calculate several of the terrain variables that were tested and discussed in [81]:
slope at 1 m, 5 m and 10 m resolution, vector ruggedness, dissection, several curvature
functions and terrain ruggedness (R package: SpatialEco [82]), all of the latter at 0.2 m and
1 m resolution using a range of neighborhoods sizes (0.6 m–2.2 m for the 0.2 m resolution,
with 0.4 m intervals, and 3 m–131 m for the 1 m resolution, with 10 m intervals). We chose
the smaller resolutions to capture the local heterogeneity of the terrain, such as tussocks and
grubbing craters, and the larger resolutions to describe more general terrain positioning at
the study sites.

2.5. Variable Selection

To reduce the number of drone-imagery-derived variables for further analyses, we
used two exclusion criteria. First, we visually investigated the potential of the terrain
variables to distinguish ground-cover classes by plotting maps and generating boxplots.
This led us to exclude the curvature functions and terrain ruggedness and only continue
with slope, vector ruggedness and dissection. Both GLCMs and terrain functions are
dependent on the analysis window size (neighborhoods). For each site, we explored the
GLCMs and terrain variable neighborhoods in preliminary models to assess their predictive
ability for at least one of the ground-cover classes. This way we reduced the number of
GLCMs from 84 to 39 and the terrain variables from 61 to 21. More detailed information on
variable selection considerations can be found in Table 1—(2) Variable selection.

2.6. Ground-Cover Class Selection

We used a research-driven class selection approach (see Table 1—(3) Ground-cover
class selection). Since the final ground-cover classes were not pre-defined, we created
a flowchart to guide our decision making on how to systematically test our ability to
detect ground-cover classes (Figure 3a) at different levels of detail. As a starting point of
selecting ground-cover classes, we created two lists of class detail (Figure 3b). Our scheme
with initial classes included all the ground-cover classes that we identified as ecologically
relevant to characterize the ground. We were mostly interested in detecting disturbance
ground-cover classes, and our class selection is oriented towards that. We further created
a simplified classes scheme that would fulfill our minimum requirements of detecting
the disturbance-related classes (bare ground, grubbing, winter damage, biological crust) and
merged all vegetated classes into one. After running the classification algorithm on both
schemes and evaluating the results, we created a third, optimized classes list (Figure 3b).
The optimized classes differ from initial classes in three ways: (i) heath vegetation is grouped
into a single class, (ii) the winter-damage-moss class is excluded as it was a very localized
phenomena and challenging to validate, and (iii) the biological crust and winter damage
classes are grouped into a single (mixed) class.

2.7. Data Analysis
2.7.1. Disturbance Detection Based on NDVI

In an exploratory examination, we investigated our ability of using drone images
and a GSD of approximately 10 cm to detect pink-footed goose grubbing, winter damage
(i.e., grey areas of dead vegetation) and bare ground (open soil). We compared the NDVI
value differences of the GT points in both disturbed and undisturbed areas within the same
vegetation type: For dry-mesic habitats, we compared cassiope and dryas against biological
crust and winter damage. For moist-mesic habitats, we compared wetland and graminoid moss
against both grubbing and bare ground. We use box-and-whisker plots to show the range of
NDVI values for each study site and ground-cover class.
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(a) Class selection process

initial classes simplified classes

resultsbefore 1st

classification 

after 1st

classification optimized classes possible reassessment

(b) Class selection Svalbard case study

moss-equisetum

wetland 

moss-brown-wetland1

heath-moss

heath-graminoid

dryas

cassiope

winter-damage-woody

biological crust

grubbing

winter-damage-moss2

bare ground

gravel

moss-graminoid

water

snow3

carex subspathacea1

-wdw

-mgr

-meq

-wet

-mbw

-csu

-hmo

-hgr

-dry

-cas

-cru

-gru

-wdm

-bgr

-gra

-wat

-sno

Initial

winter-damage-woody

biological crust

grubbing

bare ground-gravel

water

snow3

vegetated

-wdw

-veg

-cru

-gru

-bgg

-wat

-sno

Simplified

moss-equisetum

wetland 

moss-brown-wetland1

heath

dryas

cassiope

winter-damage-woody
+ biological crust

grubbing

bare ground

gravel

moss-graminoid

water

snow3

carex subspathacea1

-wdc

-mgr

-meq

-wet

-mbw

-csu

-hea

-dry

-cas

-gru

-bgr

-gra

-wat

-sno

Optimized

Only present in 1Todalen, 2Janssonhaugen, 3Sassendalen 

Figure 3. Ground-cover class selection schemes. (a) Stages to determine ground-cover classes
balancing class detail and classification accuracy. The first stage includes testing two class schemes:
one with the most possible detail and one with the minimum required class detail. In the second
stage, the optimal classes are determined by merging the classes that improve the classification
accuracy using the simplified class scheme as a guideline for meaningful merges. (b) The initial,
simplified and optimized ground-cover classes and class abbreviations used in the case study to
classify tundra vegetation on Svalbard.

2.7.2. Classifier Development and Validation

See Table 1 for considerations on (4) Classifier development and validation. We used a
random forest (RF) classifier [83] to develop ground-cover classification models for each
of the study sites. We selected the RF classifier as it has been shown to be successful for
spatial vegetation data [84]. For each of the study sites, we generated six RF models using
three levels of detail for output classes (initial, simplified and optimized) and two sets of input
variables (optical and terrain and optical only). Note that the ground-cover classification
schemes differed slightly between study sites as not all classes were present at each site
(Figure 3b). We used our field ground truthing (GT) data as training data by extracting
the pixel values for each layer that were within the 7.5 cm radius at each GT coordinate.
For some classes (snow, water, Carex subspathacea, dryas, cassiope), we lacked sufficient GT
points and therefore obtained additional training data from the drone imagery. To do this,
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we drew polygons of the classes with insufficient training data using the RGB orthomosaics
and field recordings and added all pixels within those polygons to our GT dataset.

Each RF model was developed as follows (Figure 4): we first split the extracted GT
data 70–30% (stratified random, i.e., random 70–30% split within ground-cover class) into
a training dataset and a validation dataset. As each GT coordinate encompassed several
pixels, we reduced autocorrelation by not using any of the pixels from the same GT point
for both training and validation. We then trained the RF model with the training dataset
using the “fit” function (“rminer” package [85]) with ntree = 500 and a default set of
mtry = 8. We tested the classifier output on the independent validation dataset using the
“predict” function in “rminer”. To assess the robustness of each RF model, we repeated
the process (i.e., the dataset split, model fitting and validation) thirty times. We used F1
scores to compare model performances because this measure captures both observation
accuracy (recall, i.e., proportion of correctly classified pixels of a ground-cover class among
all pixels belonging to that class) and prediction accuracy (precision, i.e., proportion of
correctly classified pixels of a ground-cover class among all pixels classified to of that class)
in a single score (F1 = 2 · precision·recall

precision+recall ). F1 scores range from 0 to 100%, with values close
to 100% representing high observation and high prediction accuracy. We calculated mean
F1 scores for each ground-cover class and the mean macro-F1 score (arithmetic mean of all
ground-cover class F1 scores) to summarize the results of the 30 cross-validation runs. We
used confusion matrices to assess in more detail where class mixing occurred. In addition,
we assessed the selection of predictor variables by analyzing variable importance in each
of the RF models.

We created classified maps for each site with the optical and terrain option with the
optimized classes. We then computed maps from these model outputs for each site using the
predict function (“raster package” [86]) with parallel processing to speed up the process
(ClusterR package [87]). We validated the classification by comparing the classified maps
with the drone orthomosaics and hand-held pictures taken in the field.

Stratified random 
split by class

repeat 30 times

dataset

training data (70%)

validation data (30%)

trained random 
forest

train random 
forest (500 runs)

predicted landcover 
classification

evaluation:
- predictive ability of 

validation data
- variable importance

Figure 4. Data selection process, model validation and evaluation. The classifier was developed
using 70% of the dataset as training data and 30% as validation data. The dataset split and classifier
was run 30 times. Classifier performance mean and variance as well as variable importance values
were calculated from the outputs.

2.7.3. Spatial Transferability

We tested how accurately a model, trained with the optimized classes developed
for one study site, performed at the other two sites. First, we reduced the dataset to the
ground-cover classes by excluding classes that were not present in all three sites. Then we
ran the training on RF for each layer selection set (optical and terrain and optical only). Finally,
we used these models to predict the ground-cover class for each pixel at the two other sites
that were left out. We only tested the RF classifier transferability “as is” and did not adjust
the RF trees by pruning or using transfer functions. See Table 1—(5) Transferability of classifer
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for more information. We used macro-F1 scores to compare the prediction outputs with
one another. To gain a better understanding of the similarities between the classifiers, we
compared their variable importance rankings using the mean decrease accuracy measure.

3. Results
3.1. Disturbance Detection Based on NDVI

Disturbed and associated undisturbed ground-cover types differed in their median
normalized difference vegetation index (NDVI) values but had overlapping interquartile
ranges. This was consistent for the three study sites (Figure 5). Most of the wetland GT
points had NDVI values of 0.75 or higher, and the median of registered moss graminoid
points was around 0.7. Most grubbing GT points had NDVI values that were lower than
the undisturbed classes and had median values between 0.53 and 0.58. The bare ground
class had the lowest NDVI, and none of the values overlapped with the undisturbed
classes except for the outliers (Figure 5a). Among the drier ground-cover classes, dryas and
cassiope had NDVI value medians between 0.59 and 0.75 across the three sites, whereas
the classes winter damage and biological crust had median values between 0.30 and 0.48
(Figure 5b). The difference in NDVI values between the undisturbed and disturbed classes
in the dry-mesic habitat was less pronounced in TOD compared to JAN and SAS.

3.2. Class and Layer Selection

Comparisons of the RF classifier performances between the three classification schemes
and two sets of variable selections at each site (Figure 6) showed that the ground-cover
classifications based on both the terrain and optical layers had higher macro-F1 scores than
the ones using only optical layers. The magnitude of the difference depended on the study
site and chosen classification scheme. The classifiers using terrain and optical variables
showed that: (i) the optimized classification schemes performed similarly (macro-F1 score
82–83%) in all three sites, and (ii) sites differed in terms of performance of the simplified and
initial classification schemes. In site TOD, the simplified classification scheme performed
better than in the sites JAN and SAS. The optimized classifier improved (compared to the
initial and simplified) macro-F1 scores most in TOD.

3.3. Variable Importance

The order of importance values (measured as the mean decrease accuracy for each
variable in the RF) varied between the three study sites. Among the optical variables,
NDVI-based gray level co-occurence matrices (GLCM) variables were important in all
three sites. NDVI was the most important layer for SAS and JAN, but ranked 19th in
TOD. The terrain variables that were most important were dissection (especially at large
neighborhoods) for JAN and TOD and slope for SAS. Terrain variables that were calculated
at 0.2 m resolution were among the least important for predicting ground-cover classes.
Complete lists with all importance values can be found in the Supplementary Materials.

3.4. Ground-Cover Classification

Most ground-cover classes of the optimized classifier had F1 scores of 70% or higher,
often over 80–90% (Table 2). The scores were generally highest for the classes snow, Carex
subspathacea, water and wetland. The classes heath and gravel had the largest variation in F1
scores between study sites. There was no consistent bias in model-misclassification of the
ground-cover classes in the three classifiers. Confusion matrices that show the ground-
cover class distributions for each of the classifiers can be found in the Supplementary
Materials. The two disturbance classes grubbing and winter damage/crust had higher obser-
vation accuracy (recall) than prediction accuracy (precision) in all three sites. Classification
errors occurred mainly within the moist-mesic and the dry-mesic habitats: For example,
in JAN, the most common example of misclassification was that cassiope (precision: 91.9%,
recall: 72.1%) was classified as heath (precision: 67.1%, recall: 83.2%) or winter damage/crust
(precision: 80.2%, recall: 87.1%). In TOD, grubbing (precision: 78.6%, recall: 78.3%) was
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most commonly falsely misclassfied (both directions) with the wetland (precision: 78.6%,
recall: 83.0%) and graminoid-moss (precision: 88.8%, recall: 81.4%) classes.

(a)

(b)

Figure 5. The distribution of NDVI values of selected ground-cover classes and their associated
disturbances in the three study sites: The disturbed associates of classes wetland and moss graminoid
are grubbing and bare ground, and the associated disturbed classes of dryas and cassiope are winter
damage and biological crust. The boxes denote the interquartile ranges of NDVI values around the
median for all registered ground-truthing pixels for each ground-cover class, and dots represent
outliers. The order of the images (up-down) follows the x-axis from left to right for each plot.
(a) Moist-mesic habitat; (b) Dry-mesic habitat.
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Figure 6. Comparison of site, classification scheme and layer selection. Black symbols represent
mean macro-F1 scores after 30 runs, the colored boxes indicate confidence intervals of 0.5 and the
bars represent the interval at 0.95.

Table 2. Macro-F1 scores of ground-cover classifications at the three study sites on Svalbard using
the optimized classes and all variables (optical and terrain). Explanations to the class abbreviations can
be found in Figure 3b.

Class

site mgr meq wet mbw csu hea dry cas wdc gru bgr gra wat sno

JAN 70.5 82.3 91.4 - - 57.9 93.7 80.6 81.9 83.8 84.2 90.7 83.6 100
SAS 75.0 83.8 92.8 - - 77.3 80.2 92.0 88.7 86.1 75.0 84.0 93.4 -
TOD 84.7 85.9 80.8 86.4 97.7 95.6 80.7 74.7 77.5 78.3 88.9 74.0 98.9 -

3.5. Visual Evaluation of Predicted Ground-Cover

Based on visual inspection, the classified maps (Figures 7–9) captured all ground-cover
classes well. The graminoid moss tundra, the wetlands and the drier Dryas and barren classes
were predicted as expected from our knowledge of the sites. Pink-footed goose grubbing
was detected in graminoid moss tundra and in wetland vegetation (e.g., Figures 8b and 9b,d).
Winter damage/crust was detected in dry ridges, within Cassiope belts and on top of polygonal
moss tundra (e.g., Figures 8c and 9b). Based on our detailed in-field knowledge of the sites,
there were site-specific misclassifications in “brown rugged terrain” (see discussion).
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Ground-cover classes
moss-graminoid (mgr)
moss-equesitum (meq)
wetland (wet)
heath (hea)
dryas (dry)
cassiope (cas)
winter damage-crust (wdc)
grubbing (gru)*
bare ground (bgr)
gravel (gra)
water (wat)
snow (sno)

a)

b)

c)

¯

50 m

5 m

Janssonhaugen (JAN)

5 m

10 m

Figure 7. Classified map of Janssonhaugen (JAN). Zoomed areas highlight examples of classifica-
tions: (a) The classification of dry-mesic habitat with dryas, cassiope, gravel and winter damage/crust.
(b) Wet, brown-colored mosses classified as grubbing. (c) Winter-damaged moss, classified as grubbing
and water.
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Ground-cover classes
moss-graminoid (mgr)
moss-equesitum (meq)
wetland (wet)
heath (hea)
dryas (dry)
cassiope (cas)
winter damage-crust (wdc)
grubbing (gru)*
bare ground (bgr)
gravel (gra)
water (wat)
snow (sno)

a)

c)

b)

¯

120 m

30 m

Sassendalen (SAS)

5 m

5 m

Figure 8. Classified map of Sassendalen (SAS). Zoomed areas highlight examples of classifications.
(a) Dry and moist habitats: On the left, classification of dry-mesic habitat with gravel and a cassiope
belt. On the right, moist habitat, classified as wetland and moss-graminoid, brown and rugged mosses
classified as grubbing. (b) Grubbing detection in wetland area. (c) Zonation of dry-mesic ground-cover
classes along a gravel ridge.
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Ground-cover classes
moss-graminoid (mgr)
moss-equesitum (meq)
wetland (wet)**
heath (hea)
dryas (dry)
cassiope (cas)
winter damage/crust (wcd)
grubbing (gru)*
bare ground (bgr)
gravel (gra)
water (wat)

a)

c)

b)
¯

100 m

5m

Todalen (TOD)

5m

5 m

d)

10 m

Figure 9. Classified map of Todalen (TOD). Zoomed areas highlight examples of classifications.
(a) Cassiope classified as grubbing. (b) Grubbing and winter damage/crust on ice wedge polygons.
(c) A dry-mesic habitat with dryas, gravel and winter damage/crust classified as winter damage/crust.
(d) Grubbing in moss-graminoid habitat.

3.6. Spatial Transferability

In all cases, the models provided less accurate ground-cover classifications if trained in
another site (transferred models (Figure 10). Transferability was generally highest between
the sites JAN and SAS, and using only optical variables was sufficient. The highest macro-
F1 score was found when using the model developed for SAS (optical variables only) to
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predict vegetation at JAN (macro-F1 score of 45.4%, Figure 10). Generally, transferability
did not differ between using optical and terrain variables or using optical variables only.
Ground-cover classes in TOD had the lowest prediction accuracy using models trained at
the other study sites. Likewise, the model trained in TOD did not perform well in either
of the other two study sites. The classifiers for JAN and SAS shared more of the top ten
variable importance scores (see supplementary materials for details).

JAN
83%

SAS
74%

TOD
69%

JAN
83%

SAS
84%

TOD
85%

23%

17%

25%

22%

a) optical b) optical and terrain

Figure 10. Classifier transferability between the three sites using the optimized classification scheme.
Numbers inside the squares show the mean macro-F1 scores for in-site classifiers.The arrows indicate
the direction and macro-F1 scores of using the classifier on the other sites. (a) Optical variables and
(b) optical and terrain variables

4. Discussion

Our case study, using drone imagery in a high Arctic tundra landscape, showed that
the classification of images can be reliably used to detect both vegetation types and small-
scale disturbances from herbivory and winter weather events. The workflow we developed
evaluates which combination of spatial variables and ground-cover classes yields random
forest (RF) models with high predictive ability. Our suggested workflow emphasizes
steps in drone image processing that have previously received less attention in ecological
applications. The poor transferability of models between different sites highlights that RF
models are spatially specific and degrade in accuracy when applied in different spatial
contexts (sites). A point worth noting is that replicability is related to the method and that
each of our RF models needs to be trained with site-specific data and care must be taken
when using it in another context.

The lower normalized difference vegetation index (NDVI) values for the disturbed
classes winter damage/crust and grubbing compared to their non-disturbed counterparts
suggest that small-scale disturbances of tundra vegetation in Svalbard can be detected
correctly using drone images. However, a range of NDVI values is commonly not exclusive
to a certain vegetation class (see, e.g., Raynolds et al. [88]). This was also the case for the
vegetation classes and their disturbed associates in our study that had partly overlapping
ranges, especially in the site TOD. A classification approach is therefore needed to distin-
guish among the different classes, especially in cases where repeated NDVI measurements
before and after the disturbance occurred are not available.

The F1 scores for the disturbed classes were generally high (77.5–88.7%), but reaching
this classifier performance required merging winter damage and biological crust to one class.
More work is thus needed to distinguish the different types of biological crust that have
varied coloring from white to gray and dark brown/black from winter damage in the form
of dead plants that make up a gray layer on the ground. Consistently higher recall than
precision values for the disturbance classes grubbing and winter damage/crust suggest high
detection rates coupled with slight but consistent overestimation of these classes. Field
assessments supported these findings. We detected the following inconsistencies in the
predicted map compared to knowledge from the field. We recognize that grubbing was
overestimated in areas with brown-colored mosses where the surface of the tundra has
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small-scale ruggedness due to soil movements, surface runoffs or reindeer trampling. The
overestimation of grubbing also occurs in brown-colored, senescent cassiope areas and in
patches of muddy water (e.g., Figures 7b,c, 8a and 9a, Eischeid, Ravolainen, personal
observation). Winter damage/crust can be overestimated in areas with small, interspersed
patches of healthy vegetation (e.g., Figure 9c, Eischeid, Ravolainen, personal observation).
A mountain side shadow in the southern side of TOD was classified as water. These
examples illustrate the need for additional ground-truthing and further fine-tuning of
classification of the tundra vegetation types, particularly related to small-scale disturbances.

The overall high classification accuracy with macro-F1 values of over 80% for all three
sites suggests that the classification performed well, comparable or better than other drone-
based classifications in the high Arctic, such as Fraser et al. [89] and Thomson et al. [48]. We
found no consistent bias in the misclassification of the ground-cover classes. Those misclas-
sifications that occurred were between classes that are ecologically similar (e.g., within dry
or wet habitats). The high detection of the classes moss-graminoid, moss-equisetum, wetland,
Carex subspathacea and grubbing suggests that drone classification of tundra vegetation can
be used to detect vegetation classes important to monitor future state changes in Svalbard’s
tundra ecosystem [14]. Increases in horsetails (Equisetum spp.) and Carex subspathacea abun-
dances were recently reported from a revisit study in central Spitsbergen [90], highlighting
the importance of developing image-based methods to support field-surveys to better
obtain area estimates of such changes.

Our workflow (Table 1) builds on recent publications that aimed at systematiz-
ing the collection of drone images for research in natural systems. Review articles by
Aasen et al. [31], Assmann et al. [54] and Tmušic et al. [53] focused on improving repro-
ducibility and quality of drone-based surveys, including spectral calibration, standardized
data collection and general quality control. With our workflow, we expanded this set of
available guidelines, focusing on variable and class selection in an ecological context of
Tundra ecosystems that can help researchers make decisions on drone data processing
and image analysis. With our case study, we show how the workflow helped us to make
systematic choices in planning our methods, as well as testing the limitations of our data,
thereby ensuring ecologically sound research that is suitable for long-term monitoring.

Variable selection can be a very time-consuming process due to the large number
of variables that can be retrieved from the original high-resolution layers and requires
an understanding of the studied ecosystem to pre-select suitable variables. Relevant
neighborhood sizes are an aspect of this process adding to selection/weight given to
terrain and optical layers. We adapted the approach of Fan and Wang et al. [61,62], who
systematically pre-tested different neighborhood sizes to find the most relevant ones.
Analyzing three study sites simultaneously complicated the variable selection process
and increased the total number of variables used for our analysis. Common systematic
approaches to reducing the number of variables often rely on reruns with lower numbers of
variables to find the smallest error rates [91]. These approaches were, however, not suitable
when evaluating three classifiers (three study sites) simultaneously, and we, therefore, kept
all the variables after the pre-test we determined to be important in at least one of the
three study sites. Similarly, we kept the feature set size (mtry = 8) constant for all sites and
classifiers to reduce the possible number of model outputs and comparisons. Further work
on optimizing the site-specific models would allow us to find the most important predictor
variables and optimized feature set.

As part of our workflow, we compared the RF classifier outputs that were based
on optical and terrain variables or optical variables only. Using both terrain and optical
variables improved in-site classifications compared to using only optical variables. In other
contexts, different combinations of variables can lead to the best classification. For instance,
drone surveys of structural landscape changes, such as landslides or river morphology,
have achieved good results using terrain information only [92,93]. The optimal set of
variables will depend on plant community composition, the ground-cover classification
detail needed and the types of sensors available [89,94–96]. We therefore recommend future
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drone-based ground-cover classification studies to include a wide range of variables and
utilize our suggested selection procedures to find the most suitable ones for analysis.

Ground-cover classification maps have become a key resource in institutional, policy
and law-making practice, but so far, there is a lack of conceptual frameworks and agreeable
standards for map based monitoring [97]. Structuring ground-cover classes (i.e., in a
hierarchical approach) can help with choosing appropriate class level detail and allow
transferring across scales [97]. In our study, we found a structured selection approach,
in line with adaptive monitoring goals [98], appropriate to find the optimal class level
detail. It allowed us to focus on the ecological relevance of each of the ground-cover classes.
We can therefore recommend our ground-cover class selection framework as a tool to create
purpose-specific maps and find the balance between model accuracy and obtaining classes
relevant for the monitoring goals.

Our results indicated low model transferability between study sites. Low regional
transferability has also been reported in other RF classification studies [81,99]. Transfer-
ability can be improved by either reducing the number of classes [95], applying algorithm
transfer functions, such as transformation matrices or tree pruning mechanism [69,70],
or using different classifier types (e.g., [100,101]. Some deep learning approaches have
recently been shown to provide classifications of drone and satellite data with reasonable
transferability across space [102,103]. These approaches were outside the scope of our
study as transferability was not the central goal. The right balance between a locally precise
or transferable classifier will depend on the site-specific use-case, and a multi-approach
framework may be needed to satisfy both local and regional monitoring requirements.

5. Conclusions

This study provides a planning workflow for generating vegetation cover maps
with drones for ecological monitoring purposes in high Arctic tundra. Using random
forest classifiers, we were able to successfully distinguish up to 15 different ground-cover
classes, including two disturbance classes, goose grubbing and winter damage, which had
lower NDVI values than their undisturbed counterparts. Although the models indicate
a high predictive ability for the disturbance classes, field assessments have shown an
overestimation of disturbances in parts of the moss tundra landscape. We show that a
direct transfer of the models between study sites was not possible without further fine-
tuning of methodologies. Future work might benefit from focusing separately on locally
optimized maps and developing more generalized, transferable models. We have shown
that it is possible to map the ground-cover classes that will likely be important to study state
changes in Svalbard’s tundra ecosystem. Future drone times-series are necessary to work
on the detection of state transitions. We encourage closer interdisciplinary collaboration
between experts of remote sensing, informatics and ecology to combine the knowledge-base
and further improve the quality of map-based ecological monitoring.
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Appendix A. Ground-Cover Class Descriptions

The three sites for the drone flights were chosen so that they include ground-cover
classes that are of high importance in tundra plant–herbivore interactions and have effects
on plants from extreme winter weather events [14]. The meso-topography of mountainous
tundra landscapes causes differentiation in vegetation types within relatively short dis-
tances (e.g., Mörsdorf et al. [104]), enabling study of dry, mesic, moist and wet ground-cover
classes at the the same sites.

In the high Arctic Svalbard, the drier habitats of convex landscape forms are often
dominated by Dryas octopetala heath [105] that is an available and important foraging
habitat to the Svalbard reindeer and rock ptarmigan in the winter [106,107]. In a lower belt,
below the ridges, in central parts of Spitsbergen, there is often Cassiope tetragona vegetation
that is snow-covered during the winter. Winter extreme weather with rain-on-snow events
have been shown to cause damage to these dwarf shrubs [20,21], although the area extent
of such damage remains to be documented. Mountain sides and slightly sloping parts of
the landscapes are often covered with a thick moss layer where herbaceous plants dominate
alongside Salix polaris. In the lower parts of the landscapes, the moss tundra gradually
changes to wetlands with cotton grasses and grasses adapted to wet conditions. The moss
tundra and wetland parts of the landscapes are important summer foraging areas for all
the vertebrate herbivores [14].

These landscapes encompass a selection of functionally important habitats with high
potential for change due to climate change and the dynamic herbivore populations [14,58].
The expected trajectories of change differ between the dry, moist and wet habitats and
between the disturbance types [14]. This highlights the importance of developing tools to
quantify changes in areas of vegetation states and areas effected by the disturbances.

Vegetation types in Svalbard have been described in various sources earlier, includ-
ing a vegetation map based on satellite data [72], plant sociological and classification
studies [73,108] in Svalbard’s flora [105] and in other research literature [22,30,109,110].
The previously defined vegetation state or type descriptions differ from each other de-
pending on the purpose of the study. For our purpose of mapping especially the dwarf
shrub vegetation types and the moss tundra, in combination with the most important
disturbance to them (winter damage and herbivory by goose, respectively), we defined the
following initial list of ground-cover classes so that it allowed us to work on vegetation
and disturbances in combination.

(1a) Moss-graminoid
A common denominator for this class is a layer of mosses (typically 10–30 cm,

or deeper) in moist terrain. Typical vascular plants are grasses in the genera Poa, Festuca,
Alopecurus and Dupontia, the deciduous dwarf shrub Salix polaris, forbs in different genera
such as Ranunculus, Saxifraga, Micranthes and Pedicularis, as well as some sedges (Carex).
Moss flora is diverse, with dominant species from genera Aulacomnium, Tomentypnum
and Sanionia.

(1b) Moss-equisetum
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This class appears in habitats similar to the class moss-graminoid and in areas transi-
tioning to wetland, but Equisetum arvense and Equisetum scirpoides dominate the vascular
plant community.

(1c) Wetland
The wetlands in our study sites are located in slightly sloping areas and intermixed or

downslope from the moist moss tundra. This class includes wetland dominated by mosses
(such as Drepanocladus spp. and Scorpidium spp.) and graminoids such as Eriophorum spp.
and Dupontia fisheri.

(1d) Moss-brown-wetland
This class is a specific type of wetland with less graminoids and mostly covered by

wet, brown-colored mosses, giving the patches a potentially different spectral signature
from 1c. This class was only mapped in TOD but also occurs in JAN and SAS, although
less frequent there. These patches can be covered in water during wet years and dry out
during drier years or seasons.

(2a) Carex subspathacea
This class occurs in habitats that otherwise would be classified as wetland but is

characterized by a dense cover of C. subspathacea. It is one of the main arctic salt marsh
plant species and has been documented to replace graminoids in areas of intensive pink-
footed goose grubbing [90]. We only mapped this class in TOD, although it is also present
in SAS and to a smaller extent in JAN.

(2b) Heath-moss
This class is typically found in slight depressions between ridges on the slopes and is

characterized by a thin (approx. 1–5 cm) and drier moss layer often dominated by Sanionia
spp. Vascular plants are usually sparse but include Salix polaris, Saxifraga oppositifolia or
Cerastium spp.

(2c) Heath-graminoid
The heath-graminoid class is similar to the heath-moss class, with the difference that

the moss layer is covered by graminoids, typically Luzula confusa, or in dry and convex
terrain, such as Carex species.

(2d) Dryas
We assigned this class to ridges where open Dryas octopetala vegetation is found.

The substrate in our dryas class is of gravel or thin silty soils on mainly alluvial deposits or
terraces. Dryas octopetala occurs also in tussock tundra in Svalbard, but such Dryas areas
were not common in the study sites.

(3a) Cassiope
We assigned this class if the dominant vegetation was Cassiope tetragona. This class

is typically found downslope from the convex Dryas areas but above moss tundra and
wetland areas where snow cover is stable in the winter.

(3b) Winter-damage-woody
This class is the disturbed counterpart to the dryas and cassiope classes. Periodic warm

periods during winter result in sequential freezing that damages plant tissue, and coupled
with rain, encapsulate plants with an ice coat. In addition, extreme winter warming can
lead to desiccation when plants leave hibernation but cannot access water due to frozen
soils [21]. Freezing temperatures after snow melt can damage plant tissues and decrease
flowering success [20]. If the vegetation within a 15 cm circle was more than 80% damaged
(gray), it was recorded for this class.

(3c) Biological crust
A layer of micro-organisms can cover bare soils, in which case, it is usually called

biotic soil crust [111], but can also grow on damaged plants, in which case, it can be called
biotic film. The biotic crust/film that is composed of a variety of bacteria, lichens and algae
can grow over areas or that have been opened due to disturbances or over plants that
were damaged. In our classification, we combined these two types of cryptogamic cover.
The color of biotic crust can vary from almost white to gray or brown and black.
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(3d) Grubbing
The grubbing class is the disturbed counterpart to the moss tundra and wetland classes.

While grubbing, pink-footed geese often remove large amounts of moss in order to access
the desired plant parts and opening up bare ground [27]. Grubbing can occur at different
intensities. Our grubbing class describes areas where geese have removed enough moss to
result in a continuous surface of dried moss interspersed with holes created by their beaks.
We did not record singular holes (lighter intensity than our grubbing class). If grubbing
has removed all vegetation and erosion processes have begun (higher intensity than our
grubbing class), this would have been recorded as bare ground as it would not be possible
to distinguish these patches from other bare areas that may have formed differently.

(4a) Winter-damage-moss
In one of our study sites, we recorded large patches of black/gray, previously moss-

covered areas, probably disturbed by winter weather events. The most important process
is not known but could include prolonged anaerobic conditions, freeze damage, perhaps
combined with drought, but no apparent signs of fungal infections. This class was only
recorded for JAN. These areas were black in color and different in appearance from the
“winter-damage-woody” class.

(4b) Bare ground
This class encompasses all areas that are not covered with vegetation and have a

soil substrate.
(4c) Gravel
This classes describes gravel substrates, pebbles and up over in size. It also in-

cludes rocks.
(4d) Water
The class water includes lakes, rivers, streams and surface run-offs. The water can

either be clear or (in most cases) enriched with sediments and brown in color.
Snow
A small snow field was only present in JAN.
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