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SUMMARY 

With an increase in the penetration of renewable energy sources such as wind into the power 

systems, the operation, and control of voltage/reactive power have become more complicated 

and challenging than ever. As a result, the reactive power imbalance between reactive power 

generation and demand instigates a reduction in system voltage stability. To deal with the 

aforesaid scenarios, automatic voltage regulator (AVR) and static synchronous compensator 

(STATCOM) are incorporated to curtail the voltage deviations in a standalone wind-diesel 

power system. In this paper, a hybrid bacterial foraging optimization algorithm-particle swarm 

optimization (hBFOA-PSO) algorithm is proposed for optimizing the PI-controller parameters 

of AVR and STATCOM to further improve the system voltage/reactive power performance. 

Additionally, H∞-loop shaping technique is designed to analyze the performance indexes (i.e., 

robustness and stability) of the presented controller with the aim of handling the unstructured 

uncertainties from generation and loading situation. In order to present the efficiency of the 

proposed controllers, the performance of the hBFOA-PSO controller is compared with the 

performance of the BFOA, PSO and modified grey wolf optimization (MGWO) based PI-

controllers for the same wind-diesel system. The dynamic responses of the wind-diesel system 

for different disturbance cases have been investigated in the MATLAB/SIMULINK@ 

environment.  
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1. Introduction 

1.1 Motivation and Incitement  

With an increase in the penetration of renewable energy sources such as wind into the power 

systems, the operation, and control of voltage/reactive power have become more complicated 

and challenging than ever. As a result, the reactive power imbalance between reactive power 

generation and demand instigates a reduction in system voltage stability. To deal with the 

aforesaid scenarios, automatic voltage regulator (AVR) and static synchronous compensator 

(STATCOM) are incorporated to curtail the voltage deviations in a standalone wind-diesel 

power system. In this paper, a hybrid bacterial foraging optimization algorithm-particle swarm 

optimization (hBFOA-PSO) algorithm is proposed for optimizing the PI-controller parameters 

of AVR and STATCOM to further improve the system voltage/reactive power performance. 

Additionally, H∞-loop shaping technique is designed to analyze the performance indexes (i.e., 

robustness and stability) of the presented controller with the aim of handling the unstructured 

uncertainties from generation and loading situation. In order to present the efficiency of the 

proposed controllers, the performance of the hBFOA-PSO controller is compared with the 

performance of the BFOA, PSO and modified grey wolf optimization (MGWO) based PI-

controllers for the same wind-diesel system. The dynamic responses of the wind-diesel system 

for different disturbance cases have been investigated in the MATLAB/SIMULINK@ 

environment.  

1.2 Literature Review 

During the power system operation, voltage deviation is usually a consequence of power 

mismatch due to unexpected disturbances, such as sudden load leaping/dropping or generator 

tripping, etc. In the previous literature, with the aim of augmenting the dynamic 

voltage/reactive power control performance, the researchers have recommended various 



control approaches/devices (e.g., robust control, FACTS devices, etc.) and/or soft computing 

algorithms in the wind-based power systems [6-10]. The enhancement of voltage stability in a 

wind-diesel hybrid power system using STATCOM and PID-controller with a derivative 

filter is observed in [7]. The performance of AVR is observed in [8] to ensure stability, 

robustness, and minimum overshoot by using the optimization process. In [9], [10] the 

coordinated operation of STATCOM and AVR is demonstrated. From this study, it is 

analyzed that the combined operation of controllers contributes a superior voltage 

performance in terms of robustness and stabilizing effects. Dynamic reactive power control 

and adaptive voltage management for a hybrid microgrid consisting of wind and diesel 

generators using a unified power flow controller (UPFC) is studied in [11].  

With respect to the robust control approach, H∞-controllers are more robust against variation 

in power demand and system uncertainties [12], [13]. In [12], H∞-based multivariable robust 

control scheme is proposed for regulating the voltage of a standalone microgrid consisting of 

diesel, PV, super-capacitor. In [13], H∞-shaping weighting function is used to synthesize the 

robustness of the controller. In [8], [14]  the authors have recommended the H∞-loop shaping 

method for designing robust controllers. Seeing the usefulness of the H∞-controller, H∞-loop 

shaping approach is implemented to obtain the objective function of the studied power 

system for computing/designing the PI-controller parameters. 

In practice, proportional (P)/PI/proportional plus integral plus derivative (PID)-controllers 

are mostly used in the industries and power system. In this perspective, the researchers have 

proposed numerous controller design approaches and formulations to optimize the gains of the 

controllers to fit the dynamics of the power system [15]. The intelligent optimization 

techniques like a genetic algorithm (GA) [16], BFOA [17], fuzzy-GWO [18], fuzzy-bat 

algorithm [9], Jaya algorithm [19], etc., have been developed and applied to solve different 



optimization engineering problems such as tune/optimize the system/controller parameters. A 

comparative study of various soft computing techniques for reactive power compensation for 

the hybrid power systems is reported in [15]. In [16], the authors have implemented the genetic 

algorithm (GA) to adjust the PI-controller parameters of the SVC and AVR for reactive power 

control. Furthermore, a co-ordinate power management strategy between SVC, AVR, and 

wind-diesel based power system for proper power balancing is projected. In [18], the PI-

controller tuned fuzzy-GWO algorithm is presented in a wind-diesel based system for 

improving reactive power performance. A coordinated fuzzy-Bat algorithm is studied for 

obtaining the optimized parameters for generators and STATCOM in a two-area power with 

the aim of improving the system voltage performance [9]. In [17], an optimal controller is 

designed for reactive power control in an isolated wind-diesel based power system using BFOA 

and the effectiveness of the suggested controller is compared with GA and PSO. In [20], the 

anti-bee colony algorithm and the GWO algorithm separately for automatic reactive power 

control of isolated wind–diesel hybrid power system. In [21], the authors used MGWO to 

obtain the optimum parameters of optimal PID-fuzzy-PID controller for load frequency control 

analysis in a two-area interconnected power system. 

Even though numerous intelligent algorithms have been recommended to accomplish the 

optimal values of the controller/system parameters, they have their own shortcomings [15]. 

Hence, with the aim of improving search performance (i.e., convergence rate and optimized 

value of controller), the authors have recommended different hybrid algorithms by integrating 

two intelligent algorithms for reactive power control [21]–[27]. In [24], the Seeker 

Optimization Algorithm (SOA) is combined with Takagi-Sugeno (TS)-fuzzy logic controller 

for controlling reactive power and terminal voltage. In [25], the authors have suggested GA 

and Adaptive Neuro-fuzzy Inference System (ANFIS) approaches to preserve the optimal 

performance of STATCOM to control the voltage transients. In regard to the hBFOA-PSO 



algorithm, it is employed for solving the optimization multi-modal and high dimensional 

benchmark functions [23]. Furthermore, the hBFOA-PSO is used for tuning the PI-controller 

parameters of the automatic generation control (AGC) in an interconnected two-area power 

system for enhancing the dynamic load frequency control (LFC) performance [26]. In [27], 

designing of the PI-controller parameters of the static var compensator (SVC) is reported in a 

multi-machine system for power system stability enhancement. Since the hBFOA-PSO (i.e., 

consists of BFOA and PSO) algorithm has a better search ability while avoiding the false and 

premature convergence, the hBFOA-PSO algorithm is implemented in an isolated wind-diesel 

system for reactive power control, in this paper. The hBFOA-PSO algorithm instigates better 

search performance than the PSO [28], BFOA [29], and MGWO [20] algorithms.  

1.3 Contribution and Paper Organization 

In this paper, a maiden attempt has been taken to apply hBFOA-PSO algorithm in a standalone 

wind-diesel based power system for reactive power control and suppressing the voltage 

deviations during the system events such as the variations in power demand and wind speed.  

The main contributions made by authors in this paper: 

1) The robustness (i.e., performance index) of the proposed controller on voltage deviation 

owing to fluctuation in reactive power is formulated by using the H∞-loop shaping 

approach.  

2) The hBFOA-PSO algorithm is implemented for optimizing the PI-control parameters 

of STATCOM and AVR in wind-diesel based power system for enhancing the system 

voltage/reactive power performances.  

3) The efficacy of the hBFOA-PSO algorithm over BFOA, PSO, and MGWO based 

algorithms for reactive power control is verified in the same wind-diesel system 

considering different case studies.  



  

The paper is structured as follows: The detailed mathematical modeling of the standalone 

wind-diesel based power system is presented in Section-2 whereas the H∞-controller design 

approach is illustrated in Section-3. In Section-4, an overview of the bio-inspired hBFOA-PSO 

algorithm is reported. Simulation results and discussions are observed in Section-5. Finally, the 

conclusion of the proposed control technique is provided in Section-6. 

2. Modeling of the Standalone Wind-Diesel system 

2.1 Wind Diesel System  

In general, an induction generator (IG) is used as a wind energy conversion system (WECS) in 

wind power and the synchronous generator is used in diesel engines set for power generation. 

Despite several advantages of IG, the consumption of magnetization current for the excitation 

system results in poor performance in terms of lower voltage regulation, energy efficiency, and 

power factor [4]. In this context, a permanent magnet induction generator (PMIG) contributes 

a better voltage regulator/efficiency and power factor comparably to IG in the power system 

operation and control [4–5]. Hence, in this work, PMIG based wind integrated diesel generator 

system is considered for a stable, flexible, and secure power system operation and control. The 

schematic diagram of the studied isolated wind-diesel based power system is presented in        

Fig. 1.  

In general, the diesel-generator set delivers the reactive power, whereas the wind generator 

and load consume it which is presented as in Fig. 1 (the power flow direction is indicated by 

arrow mark). The STATCOM absorbs/supplies the required reactive power in accordance with 

the system requirements for power balancing between the generations (i.e., diesel generator 

and PMIG) and load. 
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Fig. 1: Schematic of the standalone wind-diesel power system [29] 

 

2.2 Linearized Model of system 

 

linearized/small-signal models are convenient for designing the controller and analyzing the 

system reactive power/voltage performance of the power system with the variations/deviations 

in the system parameters, demand/generation, and so on [16], [17]. Hence, in this study, a 

small-signal/linearized model of wind-diesel based standalone power system with both 

STATCOM and AVR are considered as presented in Fig. 2. The presented small-

signal/linearized model in Fig. 2 is a generalization functional diagram of the detailed power 

system model (Fig. 1). In this work, the variations in load reactive power (Δ𝑄𝐿), wind power 

(Δ𝑃𝐼𝑊) and voltage reference (Δ𝑉𝑟𝑒𝑓) signals are taken as the input variables and changes in 

system PCC voltage (∆V) as the output variable in the linearized power system model. The 

modeling/design system parameters/data of the presented power system are specified in the 

Appendix. 
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Fig. 2: Schematic of the linearized wind-diesel based power system 

 

The reactive power and active power balancing equations for the above-mentioned power 

system (refer Fig. 1) under steady-state scenario are expressed as follows: 

LSGPMIGPMIGLSTATCOMSG PPPQQQQ =++=+ and
 (1)  

where, QSG, QSTATCOM, QPMIG and QL are the reactive power of diesel generator, STATCOM, 

PMIG and load, correspondingly. PSG, PPMIG and PL are the corresponding active power of 

diesel generator, PMIG and load, respectively. 

By considering a small deviation (denoted by prefix Δ), the deviation in system voltage 

(ΔV) is derived w.r.t. the above-mentioned reactive powers as follows (refer Fig. 2) [27]  
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where, 
VT  is time constant, 

VK  is the system gain, ΔQSG is variation in output reactive power 

of the diesel based synchronous generator, ΔQSTATCOM is the variation reactive power of 

STATCOM, ΔQL is the change reactive power load requirement, ΔQPMIG is the change reactive 

power of PMIG and ΔV is change system terminal voltage at PCC. 
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Fig. 3: Type-I IEEE excitation control system with FS = 0 [28] 

 

 

Furthermore, the small-signal model of Type-1 IEEE excitation control system of the 

diesel-generator with AVR is exhibited in Fig. 3. In Fig. 3, ∆Vref  is the reference voltage 

deviation. Neglecting the saturation function (i.e., SF=0), the transfer functions of the excitation 

system are presented as follows [28]: 

1
( ) ( )fd a

E E

E s V s
K sT

 = 
+
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with  
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where, ΔEfd  is small change in excitation voltage, KF is stabilizer time constant, KE is excitation 

gain constant, TE is exciter time constant, KA is voltage regulator gain constant, TA and TF are 

time constant of voltage regulator and stabilizer, respectively. 



Now, the devaition in armature voltage { ( )qE s } and reactive of the diesel powered 

synchronous generator {ΔQSG(s)} under transient condition is obtained in terms of the change 

in flux linkage (∆Efd) and voltage deviation (∆V), which are written as follows [28]:  
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′  is direct-axis transient 

reactance of SG, 'doT is time constant of the direct-axis transient component and Xd is steady-

state direct-axis reactance of SG. 
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Fig. 4: Approximate equivalent model of PMIG [8] 

Similarly, the variation in reactive power of the wind powered PMIG { ( )PMIGQ s } is 

expressed as Equation-6. The equivalent circuit diagram of the PMIG is presented in Fig. 4. 

The detailed small-signal modeling of PMIG can be found in refs [6]. 
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where, Req is the equivalent resistance of PMIG, Xeq is the equivalent reactance of the PMIG, 

∆PIW is the variation in input wind power, 𝑅2
′  and 𝑋2

′  are the rotor resistance and reactance 

corresponding to the primary-side of the PMIG, XM is the mutual magnetizing reactance, XC is 

the capacitive reactance, s is the slip of the PMIG. The design variables: a, b, c, d are the 

coefficients of the capacitive reactance component in the PMIG. The value of a, b, c and d are 

-7.8681, 15.4268, -9.782, 1.8899, respectively [30].  
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Fig. 5: STATCOM schematic diagram and equivalent diagram [8] 

Additionally, the STATCOM is employed to produce/receive the required reactive power 

for maintaining a balanced three-phase sinusoidal voltage [6]. The schematic outline of 

STATCOM is presented in Fig. 5 which is capable of maintaining a balanced three-phase 

sinusoidal voltage at the fundamental frequency with controllable voltage amplitude and phase 

angle. The detailed modeling and operation of thyristor-based STATCOM can be found in [6]. 

For a small-perturbation, the variation in reactive power of STATCOM {ΔQSTATCOM} is 

computed as follows [6]:   

 

and 



6 7( ) ( ) ( )STATCOMQ s K V s K s =  +       

                6 - cosdcK kV B =
                    7  dcK kV VB Sin=

 

where, ∆α is the change in thyristor firing angle, B is the susceptance of the coupling 

transformer, kVdc is the magnitude of the fundamental component of the converter output 

voltage. 

 

 

 

3. H∞ – loop shaping controller Design  

4. From earlier literature studies, it is noticed that the H∞-controller is a powerful tool to 

design robust controllers in a nonlinear system with uncertainties in system parameters 

[32]. It is true that the robustness criteria of a controller are not only the parameter to 

measure the overall performance of the controllers. However, the system performance 

parameters like steady-state error, settling time and under/overshoot are the important 

factors to be considered while designing a controller. It is highlighted that fixed 

structure H∞-loop shaping technique compensates all these control problems and the 

optimization problem is formulated to measure the effectiveness {i.e., performance 

index (𝛾)} of the designed controller [32]. In this study, STATCOM and AVR are 

equipped by PI-controller and the optimization problem (i.e., objective function) of 

control parameters are stated by fixed structure H∞-loop shaping technique for 

analyzing the robustness of the suggested controller. Furthermore, with the intention of 

enhancing the reactive power profile of the power system, hybrid BFOA-PSO (hBFOA-

PSO) is employed to set the PI-control gains of STACOM and AVR. The brief 

discussion of hBFOA-PSO is presented in Section-4. 

(7) 

with and 
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Fig. 6: H∞ - shaped system controller [29] 

 

 

The detailed design of the fixed structure robust H∞ -loop shaping controller can be found 

in [32]. The desired shape of open-loop frequency response in the H∞ -loop shaping is obtained 

by extending the nominal system/plant with pre-compensator and post-compensator as 

exhibited in Fig. 6. In Fig. 6, the shaped plant (H) is derived as H=W2GW1, where, W1 and W2 

are the pre and post compensator, respectively. G is the transfer function of the plant (in this 

study, G is derived from the wind-diesel based power system which is demonstrated in Fig. 2) 

and K∞ is the controller gain. In this study, the H∞-norm (𝛾) is defined as the objective function 

(J) to tune the PI-controller coefficients for improving system performance as expressed in (8). 

A minimization control assignment is investigated to realize the minimum optimal solution 

(𝛾𝑚𝑖𝑛) of the cost/objective function (i.e., Equation-8). The key objective of the controller is 

to regulate the reactive power and minimize voltage deviations of the presented power system 

under load variations or system disturbances. 

Cost/objective function (𝐽) = 𝛾=‖[
𝑊2

𝑊1
−1  𝐾] (𝑊2 −  𝐻(𝑠)𝑊1

−1  𝐾(𝑠))−1[𝑊1
−1 𝐻(𝑠)]‖             (8) 

where,   K= [
𝐾𝑝1 +

𝐾𝐼1

𝑠

𝐾𝑝2 +
𝐾𝐼2

𝑠

] ,   𝑊1 = [
250
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0

0      150
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𝑠+40

]  and     𝑊2 = [ I ]    

Subject to:   

𝐾𝑝1,𝑚𝑖𝑛 ≤ 𝐾𝑝1 ≤ 𝐾𝑝1,𝑚𝑎𝑥

𝐾𝑝2,𝑚𝑖𝑛 ≤ 𝐾𝑝2 ≤ 𝐾𝑝2,𝑚𝑎𝑥

𝐾𝐼1,𝑚𝑖𝑛 ≤ 𝐾𝐼1 ≤ 𝐾𝐼1,𝑚𝑎𝑥

𝐾𝐼2,𝑚𝑖𝑛 ≤ 𝐾𝐼2 ≤ 𝐾𝐼2,𝑚𝑎𝑥

 ⟹   

1 ≤ 𝐾𝑝1 ≤ 575

1 ≤ 𝐾𝑝2 ≤ 24000

0.0001 ≤ 𝐾𝐼1 ≤ 100
0.0001 ≤ 𝐾𝐼2 ≤ 100

  

(8) 



where, Kp1 is the proportional gain and KI1 is the integral gain of STATCOM and Kp2 and  KI2 

are the corresponding proportional gain and integral gain of AVR, respectively. 

 

4. An overview of bio-inspired hBFOA-PSO algorithm 

4.1.  hBFOA-PSO algorithm 

PSO is a stochastic search optimization method proposed by Dr. Eberhart and Dr. Kennedy in 

1995, stimulated by the social manners of bird or fish schooling/swarming model [28]. In PSO, 

a direct search method is used to solve optimization problems where each particle adjusts their 

position in the search space with dynamic self-modified velocity. Established on this 

schooling/swarming model, the mathematical formulation is designed for upgrading the states 

(position, velocity) of the particles to obtain the best position/solution [28].  

In addition, the BFOA is a swarm intelligent optimization presented by Dr. Passino. This 

algorithm is inspired by the foraging (methods of locating, handling, ingesting food) behavior 

of E. coli bacteria in locating their foods and is implemented for dealing with numerous 

optimization problems. The search mechanism of these bacteria comprises four fundamental 

steps such as swarming or tumbling, chemotaxis, reproduction, elimination, and dispersal [29]. 

With the purpose to enhance the search performance, the hBFOA-PSO algorithm is 

formulated by using the advantages of the above-mentioned algorithms (i.e., the ability of PSO 

to update its position dynamically on self-modified velocity, elimination and dispersal 

performance of BFOA) [23]. The hBFOA-PSO algorithm has numerous nested loops in order 

to improve search performance (i.e., achieve the optimal solution and faster convergence) [22]. 

The flowchart of the hBFOA-PSO is exhibited as Fig. 7. In this study, the collective 

performance/parameters of BFOA and PSO algorithms are considered to obtain the hBFOA-

PSO algorithm for better-searching ability. In Fig. 7, i, j, k and l are the loop counters for the 

no. of bacteria (i.e., variables/populations), chemotaxis step, reproduction step and elimination 



step, respectively. J(i,j,k,l) is the solution/value of the cost function at the ith variable for the kth 

reproduction step and lth elimination step during the jth iteration. J_last is the previously obtained 

solution/value of the cost function at the ith variable for the kth reproduction stage and lth 

elimination stage during the jth iteration. To run (i.e., to obtain the optimal solution) the 

algorithms, the value of the BFOA, PSO, and hBFOA-PSO parameters are specified in Table-

I. The details of the hBFOA-PSO algorithm can be found in [23].  
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Fig. 7: Flowchart of the hBFOA-PSO [23] 

 

 

 



Table-I: Values of control parameters of the hBFOA-PSO algorithm 

Optimization algorithm Parameters Value 

PSO [23]  

Cognitive parameter 

Social parameter 

Average value of momentum or inertia 
 

BFOA [23]  

No. of bacteria or population size 

Maximum no. of chemotactic steps or iteration 

Length of a swim 

No. of reproduction steps 

No. of elimination-dispersal steps 

Probability that each bacteria to be eliminated 
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4.2. Performance comparison of PSO, BFOA, MGWO and hBFOA-PSO 

In this case study, the efficacy of the hBFOA-PSO algorithm over PSO [28], BFOA [29], and 

MGWO [20] have been verified on executing the objection function (J) of the presented 

isolated wind-diesel based power system (Fig. 2). GWO is a meta-heuristic search optimization 

algorithm that has been originally introduced by Dr. S. Mirjalili, et al in 2014 [33]. The 

algorithm is inspired by the hunting behavior of wolves in locating their foods and is used for 

solving various optimization problems. The details of the GWO algorithm can be obtained in 

[31]. In [20], [21], [33] the authors have demonstrated that the GWO algorithm has better 

search performance (e.g., faster computational convergence and getting the optimal solution) 

as compared with other evolutionary algorithms such as PSO, differential evolution (DE) and 

gravitational search algorithm (GSA), etc. Hence, in this work, the search performance of the 

hBFOA-PSO algorithm is equated with the recently developed MGWO algorithm which is 

presented in [21]. To obtain the optimal solution, the value of the control parameters of the 

MGWO is taken from [21]. 



The comparison of convergence curve BFOA, PSO, MGWO and hBFOA-PSO is displayed in 

Fig. 8 and it shows that the performance indices {i.e., achieve the minimal optimal solution of 

the cost function (J)} against the no. of iterations. From Fig. 8, it can be investigated that the 

hBFOA-PSO algorithm reasonably performs a better search performance in terms of optimal 

solution {i.e., performance index (γmin) and faster convergence as compared to PSO, BFOA 

and MGWO algorithms. Moreover, it can be observed that all the algorithms achieve their 

minimal objective values (i.e., Jmin=γmin) for 50-iterations. Hence, for a fair comparison, 50- 

iterations have been chosen for attaining the minimum value of the cost function and tuning 

the PI-controller gains of STACOM and AVR, in this study. After solving the objective 

function (J) with considering power system parameters (referring Appendix) and the parameters 

of the algorithms (referring Table-I), the obtained minimal optimal value (γmin) and the obtained 

PI-controller gains by each algorithm are presented below. The optimal proportional (Kp) and 

integral (Ki) gains of the PI-controllers obtained by PSO, BFOA, MGWO and the proposed 

hBFOA-PSO are listed in Table-II.  

 

0 5 10 15 20 25 30 35 40 45 50
1.1

1.15

1.2

1.25

1.3

1.35

P
er

fo
rm

an
ce

 I
n
d
ex

Number of Iteration

 BFOA
PSO

hBFOA-PSO

GWO

 

Fig. 8: Convergence curve of the objective function for BFOA, PSO and hBFOA-PSO 

 

 

 



Table II: Optimal proportional and integral gains of the PI-controller 

Optimization 

algorithm 

STATCOM AVR 

𝐾𝑃1 𝐾𝐼1 𝐾𝑃2 𝐾𝐼2 

PSO 154.5618 13610.5389 23.8067 36.6399 

BFOA 112.4021 22420.1435 44.5765 49.2008 

MGWO 123.0673 24000 33.1732 100 

hBFOA-PSO 132.8909 23931.1152 13.0948 5.6002 

 

 

5. Simulation Results and Discussions 

The time-domain simulation studies are realized using the small-signal linearized model 

diagram (Fig. 2), the objective function (Equation-8) and the optimized PI-controller 

parameters of STATCOM and AVR (obtained by each algorithm in Section-4.2) by considering 

different case studies. All simulations and optimization algorithms are implemented in the 

MATLAB/Simulink power system simulation software. In this work, load reactive power 

perturbation (i.e., ΔQL) and change in wind power (i.e., ΔPIW) are the input parameters and 

voltage deviation (i.e., ΔV) is the output parameter. The comparative Eigen values, 

performance index (γmin), damping ratio () and settling time (ts) of the voltage deviation and 

of the power system for each algorithm are presented in Table-III. Among four different 

algorithms, the hBFOA-PSO has a higher damping ratio (=0.09851), faster settling time 

(0.0028s) and the lowest performance index (γmin=1.1358) as compared to the BFOA, PSO and 

MGWO algorithms. Designing a robust controller with a proper damping ratio indicates that 

the controller response is sufficient enough to decay the oscillation after disturbance within the 

desired time frame. The higher the damping ratio slower is the oscillation and reducing the 

settling time of the system response [9]. From the findings, it can be examined that the hBFOA 

contributes to superior performance as compared to the BFOA PSO and MGWO search 

algorithms. 

 



Table III: Comparative Eigen values, settling time of ΔV and performance index (γmin) 

Different 

algorithms 

Eigen values 

1.0e+04 * 

Settling time 

(ts) 

Damping 

ratio () 

Performance 

index (γmin) 

PSO 

-6.7822 + 0i 

-0.0865 + 0i 

 -0.1345 + 1.0746i 

 -0.1345 - 1.0746i 

 -0.0010 + 0.0155i 

 -0.0010 - 0.0155i 

0.0031s 0.05189 1.1863 

BFOA 

-6.7543 + 0i 

-0.0195 + 0i 

 -0.1430 + 0.9945i 

 -0.1430 - 0.9945i 

-0.0011 + 0.0122i 

 -0.0011 - 0.0122i 

0.0030s 0.0696 1.1648 

MGWO 

-6.7443 + 0i 

-0.0185 + 0i 

-0.1501 + 0.9361i 

 -0.1501 - 0.9361i 

-0.0011 + 0.011i 

 -0.0011 - 0.011i 

0.0029 0.0871 1.1372 

hBFOA-PSO 

-6.7377 + 0i 

-0.0177 + 0i 

 -0.1522 + 0.9154i 

 -0.1522 - 0.9154i 

-0.0011 + 0.0105i 

 -0.0011 - 0.0105i 

0.0028s 0.09851 1.1358 

 

Case I: Step perturbation in load reactive power (ΔQL) 

For the above-mentioned optimization algorithms, the comparative response of deviation in 

bus voltage (∆V) for a 1% step increase in load reactive power (∆QL) at the time (t)=0s is 

displayed in Fig. 9. Furthermore, the corresponding dynamic deviations in reactive power of 

wind-based PMIG (∆QPMIG), diesel-powered SG (∆QSG), AVR (∆QAVR) and STATCOM 

(∆QSTACOM) in the power system are presented in Fig. 9. From Fig. 9, it can be viewed that the 

hBFOA-PSO gives a superior dynamic performance (i.e., lower oscillations in voltage 

deviations with faster settling time, rise time and peak time) relatively than PSO, BFOA and 

MGWO. The dynamic statistical data/specifications of ΔV in terms of the settling time and 

over/undershoot, etc. are described in Table-IV. Moreover, the similar observations can be 



obtained in the ∆QPMIG, ∆QSG, ∆QAVR and ∆QSTACOM responses for PSO, BFOA, MGWO and 

hBFOA-PSO algorithms. 
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Fig. 7: Dynamic response for 1% increase in ΔQL 

 

 

 



Table IV: Statistical data/specifications of ΔV for step information 

Step info for change in system bus voltage (ΔV) 

Ref. Fig. 9(a) Rise time 

(s) 

Settling 

time (s) 

Settling time 

min. (s) 

Settling time 

max. (s) 

Over 

shoot 

Under 

shoot 

Peak Peak time 

(s) 

PSO 4.81E-4 3.15E-3 3.015E-3 3.15E-3 4.12E-4 2.95E-4 4.1E-4 4.85E-04 

BFOA 4.95E-4 3.05E-3 3.001E-3 3.05E-3 3.72E-4 2.72E-4 3.8E-4 4.95E-04 

MGWO 4.98E-4 2.91E-3 2.901E-3 2.98E-3 3.65E-4 2.45E-4 3.6E-4 5.01E-04 

hBFOA-PSO 5.01E-4 2.85E-3 2.804E-3 2.86E-3 3.44E-4 2.15E-4 3.4E-4 5.15E-04 
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Fig. 10: Dynamic response for 5% increase in ΔQL 

 



Similarly, the variations in system components such as ΔV, ∆QPMIG, ∆QSG, ∆QAVR and 

∆QSTACOM, for a 5% step increase in load reactive power (QL) at t=0s is shown in Fig. 10. From 

Fig. 10, it reveals that the hBFOA-PSO recovers the dynamics of the above-mentioned system 

components compared than PSO, BFOA and MGWO algorithms, after system disturbances. 

Furthermore, From Figs. 9 and 10, it can be observed that deviation is system bus voltage is 

higher for higher the variation in reactive power of the load.  

 

 

Case II: Step perturbation in load reactive power (ΔQL) and input wind power (ΔPIW) 

In this case, a step-perturbance in reactive power of load (i.e., ΔQL =1% increase) and input 

wind power (i.e., ΔPIW =1% increase) occurs simultaneously at t=0s to present the efficacy of 

the hBFOA-PSO algorithm. For the above-mentioned input disturbances, the transient 

responses of ΔV, ∆QPMIG, ∆QSG, ∆QAVR and ∆QSTACOM are displayed in Fig. 11. Fig. 11 

represents that the results obtained by the hBFOA-PSO algorithm are improved than MGWO, 

BFOA and PSO algorithms. 



0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

-3.15

-3.1

-3.05

-3

-2.95

10
-3

?
Q

P
M

IG
 (
p
u
)

Time (ms)
(c)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

-3

-2

-1

0

1

2

10
-4

?
V

 (
p
u
)

Time (ms)

(a)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-1.5

-1
-0.5

0
0.5

1
1.5

2
2.5

10
-3

Time (ms)

(b)

?
Q

S
G

 (
p
u
)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

0

1

2

3

4

5

6

10
-3

?
Q

S
A

T
C

O
M

 (
p
u
)

Time (ms)

(d)

0 0.1 0.2 0.3 0.4 0.5

-1

-0.5

0

0.5

1

1.5

2

10
-3

?
V

A
V

R
 (
p
u
)

Time (s)
(e)

 

 

 

 

-4

Deviation in voltage of AVR  (? VAVR)

Deviation in system b us v oltage (? V) Deviation in r eactive power of SG(? QSG)

Deviation in r eactive power of PMIG (? QPMIG) Deviation in r eactive power of STATCOM(? Q STATCOM)

 BFOA

PSO

hBFOA-PSO

GWO

 BFOA

PSO

hBFOA-PSO

GWO

 BFOA

PSO

hBFOA-PSO

GWO

 BFOA

PSO

hBFOA-PSO

GWO

 BFOA

PSO

hBFOA-PSO

GWO

 

Fig. 11: Dynamic response of system for 1% increase in ΔQL with 1% increase in ΔPIW 
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Fig. 13: Dynamic response for random step variation in ΔQL and ΔPIW 

In practice, the nature of load reactive power and wind power are random in nature which 

depends on the disturbance at the instant. Hence, in this case, random step-change in ΔQL and 

ΔPIW are taken into consideration as in Fig. 12 to show the comparative performance of the 

hBFOA-PSO over PSO, BFOA, and MGWO algorithms. The dynamic responses of ΔV, 

∆QPMIG, ∆QSG, ∆QAVR and ∆QSTACOM are presented in Fig. 13, for each algorithm. From the 

findings, it can be noted that the hBFOA-PSO based reactive power system is more stable 

and superior than MGWO and when PSO, and BFOA algorithms execute individually. It can 



be established that the hBFOA-PSO is effective for tuning the control gains of the PI-

controllers in order to enhance the dynamic performance of the power system 

voltage/reactive power profile. Thus, this study is an effort to enable the wind-diesel based 

power system to solve the recent environmental and energy crisis issues and offers higher 

service reliability, increased energy efficiency, and energy independence. 

6. Conclusions   

In this paper, the dynamic voltage/reactive power performance of a standalone wind-diesel 

power system is analyzed by using the hBFOA-PSO optimization technique. The hBFOA-PSO 

algorithm is used for optimizing the gains of the PI-controllers of the AVR and STATCOM in 

order to improve the voltage stability of the power system and suppress the voltage/reactive 

power oscillations effectively during the system events such as the variations in power demand 

and wind speed. The time-domain simulation of the investigated power system model reveals 

that the hBFOA-PSO algorithm contributes better tuning capability and is relatively robust and 

stable in comparison to MGWO, BFOA, and PSO algorithms. The H∞-loop shaping criteria is 

used for designing and analyzing the robustness (i.e., the performance index) of the proposed 

controller on voltage deviation owing to fluctuation in reactive power. The results indicate that 

the steady-state performance indices such as a minimum performance index (γmin), and the 

transient performance indices like settling time, peak time, rise time, and over/undershoots in 

voltage deviation/reactive power responses are significantly improved for the suggested 

hBFOA-PSO of the power system.  

Though a significant enhancement in the system stability in terms of faster dynamic 

compensation of voltage and reactive power is achieved with the proposed controller, the 

hBFOA-PSO may be applied to solve some other engineering optimization problems. 



Modification of the proposed algorithm and propose of new hybrid optimization algorithms 

can be studied in future research work.  
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8. LIST OF SYMBOLS AND ABBREVIATIONS 



8.1. Symbols 

G System open loop transfer function  

H System shaped plant transfer function  

S Slip of the PMIG  

s Frequency parameter in the frequency-domain  

V System terminal voltage at point of common coupling (PCC) 

Dv  Load Voltage characteristic  

EM Electromagnetic Energy in PMIG   

KA Voltage regulator gain constant  

KE Exciter gain   

Kf Stabilizer gain   

KI1  Integral gain of STATCOM  

KI2 Integral gain of AVR  

Kp1 Proportional gain constant of STATCOM  

Kp2 Proportional gain constant of AVR  

Kv System gain of AVR   

Kα  Firing angle gain   

ȠPMIG Efficiency of PMIG  

Pin Aerodynamic input power of PMIG  

PL Real power load requirement  

PPMIG Real power output of PMIG  

PSG Real power output of synchronous generator  

QL Reactive power load requirement  

QPMIG  Reactive power output of PMIG  

QSG Reactive power output of synchronous generator  

QSTATCOM Reactive power of STATCOM  

R1 Stator resistance of PMIG  

SPMIG Apparent power of PMIG  

TA Voltage regulator time constant  

Td Dead time of thyristor  

TE Exciter time constant  

TF Stabilizer time constant  

Tv System time constant  



Tα Delay time of thyristor  

W1 Weighted value of pre compensator  

W2 Weighted value of post compensator  

X1 Stator reactance of PMIG  

XD Steady state direct axis reactance of synchronous generator 

XM  Magnetizing reactance of PMIG  

α⁰  Nominal firing angle of thyristor  

Γk H-infinity norm  

γk Performance index of   

ΔEfd Small change in excitation voltage  

ΔEq Small change in armature voltage  

ΔMS Uncertaintity in nominal plant   

ΔNs Uncertaintity in nominal plant   

ΔV Small change in terminal voltage  

ΔVa Small change in AVR output voltage  

ΔVf Small change in exciter feedback voltage  

ΔVref Small change in reference voltage  

𝐸𝑓𝑑
′  Small change in excitation voltage under transient   

𝑅2
′  Rotor resistance referred to primary side of PMIG  

𝑋2
′  Roror reactance referred to primary side of PMIG  

𝑇𝑑0
′  Direct axis open circuit transient time constant  

𝑋𝑑
′  Transisent state direct axis reactance of synchronous generator 

α Thyristor firing angle  

δ Power angle of Synchronous generator  

8.2. Abbreviations 

ANN Artificial neural network  

AVR Automatic voltage regulator   

BFOA Bacteria Foraging optimization algorithm  

BFOA-PSO       Bacteria Foraging optimization algorithm and Particle swarm optimization  

FACTS Flexible alternating current Transmission systems  

GA Genetic algorithm   

hBFOA-PSO Hybrid bacteria Foraging optimization algorithm and PSO  



 

Appendix: 

Modelling/design parameters/data of the presented power system 

System Parameters/data Value SI-unit 

System Load/Capacity 

Wind capacity 150 KW 

Diesel capacity 150 KW 

Load Capacity  250 KW 

Base Power  250 KVA 

Synchronous Generator 

PSG  0.4 Per unit (pu) 

QSG 0.2 pu 

Eq 1.1136 pu 

Δ 21.05 ⁰ 

Eq’  0.9603 pu 

V 1 pu 

Xd  1 pu 

Xd’ 0.15 pu 

TG 5 Second (s) 

Permanent Magnet Induction Generator 

PPMIG 0.6 pu 

QPMIG 0 pu 

R1 + R2’  0.19 pu 

X1 + X2’ 0.59 pu 

S -4.0 % 

Load 

PL 1 pu 

QL 0.75 pu 

Power factor (lag)  0.8  

Reactive Power Data 

QSTATCOM+ QSG = QPMIG+ QL 0.739 pu 

IG Induction generator  

PI Proportional plus integral  

PMIG Permanent magnet induction generator  

PSO Particle swarm optimization  

SG Synchronous generator  

STATCOM Static synchronous compensator   

SVC Static VAR compensator (SVC)  

WECS Wind energy conversion System  



Qc 0.85 pu 

Α 2.443985 radian 

IEEE Type-I Excitation System 

KA 40  

TA 0.05 Second (s) 

KF  0.5  

TF 0.715 s 

KE 1  

SF 0 s 

TE 0.55 s 

STATCOM Data 

Talfa 0.00025 s 

Td 0.00167 s 

 


