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Abstract

We demonstrate that spin-vibronic coupling is the most significant mechanism in

vibrational coherence transfer(VCT) from the singlet(S1) to the triplet(T1) state of

the [Pt2(P2O5H2)4]4− complex. Our time-dependent correlation function-based study

shows that the rate of intersystem crossing (kISC) through direct spin-orbit coupling

is negligibly small, making VCT vanishingly small due to the ultrashort decoherence

time( 2.5 ps). However, the inclusion of the spin-vibronic contribution to the net kISC

in selective normal modes along the Pt-Pt axis increases the kISC to such an extent

that VCT becomes feasible. Our results suggest that kISC for the S1 →T2(τISC =1.084

ps) is much faster than the S1 →T1(τISC =763.4 ps) and S1 →T3(τISC =13.38 ps) in

CH3CN solvent, indicating that VCT is possible from the low-lying excited singlet (S1)

to the triplet(T1) state through the intermediate T2 state. This is the first example

where VCT occurs solely due to spin-vibronic interactions. This finding can pave the

way for new types of photo-catalysis.
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With the advent of highly sophisticated spectroscopic tools, it has become possible to explore

details of the mechanisms that determine the efficiency of certain photo-physical processes

occurring in the excited state, such as energy and electron transfer in natural and arti-

ficial light-harvesting systems. Such detailed insight requires going beyond a pure-state

quantum mechanical formalism.1 The wave-like features of such transfer processes suggests

that quantum coherence—in other words, the off-diagonal matrix elements of the density

operator—plays an important role at ultrashort time scales.2–5 However, it has also been

found that whereas electronic coherence exists only for a few femtoseconds, the vibrational co-

herence(VC) can persist up to several picoseconds and it is therefore much easier to probe VC

and its transfer from one electronic state to the other, providing us with a better understand-

ing of the these processes.6 In the recent past, the bimetallic Pt complex [Pt2(P2O5H2)4]4−,

aka Pt-pop, has received significant attention as an interesting transition metal complex7–11

due to the experimental realization of vibrational coherence transfer(VCT)12,13 during inter-

system(ISC) crossing.13–19 To gain insight into the origin of this phenomenon, the structures

of the excited states of the Pt-pop complex have been investigated using different experi-

mental techniques20–27 as well as various computational electronic structure methods.18,28–30

It has been argued that, in order to conserve the vibrational coherence between the low-

lying excited singlet and triplet states, the ISC rate should be much faster than the rate of

decoherence of the vibrational wave packet formed in the first excited singlet state.

Recently, Monni et al.13 have revisited the problem of VCT in the Pt-pop complex using 2D

UV transient absorption(TA) spectroscopy in combination with QM/MM molecular dynam-

ics simulations. They found that strong solvent-dependent ultrafast ISC is responsible for

VCT from the low-lying excited singlet to triplet states. They proposed that the higher-lying

triplet state(T2) is energetically similar to the S1 state due to its stabilization in polar ace-

tonitrile solvent, which leads to an ultrafast ISC(τISC=0.7 ps)-guided VCT from the S1 to T1

state. van der Veen et al.17 have previously observed such ultrafast ISC between the S1 and

T1 states in other solvents than acetonitrile using time-resolved femtosecond polychromatic
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fluorescence up-conversion and femtosecond broadband transient absorption spectroscopy.

They also reported that the vibrational wave packet formed in the S1 state upon excitation

is conserved in that state during the vibrational relaxation time, but their investigation did

not consider the transfer of vibrational coherence from the S1 to the T1 state. Further it

was argued that, due to the D4h symmetry of the Pt-pop complex, the spin-orbit coupling

matrix elements (SOCME) between the singlet and the triplet manifolds should in principle

be small, and preventing ultrafast ISC even if the energy gap between the solvent-stabilized

singlet and the triplet states is sufficiently low.17,31

To unravel the origin of the ultrafast ISC-driven VCT in the Pt-pop complex, we here go

beyond the Franck–Condon regime, adopting a time-dependent correlation function (TDCF)-

based method32–36 with explicit inclusion of spin-vibronic coupling37–40 to calculate the dif-

ferent pathways contributing to kISC in the Pt-pop complex. We also investigate the effect

of the solvent on kISC.

The optimized ground-state geometry of the Pt-pop complex is shown in Figure 1. The

Figure 1: Optimized ground-state geometry of the [Pt2(P2O5H2)4]4− complex. Here blue,
red, orange and white colors indicates the Pt, O, P and H atoms, respectively.

gas phase- and solvent-optimized geometries of the ground (S0) and excited states (S1, T1, T2
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and T3) of the Pt-pop complex have been performed using GAUSSIAN 1641 with the B3LYP

exchange-correlation functional.42–44 In our calculations, we have used the 6-311G+(d,p) ba-

sis set45,46 for P, O and H and the effective core potential(ECP) corrected LANL2DZ basis47

for Pt. Norman and Jensen48 have shown that the structural parameters of an organometal-

lic Pt-complex were hardly affected when ECPs were employed only for Pt as compared

to using ECPs both for Pt and P. Moreover, they found that the change in the Pt-C bond

length of their studied complex as obtained with ECPs and with all-electron four-component

relativistic calculations is negligible, indicating that the use of ECP for Pt is sufficient for

the geometry optimization of the Pt-pop complex. The excited-state geometry optimizations

have been carried out using time-dependent density functional theory(TDDFT). A discus-

sion of the different optimized structures can be found in the Supporting Information(SI).

To test the sensitivity of our results on the computational model, we have considered two

additional functionals, namely, HSE0649 and PBE0.50 The corresponding results are col-

lected in the supporting information. We have found that the geometric parameters, and

absorption and emission wavelengths obtained from TDDFT/B3LYP, are comparable to the

HSE06 and PBE0 results. The SOCME calculations have been performed with ORCA51,52

using CASSCF(16e,12o)/NEVPT253 in combination with the def2-TZVP basis. The RIJK

two-electron integral approximation with a decontracted def2/JK basis54 has been used to

reduce the computational cost of the calculations.

To explain the observed VCT between the S1 and T1 electronic states through intersys-

tem crossing, we have calculated kISC for both the S1 →T1, S1 →T2 and S1 →T3 pathways

using Fermi’s Golden rule to first order in perturbation theory. Etinski, Tatchen and Mar-

ian33 have derived three distinct formulas for the evaluation of the intersystem crossing rate

constant(kISC). Recently, Karak and Chakrabarti55 simplified their TDCF method consid-

ering only the direct SOC in the evaluation of kISC. However, it is worth noting that if

the direct SOC between the singlet and the triplet states is very small, it is necessary to
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go beyond the Franck-Condon regime, i.e. to include spin-vibronic contributions to the ISC

rate in order to obtain meaningful results. In the present context, the total kISC is therefore

expressed as

kISC = kDSO
ISC + kSV

ISC, (1)

where kDSO
ISC describes the ISC rate constant involving the direct spin-orbit(DSO) coupling

mechanism, and kSV
ISC represents the additional contribution that comes from spin-vibronic(SV)

interactions. The expressions for both kDSO
ISC and kSV

ISC at finite temperatures as derived by

Etinski, Rai-Constapel and Marian38 are given as

kDSO
ISC =

1

Z
|〈S|ĤSO|T〉|2

×
∫ ∞
−∞

√
det(S−1S S−1T ΩSΩT)

det(J†ΩTBTJ + ΩSBS)det(J†ΩTB−1T J + ΩSB−1S )

× exp
[
D†
(
ΩTBTJ(J†ΩTBTJ + ΩSBS)−1J†ΩTBT −ΩTBT

)
D
]
× eit∆ESTdt,

(2)

and,

kSV
ISC =

1

Z

∫ ∞
−∞

√
det(S−1S S−1T ΩSΩT)

det(J†ΩTBTJ + ΩSBS)det(J†ΩTB−1T J + ΩSB−1S )

× exp

[
D†

(
ΩTBTJ(J†ΩTBTJ + ΩSBS)−1J†ΩTBT −ΩTBT

)
D

]

×

((
D†ΩTBTJ(J†ΩTBTJ + ΩSBS)−1C(J†ΩTBTJ + ΩSBS)−1J†ΩTBTD

)
+

1

2
Tr(C(J†ΩTBTJ + ΩSBS)−1))− 1

2
Tr(C(J†ΩTBT

−1J + ΩSBS
−1)−1)

)
× eit∆ESTdt.

(3)

In the above equations, Ω, B, S and C are defined as (ΩS)ii = (ωS)i, (ΩT)ii = (ωT )i,

(BT)ii = tanh( (ωT )it
2

), (BS)ii = tanh( i(β−it)ωSi)
2

), (ST)ii = sinh(i(ωT )it), (SS)ii = sinh((β −

it)ωSi)), C = bibj
†, where ωSi and ωT i are the frequencies of the i-th mode of the singlet and

the triplet states, respectively, and b is a column vector known as the first-order derivative
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coupling term. The expression for b is

b =
∂〈S|Ĥso|T〉

∂Q

∣∣∣∣
q0

, (4)

where Q denotes the dimensionless normal coordinates and q0 is the coordinate of the equi-

librium geometry of the initial state. In addition, J and D indicate the Duschinsky rotation

matrix55–58 and displacement vector, respectively, which are connected through the relation

QT = JQS + D, where QS and QT are the dimensionless normal coordinates of the singlet

and triplet electronic states, respectively. Z =
∑

i e
−βEi is the vibrational partition function

of the initial electronic state and β = 1
kT

, where Ei, T and k represent the energy of the i’th

vibrational level, temperature and Boltzmann constant, respectively. In both eqs 2 and 3,

the energy gap between the singlet(S) and the triplet(T) states is denoted by ∆EST.

In our present approach, after separating eqs 2 and 3 into real and imaginary parts, we

have considered only the real part for the calculation of kISC since the imaginary part is an odd

function of time. The separation of the kDSO
ISC part at the finite temperature region has already

been presented by Karak and Chakrabarti,55 whereas the details of the simplified equation

we arrive at after separation of kSV
ISC is provided in the Supporting Information. Moreover,

the derivative coupling term is evaluated numerically using a finite vector differentiation

technique, the corresponding formula given as

∂

∂Q
SOC

∣∣
q0

=
SOC

∣∣
q0+δ
− SOC

∣∣
q0−δ

2δ
(5)

In the above equation, Q represents dimensionless coordinates of the respective normal

mode and δ denotes the displacement from the equilibrium geometry(q0) along a particular

direction of Q. Here the displacement is chosen as 0.1. The SOCMEs corresponding to

these two modified geometries are then computed, using eq 5 to evaluate the derivative

coupling term. The calculated SOCME and the energy gaps between the S1 − T1, S1 − T2
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and S1 − T3 states both in the gas and solvent phases are given in Table 1.

Table 1: Spin-Orbit Coupling in cm−1 and energy gap in eV as obtained from
CASSCF(16e,12o)/NEVPT2 method.

Transition Direct SOC/gas Direct SOC/CH3CN ∆E/gas ∆E/CH3CN
S1 → T1 0.022 0.01 1.1405 1.2061
S1 → T2 0.6284 0.00 0.158 0.184
S1 → T3 0.092 0.02 -0.077 0.078

The data in Table 1 clearly show that the direct SOC between S1-T1, S1-T2 and S1-T3 are

very small both in gas phase and in CH3CN solvent. These observations can be qualitatively

understood by examining the natural transition orbitals(NTOs) for the hole state of S1 and

particle states of T1, T2 and T3 in CH3CN, as shown in Figure 2. We see that the hole

state of S1 has a dominant dz2σ
∗ character that comes from the Pt-Pt bond, whereas the

particle state of T1 is of more pσ type, and as a consequence the SOC between S1-T1 should

be insignificant59 since neither the Lz nor the L+/L− operators can connect these two states

and their small value only suggests that the mixing of orbitals leads to a slight relaxation of

the conservation of the z-component of the total angular momentum. In the gas phase, the

major contribution to the particle state of T2 comes from the dxy orbital of Pt. In this case

too, 〈dz2|L−|dxy〉 vanishes59 and the small SOC arises primarily because these d-orbitals

are no longer pure orbitals. However, the situation changes dramatically in the presence

of CH3CN, where the particle state of T2 regains pσ∗ character in addition to a small dxy

contribution, making the direct SOC of S1-T2 in this case virtually zero. The nature of the

particle state of T3 is similar to that of T2 and as a consequence, the SOCME between S1

and T3 should also be small. The NTOs for the gas phase are collected in the Supporting

Information. We see from Table 1 that CH3CN plays a significant role in stabilizing the T3

state. In particular, the interaction between the polar CH3CN solvent and Pt-pop in the T3

state pushes its energy level below that of S1. It is important to mention here that although

Monni et al.13 has probed solvent stabilization of the T2 state, the corresponding stabiliza-

tion of the T3 state has not yet been explored experimentally. These results demonstrate
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Figure 2: Natural transition orbitals(NTO) of Pt-pop complex for the S1(hole), T1(particle),
T2(particle) and T3(particle) states with isovalue = 0.02.

that the ultrafast ISC-guided transfer of vibrational coherence from S1 to T1 is not feasible,

and that it is necessary to explore the role of spin-vibronic contributions to the net kISC value.

It is well established at the experimental level12,13,17 that VCT in the Pt-pop complex

involves the Pt-Pt bond. Keeping this fact in mind, we have computed the derivative coupling

term of the SOC considering only two normal modes of the initial electronic state(S1) in

CH3CN solvent, where one normal mode exhibits symmetric(ν = 121 cm−1) and the other

antisymmetric stretching(ν = 153 cm−1) along the Pt-Pt axis. Table 2 collects the calculated

derivative spin-orbit coupling term, and the corresponding normal mode displacement vectors

in CH3CN solvent are shown in Figure 3. Displacement vectors involving the Pt-Pt bond in

the gas phase are provided in the Supporting Information.

We have used our in-house developed TDCF code to calculate the real part of kISC for the

Pt-pop complex both in solvent and gas phase at a temperature of 300K, both with and with-

out spin-vibronic coupling. The rate constants obtained with both the direct SOC(kDSO
ISC )

and due to the spin-vibronic coupling(kSV
ISC) are presented in Table 3. In order to ensure

convergence of the numerical integration of eqs 2 and 3, we have used a Gaussian damping

function so that the real part of the TDCF decays within some selected time interval that

ensures the incorporation of the effect of all vibrational modes in the evaluation of kISC. All
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Table 2: Derivative Spin-Orbit Coupling as obtained from
CASSCF(16e,12o)/NEVPT2 computation with def2-TZVP basis set. ν is
the frequency of the normal mode.

Medium Transition #Normal mode ν (cm−1) ∂SOC
∂q

(cm−1)

Gas S1 → T1 9 136.23 0.15
S1 → T2 8.55
S1 → T3 0.39

Gas S1 → T1 10 136.28 0.05
S1 → T2 0.07
S1 → T3 0.00

Solvent(CH3CN) S1 → T1 9 121.24 1.90
S1 → T2 14.29
S1 → T3 6.90

Solvent(CH3CN) S1 → T1 13 153.43 0.14
S1 → T2 9.65
S1 → T3 0.16

Figure 3: Normal mode displacement vectors along the Pt-Pt axis with (a) symmetric
stretching(ν = 121cm−1) and (b) antisymmetric stretching(ν = 153cm−1)

the rate constant calculations are done with a damping parameter of 2.0 cm−1 and the nature

of the damping of the real part of the TDCF is presented in the supporting information.

The physical significance of the damping factor has been discussed elsewhere.38 We note that

there are no experimental results for kISC of the Pt-pop complex available in the gas phase.

However, in order to have a better understanding of the physical origin of the ultrafast ISC,

we have repeated all calculations on the gas-phase geometry of the Pt-pop complex. As
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Table 3: The computed kISC (s−1) with both the direct spin-orbit and spin-
vibronic coupling in the solvent and the gas phases at 300K. Here the number
of intervals used for the integration is 20000 and the upper limit of time is set
to 10 ps with damping parameter = 2.0 cm−1.

Transition Medium kDSO
ISC kSV

ISC

S1 → T1 Gas 3.76× 1003 5.29× 1008

S1 → T2 2.97× 1006 1.40× 1012

S1 → T3 7.10× 1001 1.15× 1006

S1 → T1 Solvent(CH3CN) 1.09× 1002 1.31× 1009

S1 → T2 - 9.22× 1011

S1 → T3 1.96× 1003 7.47× 1010

discussed earlier, the T3 state lies above the S1 state in the gas phase and it is very unlikely

to observe an up-hill ISC between S1 →T3. However, the thermal energy helps promote the

ISC between these states with relatively higher SOC values in comparison to that of S1 →T1.

In general, Table 3 suggests that spin-vibronic coupling has a strong influence on the rate of

ISC and this is true for both the gas and solvent phases and more importantly, spin-vibronic

coupling has the highest impact on the kISC value associated with S1 →T2 pathway in the

solvent, which otherwise has no detectable rate constant of ISC when only considering direct

SOC. In CH3CN, the computed kSV
ISC for S1 → T1 and S1 → T3 are found to be 1.31× 1009

s−1 and 7.47 × 1010 s−1, respectively and the corresponding rate constant for the S1 → T2

pathway is 9.22 × 1011 s−1, indicating that S1 → T2 is the major ISC pathway in CH3CN.

In order to check the role of the other normal modes on the spin-vibronic interaction and

the net kISC value, we have considered four additional normal modes where the motion of

Pt atoms are involved together with the ligand moieties. The magnitude of the derivative

coupling term as well as the rate of ISC for these additional normal modes are supplied in

Table S3 of the supporting information(SI). With the inclusion of these additional modes,

the net kISC values for the S1 → T1, S1 → T2 and S1 → T3 channels change to 1.88 × 1009

s−1, 1.04×1012 s−1 and 1.42×1011 s−1, respectively, which further strengthens our argument

that spin-vibronic interaction is dominant only in the Pt-Pt stretching modes.
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Although the spin-vibronic coupling changes the overall rate constant of the ISC sig-

nificantly, it is still insufficient for directly transferring the vibrational coherence from S1

to T1 because the time (τISC=763.4 ps) required to realize ISC between these two states

is much larger than the experimental decoherence time (τ=2.5 ps).12,13,17 In contrast, the

calculated kSV
ISC values for S1 → T2 and S1 → T3 in CH3CN solvent demonstrate that ISC

in these two channels will take place at a time scale of τISC=1.084 ps and τISC=13.38 ps,

respectively, and these results decisively indicate that VCT will occur only in the S1 → T2

channel. We note that the experimental13 τISC value for S1 → T2 in CH3CN has been found

to be 0.7 ps, which is bit smaller than the theoretically predicted value. Nonetheless, the

overall theoretical results are in good agreement with available experimental results and give

us a clear indication that strong spin-vibronic coupling induced ultrafast ISC helps facilitate

VCT through an indirect S1 →T2 →T1 pathway.

To summarize, we have shown that the vibrational coherence from S1 to T1 in the Pt-

pop complex is feasible in CH3CN solvent due to ultrafast ISC between S1 and T2. We

have considered two particular normal modes, namely the symmetric and antisymmetric

stretching along the Pt-Pt axis of the complex, and have evaluated the first-order derivative

coupling term with respect to spin–orbit coupling and computed the rate constants of ISC

using the real part of the time-dependent correlation function. Our analysis suggests that

the first-order spin-vibronic coupling term enhances the rate constant of ISC for the S1 → T2

pathway to such an extent that the time required for ISC along this pathway is shorter than

the decoherence time of the vibrational wave packet, eventually leading to VCT between

S1 to T1 following an indirect pathway (S1 →T2 →T1). The present work beautifully

demonstrates the role of spin-vibronic coupling in explaining an exotic phenomenon like

vibrational coherence transfer in a complex molecule.
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