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Abstract 

With the ever-emerging market including mass customization and product variety, 

reconfigurable manufacturing systems (RMS) have been presented as the solution. A 

manufacturing system that combines the benefits of the two classic manufacturing systems to 

increase responsiveness and reduce production time and costs. To cope with the lack of physical 

systems, an RMS system have been built at UiT Narvik. Today, both reconfiguration and 

deciding layout must be executed manually by a human. A task that is both incredibly time 

consuming and far from optimal. A method of automating the layout generation and thus the 

manufacturing system is presented in this thesis. To the author’s knowledge such experiment 

has not been performed previously. Layouts is generated with a NSGA-II algorithm in Python 

by minimizing objectives from a developed mathematical model. The results have been tested 

with a MiR-100 mobile robot placing five modules in two different layouts. The results have 

been compared with a digital visualization for validation. In addition to the visualization, videos 

of the physical system's automated layout generation are presented. The results concludes that 

the method both generates feasible layouts as well as enhancing the automation of the system. 
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1 Introduction 

Availability and customizability for products are higher than ever. Mass customization, with 

product variety and process variety, has become one of the leading production strategies [1]. 

Reconfigurable manufacturing system (RMS) was introduced in 1995 by Dr. Koren [2, 3] as 

the new production paradigm that can obtain mass customization [4, 5].  

RMS combines the two traditional manufacturing systems: Dedicated manufacturing line 

(DML) and flexible manufacturing system (FMS) to create a rapid manufacturing system that 

is flexible [2]. RMS as a system also includes reconfigurable manufacturing tools (RMT), 

where tools can be reconfigured, and reconfigurable inspection machine (RIM). There has been 

formulated six core characteristics that have to be fulfilled when designing an RMS system [6, 

7]. RMS use the part-family as the system focus and decisionmaker when producing, and both 

hardware and software must be reconfigurable. The RMS system can be understood differently, 

and there is not one solution for how it shall look like or be operated. 

Since the term's inception, numerous studies on RMS have been published. The lack of 

framework for interpreting, operating, and automating RMS creates a gap between research and 

commercialization. The previous studies have been too focused on optimization, rather than the 

physical tasks of RMS. To cope with the lack of physical RMS systems, research fellow Halldor 

Arnarson started creating an RMS system at UiT Narvik. The system consists of both hardware 

and software. The hardware are five rectangular modules with different equipment attached, 

and a MiR-100 mobile robot. The hardware can be seen in figure 1. The developed software is 

made up of a structure that connects the mobile robot with the modules.  

When the system has been tested, the layout for the modules has been decided and executed 

manually. To bring the system further, the method presented will be towards solving the layout 

problem in a physical RMS system. The thesis is structured with first presenting the current 

state of the literature. Then, the layout problem is modelled, and the method for utilizing the 

model. From the method, the results are shown. Lastly, it concludes with a conclusion and 

recommendations for further investigations and research. 
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1.1 Background 

There have been performed tests with the mobile robot moving the modules, but the movements 

of the mobile robot were decided manually. Layout generation and automated initializing of 

layouts has not yet been investigated. A connection between mobile robot and modules have 

been established, but the layout and reconfiguration were configured manually and randomly. 

A procedure that is both time-consuming and inefficient. This experiment can be seen in the 

video: 

https://www.youtube.com/watch?v=UXUlaawd8Ps&t=112s&ab_channel=HalldorArnarson. 

By improving the automation of the layout generation and thus the physical system, the study 

wants to contribute to the commercialization of the concept RMS and further develop the 

physical system at UiT. The systems hardware is shown below in figure 1. 

 

Figure 1: The five modules and the MiR-100 mobile robot that collectively represent the hardware of the RMS 
system. 

1.2 Problem statement 

The system at UiT has been tested with the MiR-100 placing modules in a layout, but all the 

inputs were decided and inserted manually. A task that is both time-consuming and far from 

optimal. There exists no recipe for layout generation and how they should be formed together 

during production. Neither does any automated reconfiguration when switching part families. 



 

Page 3 of 61 

 

1.3 Research objective 

The thesis is divided into two parts. The first part is to conduct a literature review. The literature 

review was both to get acquainted to the system, as well as verifying that the following research 

in part 2 had yet to be performed. Part I also required the development of a Python script. The 

script was to display the modules as a representation. This script was the foundation for the 

Python plot that have been used in the results. Part I milestones: 

• Literature review covering previous research performed for topics covering layout 

design, operation, and automation in RMS.  

• Python script that plots five squares which represents the modules that exists in the 

laboratory. 

The second part is the part where the problem will be studied. With the use of an algorithm, a 

Python script will generate coordinates for the modules. Then, the new generated coordinates 

will be visualized and tested in the physical system. The milestones for part II: 

• Generate a mathematical model that describes the problem. 

• Create a Python script with the implementation of the algorithm and generate 

coordinates for the five modules. 

• Visualize the script generated layout. 

• Transfer the results to the physical system in the lab and compare results with the 

visualization. 

The scope was set in the pre-study report to face the layout problem for the RMS system, by 

developing a mathematical model that could be solved with an optimization algorithm.  
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2 Literature review 

The literature review highlights previous studies performed in the field of design, 

optimalization, and automation of RMS. The review gains knowledge revolving what has been 

done and strengthen the purity of the research. The review is revolved around optimization of 

different parts in RMS and automation of the system. Web of Science is used to find scientific 

papers and keywords are generated with topics + “reconfigurable manufacturing system”. Some 

papers were discovered in the reference list from papers read. 

2.1 Designing RMS 

Design is critical for RMS to be considered as a cost-effective system for an enterprise [6]. 

Study shows that 20-50% of total cost is material handling cost, and with the proper layout, 

handling cost can be reduced with 10-30% [8]. The design process can be broken into three 

parts: Layout design, material handling system design/selection, and control system 

specification[9, 10].  

2.1.1 Layout design 

The layout design problem in RMS will only consider the current and upcoming planned 

production [11]. When production surpasses the initial plan, the layout problem for RMS will 

be solved based on current production. Traditionally, layout problems have been solved with a 

single-objective approach. However, RMS includes new variables such as the material handling 

and relocation cost, as well as the traditional constraints including work in progress (WIP), cost, 

and product lead-time [11]. The layout problem in RMS must consider three steps: Initial layout 

that is reconfigurable, indicators that can tell when the system needs reconfiguration, and the 

transition from the layout being used to a new layout [9]. According to Goyal and Jain [12], the 

most opted layout design for RMS is a flow line approach. 

The layout design problem is often modelled as Quadratic Assignment Problem (QAP), which 

is classified as a NP-complete problem. It is described as one of the hardest optimization 

problems to solve [13]. Therefore, most of the studies presume it is an optimization problem 

with single or multiple objectives. These problems are often solved with metaheuristic 

techniques such as variations to genetic algorithm (GA), simulated annealing (SA), or bio-

inspired multi-agent systems like particle swarm optimization (PSO) and ant colony 

optimization (ACO) [9, 14].   
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Yamada et al. [15] used PSO with a penalty system to reduce the manufacturing time. It was 

one of the first layout optimization studies in the field and the layout consisted of manufacturing 

cells instead of modules. Yamada [16] later used the same PSO approach with a penalty system 

to optimize the reconfiguration time of the RMS system when one manufacturing process is 

finalized and the system is resetting to a new manufacturing process. Guan et al. [8] used a 

revised version of the electromagnetism-like mechanism with encoded particles that moved 

discretely, instead of a continuous system. They described the layout design of RMS as a QAP 

problem and optimized the design layout based on material handling cost. Workstations were 

described as moved with an AGV robot, but no physical tests or simulations were performed. 

Benderbal and Benyoucef [17] optimized machine layout and machine selection simultaneously 

using archived multi-objective simulated annealing (AMOSA). They divided the layout 

problem into two sub-problems: First concerning the evolution of the product. The second the 

machine layout’s evolution according to the first sub-problem. The optimal machine layout was 

determined based on the characteristics and needs for the product, the process plan, and the 

chosen RMT’s. They found the optimal RMT layout with a search involving a penalty system. 

Prior to this, Benderbal et al. [18] used almost the same approach for layout design with an 

importance index number given to the different machines, and a penalty system. They 

emphasized the gap in the literature on layout design for RMS. 

2.1.2 RMT and machine selection 

RMT give the opportunity to use multiple machine-configurations in the same production. 

RMT has been described as highly important for RMS’ reconfigurability and can be grouped 

into basic modules and auxiliary modules; Auxiliary modules can be changed, and a machine 

with this technology is said to have multiple configurations [19]. Different approaches have 

been proposed for optimal machine selection. 

Goyal et al. [19] used a hybrid approach with non-dominated sorting genetic algorithm-2 

(NSGA-II) algorithm to determine optimal machine selection. They used technique for order 

of preference by similarity to ideal solution (TOPSIS) to sort results. New performance 

measures were developed to ensure near as possible optimal selection. Benderbal et al. [20] 

used a similar approach with NSGA-II algorithm and TOPSIS for machine selection to 

minimize time and maximize flexibility. Bensmaine et al. [21] used the NSGA-II algorithm to 
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reduce total time and total cost. It was based on the process plan. Goyal et al. [22] highlighted 

that focusing too heavily on cost for RMT may result in a less responsive system, and that 

performance criteria for RMT and RMT convertibility should be oriented more toward 

responsiveness. Benderbal et al. [23] introduced the modularity index, and used an AMOSA 

approach for minimizing completion time, minimizing cost, and maximizing the modularity of 

the system when machine selection. They used 4 basic modules and 6 auxiliary modules and 

stated the increased responsiveness of the system. Xie et al. [24] applied a novel GA to find 

optimal RMT configuration and process plan concurrently. The importance of producing RMT 

configuration and process plans simultaneously was highlighted for increased productivity. 

Production cost was minimized, and they improved the nonmonetary performance. 

2.2 General optimization in RMS 

In 2020, Sabioni et al. [25] published a state-of-the-art literature review, listing all previous 

works performed on optimization in RMS. This chapter has been separated into four sub-

chapters based on their literature review and analysis of the literature: Process planning, 

configuration, reconfiguration and reconfiguration point. 

2.2.1 Process planning 

The process plan contains the sequence the product should be produced in, and how the 

operation should be organized [20]. Often in the literature the configuration and machine 

selection are found based on the process planning. Bensmaine et al. [26] used a simulation 

based NSGA-II for process planning in RMS to minimize total cost and time when producing 

a certain amount of one part type. Dahane et al. [27] used the same technique but with multiple 

part types, and machine reliability as a constraint. They combined process planning with 

machine selection. Chaube et al. [28] modified the NSGA-II algorithm and analysed the 

requirements of a new product. By comparing requirements with the machine-functionality they 

could determine production feasibility.  

Touzout et al. [29] solved the multi-objective process plan generation problem by minimizing 

cost and time and including greenhouse gases as a sustainability criterion. They used the multi-

objective integer linear programming (MOILP) method and compared the results to those 

produced by AMOSA and NSGA-II. Bensmaine et al. [30] proposed a new heuristic that 

examines every available machine for new production, directed towards process planning and 
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scheduling. Benderbal et al. [20] introduced the flexibility index that would help avoid any 

disruption caused by machine unavailability. Benderbal et al. [18] later improved generating 

process plans with implementation of unavailability constraints for machines when solving the 

machine layout problem. Benderbal et al. [31] also introduced a new system index: the 

robustness index. By using the index, machine selection was based on availability. Benderbal 

et al. [32] later used NSGA-II to solve a multi-objective including said robustness index and 

minimizing time. Choi et al. [33] made a production planning method with multi-objective: 

minimizing energy consumption and maximizing throughput. They suggested a solution with 

both automated guided vehicles (AGV) and conveyors.  

2.2.2 Initial configuration 

Configuration of RMS is the co-operation between machine layout, machine selection and 

process planning. The configuration is the procedure in which the system is assembled. 

Configuration of the RMS system can be grouped into three: Machine-level, system-level, and 

both combined [4]. Machine-level is a single machine configuration, while on the system-level 

configuration can both include configuration of layout and without. Huang et al. [34] describes 

the configuration design of RMS as having three main blocks. System configuration design, 

cell configuration design, and RMT configuration design. They used living system theory 

(LST) to optimize the overall configuration design of RMT based on information flow, material 

flow, and energy flow.  

Lv et al. [35] studied series and parallel configurations, and stated that those in solitude is not 

sufficient. Therefore, the hybrid parallel-series configuration should be applied for RMS. 

Reliability was used as a factor for optimizing system configuration and they applied their 

theories successfully in an enterprise in Shanghai. Maniraj et al. [36] found optimal 

configuration based on a specific part applying ACO. The objective function was solved by 

minimizing capital cost. Dou et al. [37] used GA with graph theory to optimize configuration 

for single-product flow-line configurations by minimizing capital cost. The genetic algorithm 

proved to be effective for middle-to large scale problems and can also be efficient for 

reconfigurations. Dou et al. [38] applied a two-stage optimization approach with full 

topological sorting algorithm and machine graph augmentation algorithm to generate optimal 

configuration with minimizing capital cost. It was proven to only be effective for small to 

medium sized problems, single objective and only for one part for one demand period. Goyal 
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et al. [39] optimized the configuration for a single-flow RMS line using a multi-objective PSO. 

They tweaked the PSO algorithm with NSGA-II. Their optimization had fitness values for cost 

and utilization. Ashraf et al. [40] created a framework for finding the optimal configuration in 

RMS when there are constraints. They stated configuration as one of the key issues for RMS 

that needed solving to make RMS a mature manufacturing system. With use of NSGA-II 

algorithm they found optimal configuration. The solution could also be used to help develop 

process planning. 

2.2.3 Reconfiguration 

Reconfiguration describes the rerouting of the manufacturing system when changing from one 

part family to another. The manufacturing systems reconfiguration activities can be grouped 

into hard and soft. Hard reconfiguration is physical, adding/removing machines and machine 

layout, while soft reconfiguration is logical, such as reprogramming machines, changing 

software etc. In the literature there have been a higher focus on the hard reconfiguration [9].  

Objectives to minimize/maximize, also called performance measures, are important to ensure 

maximum output when reconfiguring. Mittal et al. [41] explained how literature often lacked 

reconfiguration cost as one of the performance measures. If optimization was based on 

reconfiguration cost, the company could save cost when reconfiguring between different part 

families. Xiaowen et al. [42] applied GA to optimize reconfiguration when the system moves 

from producing one part to another. In the case study five machines was used on both parts, and 

reconfiguration of the system was changing RMT between the operations. Saxena and Jain [43] 

applied a three-phase approach to determine the near-optimal RMS configuration. The first 

phase was planning and modelling. Phase 2 was finding possible configurations. In phase 3 

they applied the AIS algorithm to find near optimal solution by minimizing the multi-

objectives: Minimizing capital cost, operating cost and maintenance cost, and reconfiguration 

cost. Youssef and ElMaraghy [44] combined GA with reactive tabu search (RTS) to optimize 

selection of configuration. They highlighted the importance of selecting the optimal 

configuration when reconfiguration. Later, integrating machine availability for finding optimal 

configuration was researched by the same authors [45]. It was shown that availability affects 

the optimal configuration and equipment needed, and with availability considered the cost 

between different configurations fluctuated further. Zhao et al. [46] developed a stochastic 

framework where they stated three problems for optimal configuration/reconfiguration: 
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Optimal configurations problem, optimal selection policy problem, and performance measures. 

Zhao et al. [47] later used the stochastic framework to find optimal configuration from multiple 

feasible configurations, using both a IPEC and a IPSA algorithm. Moghaddam et al. [48] used 

a two-phase approach to develop a configuration design based on scalability by utilizing 

modular RMT’s. They used integer linear programming (ILP) formulation to find the best RMT 

configurations, and a mixed integer linear programming (MILP) formulation to find the greatest 

transformations for the RMT configurations. Objectives were to minimize reconfiguration cost. 

Configuration design was found based on single product and it was preferable to find a solution 

for new products within the part family. Moghaddam et al. [49] later developed a configuration 

design based on the same modular RMT’s, that could produce different parts in a part family. 

The configuration design was found with MILP and ILP, where the objectives were to minimize 

reconfiguration cost and overall cost. Sabioni et al. [4] used a hybrid approach with modified 

Brute-force algorithm (MBFA) and GA to optimize configuration on both machine and system-

level simultaneously. According to the authors, this had not been done previously in the 

literature, finding optimal machine layout and machine selection at the same time. Optimal 

configuration was based on customer requirements while minimizing cost. 

Sabioni et al. [5] optimized the configuration for mass-customized modular products and RMS 

concurrently, by combining nonlinear integer programming with GA based on customer 

requirements. The GA decided the following: Selection of module instance and required 

operations, process planning and machine selection, and layout configuration. Dou et al. [50] 

found a bi-objective optimization of configuration and scheduling when producing multiple 

parts in a part family simultaneously. The objectives were to minimize cost and tardiness. They 

found in a case study that both configuration generation and scheduling had to be performed 

concurrently for the solution to be as optimal as possible for the reconfigurable flow line 

producing multiple parts. Hasan et al. [51] developed a methodology for objectives to be 

minimized when finding configurations for multiple part families. They also presented a 

suggestion of the sequence of part families focusing on maximum benefit in the system. Asghar 

et al. [52] created a framework using a multi-objective GA to generate process plans for 

different parts in a product family and finding the optimal configurations based on the process 

plans. The framework included process plans, kinematics for machine configuration, and 

reconfiguration changeability. Abbasi and Houshmand [53] and Bryan et al. [54] used pre-fixed 

configurations for the system when reconfigured to make new part families. This approach is 
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easier and lowered the total cost, but the system loses its fully potential from the core 

characteristics point of view. 

2.2.4 Reconfiguration point 

Intuitively the reconfiguration point is when the production changes from one part family to 

another. However, some studies have been proposed to describe the process and timing of the 

reconfiguration. Using discrete event systems combining with a supervisor, Schmidt [55] found 

an optimal solution for the fastest way a new configuration could start. The new configuration 

started while the old configuration was finishing the current process. Based on dynamic 

complexity, Huang et al. [56] found RMS’ state catastrophe using Cusp catastrophe’s state 

condition to give the decision maker information about when the system should reconfigure. 

Hence, gain responsiveness. 

2.3 Presented RMS systems 

The optimization problems presented in the studies demand a system to be applied on. Even 

though there are few industrial commercialized cases of RMS systems, some interpretations of 

RMS systems have been introduced. Sanderson et al. [57] presented a system close to an RMS 

system, called SMART (Smart Manufacturing and Reconfigurable Technologies). The system 

allows different configurations and is based on the SMC Training HAS-200 system. Such 

systems are often based on FESTO’s CP-factory, which is marketed as an Industry 4.0 

technology. They have a modular structure and can be upscaled or downscaled. They have been 

presented by multiple authors [58, 59]. Adamietz et al. [60] created a prototype for a container-

integrated RMS system that were reconfigurable and transportable. However, the 

reconfiguration part was not automated. These smart factories are close to RMS systems, but 

they are not developed on RMS’ characteristics premises.  

2.3.1 Automation 

The idea behind automatic layout generation is that the manufacturing system can automatically 

be reconfigured based on the layout that is generated. Kim et al. [61] created a modular factory 

testbed and found reconfiguration as being the bottleneck of the system. Automation is key to 

fulfil RMS potential being a smart manufacturing system. Autonomous systems is able to 

perform operations with less detailed programming and without human control [62]. 
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A way to automate the RMS system is by adopting an Autonomous Industrial Mobile 

Manipulator (AIMM) into the system. AIMM is an industrial manipulator that is connected to 

an autonomous mobile robot. This creates a setup that can move freely as well as performing 

tasks [63]. The definition of AIMM fits great for being a part of RMS’ structure [64]. Andersen 

et al. used a LH6 manipulator mounted to a MiR100 mobile platform to create a mobile 

manipulator [65]. The MiR100 mobile platform was able to transport the LH6 manipulator to 

the location it was going to perform tasks. They showed how an AGV can be used in an 

industrial automated task. Arnarson and Solvang [66] published an article where they proposed 

splitting the traditional AIMM into two parts. AIMM was intended as a manipulator fixed to a 

mobile robot. By fixing the manipulator to a movable module, the mobile robot can relocate 

the module, and thereby be able to move multiple different modules. Chen et al. [67] proposed 

a new method for reconfigurable material handling system with the use of multiple mobile 

robots. It was solved with graph theory and first-order logic calculus and the mobile robots 

created the configuration modelling. Inoue et al. [68] used a mobile robot manipulator as a key 

component of the RMS system that could reconfigure the layout. When including the 

manipulator, they managed to achieve results without human powered reconfiguration of the 

manufacturing system. Based on their approach, a mobile robot manipulator using an AGV 

robot is feasible, both for high speed and high accuracy. 

2.3.2 Virtualization of RMS 

To secure safety and feasibility when working with automation, virtualization is an important 

tool. With a digital twin of the RMS system, layout design, configuration, machine selection, 

and reconfiguration could easily be done through a simulation in a “plug & play manner” [69]. 

In the simulation the designers can choose what objectives the solution should be solved on, 

constraints, and requirements. Zhang et al. [70] proposed a five-dimensional model-driven 

reconfigurable digital-twin (RDT) framework and built a digital twin for a manufacturing 

system solved on reconfigurability. They proved that the RDT could be used for a 

manufacturing system and reconfigurable tasks with the use of expandable model structure and 

an optimization approach. Leng et al. [71] created a prototype system where the manufacturing 

system was reconfigurable, and the reconfiguration was driven by the digital twin. This was 

done in two parts; a semi-physical simulation gathered data that was sent for optimization, and 

the semi-physical system received the results for verification and implementation. However, 

the system was not reconfigurable on its own and it is highly complex. In the state-of-the-art 
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paper covering DT frameworks for RMS made by Hajjem et al. [72], they concluded that the 

reconfiguration of the software part is not thoroughly looked into, and the relationship between 

flexibility with scalability, and modularity have to be considered for future DT work in RMS. 

Zheng et al. [73] implemented a virtual visualization for the RMS facility layout problem using 

plant software. They built different modules including process module, control module, layout 

module, storage module, optimization module, and monitoring module. And Petroodi et al. [74] 

showed how the simulation approach can be applied with the collaboration of discrete event 

simulator and optimization of process planning and layout design. The optimization was done 

using a simulated annealing process through python, and the reconfigurability was gained by 

including mobile robots. 

2.4 Discussion and conclusion 

After reviewing papers within RMS there are roadblocks towards generating an RMS system. 

The development part is clearly lacking attention. With almost 30 years of research in the field, 

only a handful of the reviewed papers discuss how the modular design should look like or 

present any physical system. The presented systems are SMART factories and can barely be 

identified as an RMS system. Maganha et al. [9] investigated and showed in their state-of-the-

art paper, the lack of research in RMS layout design. And literature based on layout 

optimization when reconfiguring has not described how it should be implemented in a physical 

system. 

Automation should be implemented in the system for it to be regarded reconfigurable and 

responsive. The majority of the research reviewed has been revolved around optimization, 

where the solution is presented numerically, and the operational part has been neglected. Guan 

et al. [8] optimized layout with an AGV robot in mind, but they did not cover the operational 

part of the AGV robot. Yamada et al. [15] compared infrared and supersonic sensor on the 

robot, but it was only a simulation. To make the RMS system more valuable and tempting for 

the industry to implement, the development tasks and automation needs a higher degree of 

investigation. As stated in the literature, there have been a higher focus on the 

hardware/software part with optimizing machine selection, machine layout, and algorithms for 

configuration, rather than the implementation and application. The literature has not presented 

any method nor solutions to the physical layout problem.    
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3 Modelling the problem 

Chapter 3 will describe the modelling of the problem. The problem is described as n-number 

of modules that needs to be placed in a feasible layout for production with the aid of an MiR-

100. 

3.1 Assumptions 

Developing a product-based RMS system is a broad term. Especially when there is no 

foundation for how it should look like or be operated. Neither in the software nor the hardware. 

RMS systems today is developed based on guidelines found in the literature and subjective 

opinions. Assumptions are to be made to simplify the problem.  

The modelling is proposed with the physical system in mind. Coordinates for the generated 

layout is the output of the mathematical model. The objective function is minimizing the 

distance and area between modules. Formulation of the model should not be specific to the 

quantity of modules in the lab but be formulated so it can be extended to include more than the 

five modules that exists today. To avoid having an exponential growing model and thus having 

the need of high computer power, modules are grouped in two or three. Meaning, if the problem 

is upscaled, the model will stay the same, only added more groups. 

The global working order for modules is chosen by the product. In addition to the working order 

of the global system, each equipment have one optimal working direction, locally. For this 

problem, the working direction for each equipment is fixed. The facility is described as the 

feasible space where the RMS system can be placed physically in the lab. One module is chosen 

as the reference module and one point on that module will be the zero point for that group. If 

more groups are added they will use one of the already placed modules as the reference module. 

3.2 Constraints 

Constraints in the modelling ensures the validation and verification of the model when running 

the physical system. 

1. No overlap between modules. 

2. Working order of modules are decided by product family. 

3. Working direction for each module is decided by working order and reach of 

equipment placed on each module. 
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4. Working direction is fixed. 

5. Facility is 10x5 meters. 

6. Three objectives are maximum quantity per group. 

3.3 Dependent and independent variables 

The modelling is proposed with regards to the variables displayed in table 1. 

 

Table 1: Dependent and independent variables that the mathematical model has to support. 

3.4 Mathematical modelling 

A mathematical model provides a method for solving physical problem with mathematical tools 

[75]. The problem is a physical problem, but for the algorithm to create new coordinates for the 

layout, the problem must be defined mathematically. The mathematical model should make the 

algorithm search for feasible coordinates in x and y direction. There are numerous approaches 

for developing a model that will do so, however for this problem, a vector-based approach has 

been chosen. The mathematical model is proposed based on the problem, the assumptions, the 

variables, and the constraints. 

3.4.1 Notations 

Notations that are being used in the mathematical model: 

𝑛 = 𝑠𝑒𝑟𝑖𝑒𝑠 𝑜𝑓 𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 (3.1)  

𝑥𝑛 = 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖𝑛 𝑥 − 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 

𝑦𝑛 = 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖𝑛 𝑦 − 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 

𝑥𝑙 = 𝑙𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 𝑓𝑜𝑟 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

𝑥𝑢 = 𝑢𝑝𝑝𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 𝑓𝑜𝑟 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

𝜃𝑛 = 𝑎𝑛𝑔𝑙𝑒 

Independent variables Dependent variables

Change of part family.
Modules must be added, removed, 

and/or moved to a new location.

Fixed equipment introduced. Objectives must be changed slightly.

New modules introduced.
Constraints must be defined to match 

the sizes of new modules.

Other equipment is present in the facility.
The layout should be relocated to a 

feasible position.
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𝑣𝑥𝑛 = 𝑥𝑛 × 𝑐𝑜𝑠𝜃𝑛 

𝑣𝑦𝑛 = 𝑦𝑛 × 𝑠𝑖𝑛𝜃𝑛 

𝑣𝑛 = 𝑣𝑥𝑛 + 𝑣𝑦𝑛 

𝑦𝑑𝑖𝑠 = 𝑠ℎ𝑜𝑟𝑡𝑒𝑠𝑡 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑚𝑜𝑑𝑢𝑙𝑒𝑠 𝑖𝑛 𝑦 − 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 

𝑥𝑑𝑖𝑠 = 𝑠ℎ𝑜𝑟𝑡𝑒𝑠𝑡 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑚𝑜𝑑𝑢𝑙𝑒𝑠 𝑖𝑛 𝑥 − 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 

3.4.2 Version 1 

Three resultant-vectors placed from one module to another (v1, v2, and v3) describes the 

connection and distance between modules. Thus, they are the objectives to be minimized. 

Thereby, minimizing the distance between the modules. By constraining the problem to 

maximum three functions per group, the three resultant-vectors will be connected as a triangle. 

Three points p1, p2, and p3 describes start/end for v1, v2, and v3. The minimization problem: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑚𝑜𝑑𝑢𝑙𝑒𝑠 (3.2) 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 𝑓1, 𝑓2, … , 𝑓𝑛

𝑛=3

 

𝑓1 = 𝑣1 

𝑓2 = 𝑣2 

𝑓3 = 𝑣2 −  𝑣1 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 〈𝑣𝑥1 + 𝑣𝑦1 〉,
𝑛=3

〈𝑣𝑥2 + 𝑣𝑦2 〉, (𝑣2 − 𝑣1) 

Since this problem have three functions that is to be minimized simultaneously it is a multi-

objective problem. Search heuristics are often used for multi-objective problems. For this 

problem there are no known values in the functions so the search heuristics will have to test 

multiple solutions to find near optimal. Variables in the search is implemented as shown in 

equation (3.3). 
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𝑥𝑙 ≤ 𝑥1, 𝑥2, 𝑦1, 𝑥2 ≤ 𝑥𝑢 (3.3) 

𝑥𝑙 ≤ 𝜃1, 𝜃2 ≤ 𝑥𝑢 

No overlapping, constraint nr. 1, must be constrained in the model. Thus, the optimization 

algorithm searching for near optimal solution cannot be allowed to use values that leads to 

modules crashing. It can be constrained in x-direction or y-direction, or both. Dependent on 

what direction, the size of either x-vector or y-vector between modules must be of a size that 

leaves the shortest gap between two modules larger than 0. 

0 ≤ 𝑌𝑑𝑖𝑠 (3.4) 

0 ≤ 𝑋𝑑𝑖𝑠 

3.4.3 Version 2 

The first version of the mathematical model gave positive output, but for further enhancing the 

model, a revision was made. Third objective was unnecessary and by constraining differently, 

the resultant-vectors does not have to be connected. Objective 3 is thus to reduce the area 

produced by the two modules. Version 2 of the mathematical model is shown in equation (3.5): 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒: ∑ 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑚𝑜𝑑𝑢𝑙𝑒𝑠, ∑ 𝐴𝑟𝑒𝑎 𝑡𝑎𝑘𝑒𝑛 𝑏𝑦 𝑡ℎ𝑒 𝑝𝑙𝑎𝑐𝑒𝑑 𝑚𝑜𝑑𝑢𝑙𝑒𝑠 (3.5) 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 𝑓1, 𝑓2, … , 𝑓𝑛

𝑛=3

 

𝑓1 = 𝑣1 

𝑓2 = 𝑣2 

𝑓3 = (𝑎𝑏𝑠(𝑣𝑥1−𝑣𝑥2)) × (𝑎𝑏𝑠(𝑣𝑦1−𝑣𝑦2)) 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 〈𝑣𝑥1 + 𝑣𝑦1 〉,
𝑛=3

〈𝑣𝑥2 + 𝑣𝑦2 〉, (𝑎𝑏𝑠(𝑣𝑥1−𝑣𝑥2)) × (𝑎𝑏𝑠(𝑣𝑦1−𝑣𝑦2)) 

Lower/upper limit and constraints are executed as in version 1.  
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4 Method 

The method will cover the work towards validation and verification (V & V) of the 

mathematical model and use the model to generate layouts for the physical system. The V & V 

will be performed in two stages. First, the method will be proposed for visualizing the layouts 

digitally. After verifying the solution is feasible, part two will include the testing of the solution 

in the physical system. The layout of the physical system should be near-identical to the 

visualization. The mathematical model is proposed as a solution that can be extended within 

the system, by adding groups. To validate this proposition, the first solution will contain three 

modules. Then, another group will be added to include the five modules that exists in the 

physical system. This chapter will showcase the methods that have been used for obtaining the 

results. 

4.1 Software 

There are an enormous number of software possibilities for finding a solution to this problem. 

Because this is a mathematical problem, the program must be capable of solving mathematical 

problems as well as being able to include search heuristics. All scripts for operating and running 

the physical system is built in Python. Python is chosen based on the already established 

connection between mobile robot and modules through Python. Because of its popularity, there 

have been developed multiple frameworks/libraries with optimization algorithms coded and 

ready to use that are available from GitHub [76-78]. 

4.1.1 Pymoo 

Pymoo is a framework for optimization problems in Python [78]. It has 17 different algorithms 

that covers single, multi and many objective-optimization. Pymoo have the opportunity for both 

benchmarking and creating/solving own problems. The framework is updated regularly and 

giving the user the opportunity to choose algorithm without having to implement a new library. 

4.2 Algorithm 

An algorithm is going to be the decisionmaker for the new layout. Previous studies that have 

opted an optimization approach have used different types of search heuristics. While studying 

differences, it was found that Deb et al. [79] compare NSGA-II with Pareto-archived evolution 

strategy (PAES) and strength-Pareto evolutionary algorithm (SPEA), and concluded that the 

NSGA-II was dominant compared to the other two. Two different studies performed a 
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comparison test between NSGA-II and multi-objective PSO (MOPSO). Hojjati et al. [80] 

concluded that the NSGA-II gave better results while Nourbakhsh et al. [81] stated the opposite. 

The difference however was minor. When comparing NSGA-II with NSGA-III, Ciro et al. [82] 

stated the latter is better constructed to solve problems with more than two objectives. Pham et 

al. [83] showed a slightly higher performance as well with the NSGA-III. Ishibuchi et al. [84] 

compared NSGA-II and NSGA-III on multiple test problems and concluded that both were 

superior on different type of problems. They also experienced different results when 

implementing NSGA-III with different libraries. There are limited information on 

implementation of NSGA-III on own problems, but Blank et al. [78] created a framework for 

using NSGA-II in Pymoo. Therefore, NSGA-II will be used based on the framework, and 

former successful implementations. 

NSGA-II is a non-dominated sorting genetic algorithm and described as a multi-objective 

optimization algorithm[79]. Meaning it can minimize/maximize two or three objectives. 

Compared to a genetic algorithm, the mating and survival selection are modified. The crowding 

distance is used to determine solutions. Furthermore, the NSGA-II uses tournament mating 

selection who compares the rank first, followed by the crowding distance. This is done to 

increase pressure on the selection process. The algorithm has a population size that determines 

the number of solutions generated. For each iteration, the algorithm provides an output of a 

dominant solution. The dominant solution is called Pareto-optimal. By its definition, a Pareto-

optimal solution with multi-objectives is: “A Pareto optimum is a state where no consumer can 

be made better off without making another consumer worse off” [85]. The Pareto optimum 

solutions form a Pareto-front and one solution in the pareto-front is the closest to optimal. To 

find this one solution, a multi-criteria decision maker (MCDM) is applied. Here, in the form of 

compromise programming. To perform the compromise programming, weights are applied in 

the decomposition, to seek the compromise between the objectives. The chosen solution is 

therefore found as a minimization between the ideal and the desired solution [86]. 

4.3 Visualization 

To swiftly validate the model and solution before applying it in the real system, two digital 

tools are used. A Python script generates modules represented as colored rectangles and a 

representation has been developed in Visual components [87].  
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4.3.1 Python visualization 

The visualization in Python is strictly for showing the layout. Each module with the size of its 

physical twin is created as a colored rectangle. When the script produces new coordinates for 

the modules, these coordinates are used for visualizing the results. Visualizing the new layout 

gives the opportunity to see that no modules are overlapping, and that the layout is feasible.   

4.3.2 Visual components visualization 

While the visualization in Python is strictly for the purpose of visualizing the proposed layout, 

it has limited connection with the physical system. In Visual Components the facility has the 

same coordinates as the mobile robot map in the physical system. The modules are constructed 

with the same size as its physical twins and their appearance is intended to be similar. It will be 

used to visualize the layout and help with planning how the physical system should operate. 

4.4 Physical system 

The physical systems hardware contains of five modules and a MiR-100 mobile robot. The 

modules and sizes of the modules are presented in table 2.  

 

Table 2: Type of equipment and sizes of each module. 

Equipment Size in x-direction Size in y-direction

Nachi robot 0.75 0.5 m

Scara robot 0.88 0.6 m

Creality CR-30 0.61 0.9 m

Conveyor 1.5 0.52 m

Lift conveyor 1.08 0.8 m
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To allow the system the opportunity to work autonomously, the system is connected to an Open 

Platform Communications Unified Architecture (OPC UA). All the modules are equipped with 

a Raspberry Pi or small computer that can receive information from the server. In the script, a 

command for docking makes the mobile robot drives towards the module. When the mobile 

robot has stopped in front of the module, a marker attached to the module will be put in position 

1. The mobile robot drives underneath the module and stops when it hits the marker. The marker 

in position 0 (down) and 1 (up) is shown in figure 2. 

 

Figure 2: Figure on the left shows the marker on the module in an upright position. The figure on the right shows 
the marker down. 

The mobile robot is equipped with two beams that with the help of a motor can be extended 

outwards. When extended the bars are in dock-position, shown in the right on figure 3. The 

modules have a construction that the beam fits into, which gives the mobile robot the ability to 

drag modules to a new location. The mobile robot drags the module to the position found in the 

script. When the mobile robot has successfully placed the module in correct position, the bars 

go back to zero-position (undock-position). Left of figure 3 shows the undock-position.  

 

Figure 3: Figure on the left shows the mobile robot in an un-dock position and figure on the right shows the dock-
position. 
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For the execution of the system, a script is generated where Python connects to the OPC UA 

server. See figure 4. The new layout that is generated is being sent to a script that executes the 

mission. See figure 5. The system's operation script instructs the mobile robot to dock, move to 

the new set of coordinates, then undock.  

 

Figure 4: Script describing the connection with the OPC UA server. 

 

Figure 5: Script that utilizes the two layouts based on the coordinates found by the developed model and method. 
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4.5 Creation of operation scripts 

Scripts for generating layout for the physical system is divided into multiple parts. This chapter 

will describe the method behind the scripts, and how the results will be obtained. The first part 

is how the mathematical model will be validated. The second part describes upscaling the 

mathematical model and using the results for the physical system. Since it is a product-based 

RMS system, the module-order is decided by the product. The product that the system is based 

on is a shaker. The shaker will be produced in a 3D-printer, and then moved to an assembly 

step by combining pick and place robot-arms and conveyors. A method for placing the RMS 

system with a fixed machine is proposed as well. The last part contains a method for finding 

near-optimal placement in the facility for the system.  

4.5.1 Validating the mathematical model 

Based on the mathematical model, two resultant-vectors will emerge from a module that is the 

reference module. When finished in the 3D-printer, the shaker will be moved by the Nachi robot 

with a limited reach. Therefore, the Nachi robot is the decision-maker.  

 

Figure 6: Describes how the resultant-vectors will search when running the script. 

Figure 6 illustrates how the resultant-vectors emerges from the reference-module. Red arrow 

illustrates the size of v1, and green arrow illustrates v2. The end point of the arrows indicates the 

position of the reference point on the modules that needs positioning. Objective 3, the area, is 

the area between the dominant green and red arrow. A flowchart describing the script operation 

can be seen in figure 7. 
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Figure 7: Flowchart describing how the script containing the algorithm will operate. 

The objectives are to minimize the resultant-vector v1, v2, and minimize the area as shown in 

figure 8. The Nachi robot is the reference module, and the reference point can be seen as p1. 

Hence, the 3D-printer and conveyor are placed dependent on the Nachi robot. Because the 

Nachi robot has limited reach and its intention is to pick pieces from the printer and place them 

on the conveyor, that is the optimal equipment for reference. Corners for resultant-vector 

endpoints were chosen based on the shortest distance from how the author intended the layout 

to look like. However, any placement on the modules can be used for reference points. 
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Figure 8: Show the objectives from the mathematical model with three modules. 

The Nachi robot has a reach of 0.912m, which is the maximum value for the variables. Despite 

the Nachi robot's possibility to operate within 270º, the variable's viable input is limited for 

simplicity. 

0 ≤ 𝑥1, 𝑥2, 𝑦1, 𝑥2 ≤ 0.912 (4.6) 

0 ≤ 𝜃1, 𝜃2 ≤ 90° 

Two constraints are implemented in the code to avoid any overlap between modules. 3D-printer 

is constrained in y-direction. The distance between center of Nachi-robot, to the end of the 

module it is placed on in y-direction is 0.15m. The constraint is set to 0.2m as a safety factor. 

Constraint 2 is constraining the conveyor in x-direction. The Nachi robot is placed in center on 

the module from x-direction perspective, being 0.3m from the edge of the module. Also for the 

x-constraint, a safety factor has been added.  

0.2 ≤ 〈𝑣𝑦1〉 (4.7) 

0.35 ≤ 〈𝑣𝑥2〉 
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The constraints are following this principle in future methods. The intention is allowing the 

algorithm to only search where there are no other modules, but empty floorspace. Worth noting 

that the constraints in the script are identical to the constraints in equation (4.7), but the class 

demands the greater-than-sign to be opposite way to generate correct results.  

 

Figure 9: Script with the implementation of the mathematical model as a class. 
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As seen in figure 9, the objectives, constraints, and variables are created in a class, named 

“Group1”. The Pymoo library have implemented a results command that deploys the algorithm 

to produce output from the class. There are some customizations implemented in the algorithm 

that can alter the results. 

Kalyanmoy Deb [88] showed that NSGA-II have moved very close to the true Pareto-optimal 

front after 100 generations. Based on this, the algorithm was programmed to terminate the 

search after generation 100. The population size is set to 200 and offspring to 100, which results 

in 20100 function evaluations (200*100+100). The sampling has been set to “real random” for 

the initial population. This is because the vectors and area represent the foundation of a future 

layout, yet there are no known variables prior to the search. A simulated binary crossover has 

been included. This will create offspring during the evolution and ultimately enhance the results 

of the search[89]. To further secure realistic results, and increase the diversity in the population, 

a mutation operator is implemented in addition. The mutation works together with the binary 

crossover and create a few mutated results that will be evaluated in the evolution of the 

results[89].  

The operators have stayed consistent for all searches and results. 

4.5.2 Upscaled 

While the method for generating a layout for three modules are for validating the mathematical 

model and potential revisions of the mathematical model, the upscaled approach are the basis 

for the physical system. The former validation is used as guiding principles in this approach. 

By expanding to five modules, the mathematical model can be verified as having the ability to 

be upscaled/downscaled. Here, layout generation is divided into two groups. For the first group, 

the algorithm finds the near-optimal coordinates for the 3D-printer and conveyor. For the 

second group, the same algorithm finds the near-optimal coordinates for the Scara-robot and 

the lift-conveyor. The objectives are formulated similarly, but the constraints are alike. The two 

groups are solved in the same script. 
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Figure 10: The objectives shown with two groups. 

The constraints for group 2 are shown in equation (4.8): 

0.3 ≤ 𝑣𝑦1 (4.8) 

0.1 ≤ 𝑣𝑥2 

0.2 ≥ 𝑣𝑦2 

These constraints prevent the modules from overlap. The constraints are formulated based on 

the validation, with one module in x-direction, and the other in y-direction. However, module 

2 in group 2 (lift-conveyor) is constrained in both x and y-direction to avoid overlapping. Group 

1 is implemented as in figure 9, and figure 11 show group 2 implemented similarly but with 

different constraints. 
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Figure 11: Group 2 as implemented in the script. 

4.5.3 RMS system placed with a fixed equipment 

Methods for generating layout in 4.5.1 and 4.5.2 have been restricted to only include the 

modules that forms the RMS system. In addition, it is preferably that the system can collaborate 

with fixed equipment. There will be situations where it is wanted to use heavy equipment that 

is fixed in the facility and not feasible nor possible to be moved with a mobile robot. Therefore, 

it is wanted to establish a scenario that describes this issue. Figure 12 illustrates a scenario 

where a CNC machine (5x2 meter) is fixed in the workspace, and 3 modules are to be placed 

accordingly to the reference point, p1.  
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Figure 12: Objectives shown from the reference being a fixed equipment to modules within the RMS system. 

Since there are three modules to be placed, the mathematical model is tweaked slightly. This 

also strengthen the versatility of the model. 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 𝑣1, 𝑣2, … , 𝑣𝑛

𝑛=3

(4.9) 

𝑓1 =  𝑣1 

𝑓2 = 𝑣2 

𝑓3 = 𝑣3 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 〈𝑣𝑥1 + 𝑣𝑦1〉,
𝑛=3

〈𝑣𝑥2 + 𝑣𝑦2〉, 〈𝑣𝑥3 + 𝑣𝑦3〉  

The constraints are keeping the modules from overlapping. 

0.5 ≤  〈𝑣𝑦1〉 (4.10) 

0.5 ≥  〈𝑣𝑦2〉 

1.1 ≤  〈𝑣𝑥3〉  
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Constraint 4.10.1 and 4.10.2 secures that the 3D-printer and Nachi robot does not overlap in a 

y-direction. Constraint 4.10.3 prevents the conveyor from overlapping with the other modules. 

The modified mathematical model implemented in the script is showed in figure 13. 

 

Figure 13: Model for RMS system and fixed equipment implemented in Python script. 
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4.5.4 Placement in the facility 

The layout is generated locally within the RMS system. When generating the layout in the 

facility, the facility has a feasible region where the layout can be placed. A method for finding 

the optimal placement in the facility is proposed, following the flowchart presented in figure 

14. 

 

Figure 14: Flowchart describing the process of finding near-optimal placement in the facility.  
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5 Results 

The results will display the results from the methods proposed. The results are divided into 

multiple parts and the last part show the results from the physical test with the link to two 

YouTube videos of the layout generation in the physical system.  

5.1 Validating the mathematical model 

When running the script presented in the method section, a Pareto front is plotted as a part of 

the output. The Pareto front shows the solutions the population have converged towards. 

 

Figure 15: The Pareto-front. 

Each blue dot represents one population. Even though all are dominant and feasible, there are 

only one solution that is the closest to optimal. By utilizing the compromise programming the 

closest to optimal solution is found. This solution is displayed as the red dot in figure 16. 
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Figure 16: The Pareto-front with the near-optimal solution showed as a red dot. 

This solution is stored and printed. The three values represent f1, f2, and f3. 

 

Figure 17: Best point in the search with the sizes of the objectives. 

F1 and f2 are the resultant-vectors. They must be decomposed to find the distance between the 

reference points, in x and y-direction. The angle of the resultant-vectors related to the x-axis is 

stored and presented in Figure 18.  

 

Figure 18: Angle for v1 and v2. 
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Figure 19: Length of the decomposed v1 and v2. 

Figure 20 illustrates the resultant-vectors in red, and the distance from p2 to center of module 

2, and p3 to center of module 3, in yellow. 

 

Figure 20: V1 and v2 presented on the finished layout with sizes from p2 and p3 to centre of modules. 

As explained in the method section, p2 and p3 are positioned in the modules' corners. Both the 

visualization in Python and Visual Components, and the physical system uses center 

coordinates as input. Therefore, the decomposed vectors must be added or subtracted the 

distance from p2 and p3 to the module center, represented as yellow vectors in figure 20. Adding 

or subtracting depends on where the center is located in reference to what corner is used for 

reference.  

 

Figure 21: Shows the decomposition and adding the distance from the corner (P2 and P3) to the centre of the 
module in Python. 
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Values printed in figure 22 are used for plotting the layout in Python and visualizing the layout 

in Visual components. The layout and comparison can be seen in figure 23. 

 

Figure 22: Distances from the reference point P1 to the centre of module 2 (3D-printer) and 3 (Conveyor). 

 

Figure 23: Figure on the left shows the plotted layout in Python with a caption of the equipment. Figure on the 
right shows the layout in Visual Components. 

The black circle represents the position of the Nachi robot on the module. The coordinate 

system simply reflects the entire size of the layout and does not determine where the layout is 

located inside the facility.  

 

Figure 24: Another angle of the visualization in Visual Components. 

The visualizations are good verification tools for the results. No modules are overlapping, and 

the Nachi robot can reach both modules.  
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5.2 Upscaled 

5.2.1 5 Modules 

With the upscaled version, obtaining results are divided in two. Group 1 is implemented 

similarly as previous, and the output is visualized in 5.1. The algorithm finds the results for 

group 1 first, then for group 2. Both results are printed simultaneously. Figure 25 shows the 

Pareto-front for group 2. 

 

Figure 25: The Pareto-front for group 2. 

 

Figure 26: Sizes of the objectives for group 2 from the preferred solution based on compromise programming. 

The system is global, and group 2’s layout is generated based on the layout for group 1. The 

position for the conveyor is stored from group 1’s results and this size is added to the length of 

the decomposed vectors. The Scara robot and lift conveyor is placed dependent on the Nachi 

robots position (zero-position for the system). 

 

Figure 27: Sizes from the zero module in the system (reference module group 1) to the two modules placed when 
solving for group 2. 



 

Page 37 of 61 

 

The results are visualized both in the Python model as well as in Visual components. Second 

yellow module represents the Scara robot, and the purple module represents the lift conveyor. 

The visualization shows the results is feasible for the physical system. 

 

Figure 28: Figure on top shows the plot of the 5 modules in Python. The bottom figure shows the visualization in 
Visual Components. 
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Figure 29: Viewing the visualization from the end. 

 

Figure 30: A different view of the Visual Components visualization. 

5.2.2 Changing the location of reference points 

Even though the mathematical model creates feasible results for an upscaled layout, the 

reference point p1 is changed to develop a more standardized approach. Start and end points for 

the search vectors shown in figure 10 is placed in the end of the conveyor. While the placement 



 

Page 39 of 61 

 

for p1 in group 2 produces feasible output, it is not an optimal approach. Furthermore, to have 

the ability to upscale and downscale, while emphasizing automation, placing the reference point 

in the middle standardizes the approach for adding/removing modules. 

 

Figure 31: Show the updated reference point for the objectives in group 2. 

When placing p1 of group 2 in the center of the reference module, it gives the layout multiple 

ways of being executed. With the new reference point, some different layouts are tested. For 

the presented layouts, the algorithm has only searched for angle-values between 0º and 90º 

(Sector 1 in the unit circle.). When presenting different layouts, some tests have been performed 

with the algorithm searching within other sectors in the unit circle. However, the algorithm 

gives an error when increasing the angle variable above 180 degrees. This problem is solved 

by simulating the algorithm is searching in another sector by multiplying the decomposed x or 

y vector (Dependent on which sector the module is placed.). The coordinate system and the 

sectors are placed on the conveyor in figure 32. The conveyor is positioned as shown in figure 

31. 

 

Figure 32: The unit circle with the four sectors showing possible directions for modules to be placed in. 
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Based on the new reference point, three different options for a layout for five modules is 

generated by changing the way the modules are constrained: 

Version Scara robot (yellow) Lift conveyor (purple) 

1 Positive y-direction. Negative y-direction. 

2 Positive y-direction. Positive x-direction. 

3 Positive x-direction. Negative y-direction. 

Table 3: Different ways of constraining to create different layouts. 

 

Figure 33: Plotted following the constraint described in version 1 in table 3. 

 

Figure 34: Figure on the left shows the plot from version 2 in table 4. Figure on the right shows’ version 3 in table 
4. 
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5.2.3 11 modules 

Many manufacturing systems include more equipment and workstations than what is presented 

in this system. By upscaling to 11 modules there is simulated a manufacturing system with 

more assembly steps for the shaker. To obtain the results, it will be grouped into five groups. 

After the script have generated output for one group, a reference point will be placed in the 

center of the optimal module. Here, the optimal module is the one having a limited reach. Thus, 

the robots. 

 

Figure 35: Python plot of the results with 11 modules. Red module represents 3D-printer. Yellow modules 
represent robot arms. Purple module is the lift-conveyor. Blue are conveyors and green represents a table. 

 

Figure 36: Visual Components visualization of the results with 11 modules. 
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Figure 37: Another angle from the visualization of the 11 modules results. 

5.3 RMS system connected with fixed machinery 

When combining the RMS system with the fixed CNC machine, the script is formulated as for 

the validation of the mathematical model, but with the objectives that is presented in the method 

section. The formula for obtaining results is the same as for prior gathered results. 

 

Figure 38: Pareto-front from the script results for the model that collaborates between the RMS system and fixed 
equipment. 
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Figure 39: Decomposed the resultant-vectors forming the objectives. Shows the distance from the reference point 
on the CNC machine to the modules. 

The distances presented in figure 39 are visualized both in Python and in Visual components. 

 

Figure 40: Comparison between the Python plot (Left) and the Visual Components visualization (Right). 

 

Figure 41: Another angle of the visualization of the RMS system together with the CNC machine. 
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5.4 Finding placement in the facility 

As stated in constraint nr. 5, the facility is 10x5 meter. The physical system is the reference for 

finding the optimal placement. Since [0,0] is located in the corner of the lab, x = [20,30] and y 

= [20,30] has been used for feasible placement in the facility. For now, the feasible range is an 

open space, and the most optimal position when minimizing is therefore [20,20]. The 

coordinates and center for this surface can be seen in figure 42.  

 

Figure 42: Values for the surface covering the layout that is the basis for finding the placement in the facility. 

The center for each module is stored from the layout generation. By adding this value with the 

center for the surface, the new position is given. The modules are placed similar to each other 

as previously, but in an optimal position in the facility. 

 

Figure 43: Show the same layout as in the upscaled 5 modules results. But the coordinates on the x-axis and y-
axis are showing the feasible range in the laboratory. 

The position in the feasible range in the facility it can be seen it is placed as close to the bottom 

left corner as possible.  
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Figure 44: The space in the figure indicates the feasible placement in the laboratory. The figure shows the layout 
being placed in the bottom-left corner. 

This approach can be extended. The same technique was used on the upscaled version including 

11 modules. The same range for feasible region have been used.  

 

Figure 45: Show the same approach have been successfully implemented on the 11 modules results. 

For these results it is assumed that the facility is empty. However, if there are any fixed 

equipment in conflict with the layout, it must be constrained. 
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5.5 Physical system 

Two layouts will be presented with the physical system. Layout 1 is the same layout which was 

found in 5.2.1. When performing the physical test, it was discovered that the mobile robot could 

not place the modules as close as shown in the digital visualization. The sizes of the modules 

were added 0.3m in x and y to avoid this problem. Layout 2 is generated to record the 

reconfiguration of the physical system. Layout 1 have been placed in an optimal placement in 

the laboratory. Because of some other equipment existing in the laboratory when the experiment 

was conducted, the coordinates alter from the results in 5.4. Figure 46 illustrates the coordinates 

that was extracted from the script and figure 47 displays the visualization of layout 1. 

 

Figure 46: Present the coordinates that was sent to the execution script for the two layouts. 

These values are then converted to a string so they can be executed in the physical system. 

 

Figure 47: Plot (Left) and visualization (Right) for layout 1 how it should be placed in the physical system. 
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Layout 1 physical system: 

 

Figure 48: Figure shows layout 1 by the physical system in the laboratory. 

 

Figure 49: A different angle of Layout 1 in the laboratory. 
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A comparison between the physical system and the visualization in Visual Components can be 

seen in figure 50. 

 

Figure 50: Comparison between the physical system (Left) and the visualization (Right). 

After layout 1 was completed, the system reconfigured into layout 2. However, layout 2 is not 

placed in the optimal placement in the facility. To demonstrate the reconfiguration, layout 2 

was simply positioned at a secure distance from layout 1. Visualization for layout 2 can be seen 

in figure 51 and the physical system in figure 52 and 53. 

 

Figure 51: Plot (Left) and visualization (Right) for layout 2 how it should be placed in the physical system. 
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Figure 52: Layout 2, physical system. 

 

Figure 53: Another angle of layout 2 performed by the physical system. 

A comparison between the visualization in Visual components (figure 54), and the physical 

system (figure 55) is presented for layout 2. 
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Figure 54: Visualization of layout 2 that is compared with the physical system showed in figure 55. 

 

Figure 55: The physical system from the same angle as the visualization in figure 54. 

In table 4, link for the videos showing the physical system creating layout 1 & 2 can be gathered. 
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Layout 1 https://www.youtube.com/watch?v=voFilQ-

QfH8&t=1s&ab_channel=UiTNarvik-IndustrialEngineering 

Layout 2 https://www.youtube.com/watch?v=3OfvNkiVtr4&t=31s&ab_channel 

=UiTNarvik-IndustrialEngineering 
Table 4: YouTube links for the physical system placing layout 1 & 2. 
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6 Discussion and Conclusion 

6.1 Discussion 

A general model has been proposed to generate layouts for a physical RMS system as a response 

to the layout problem in RMS. An algorithm generates the layouts, and a method for 

determining the near-optimal location to place the layout has been introduced. The model 

proposed requires limited amount of computer-power and generates a new layout within 

seconds. To validate and verify the methods used and the results acquired, tests on a physical 

system have been undergone and the results have been compared between the physical system 

and digital visualizations. To the author’s knowledge, no experiment has been done previously 

with automating layout generation as a response to the layout problem in RMS.  

A connection between the program creating layouts and the physical system have been used, 

emphasizing the automation of the system. The model containing the scripts have been proved 

to be general. The model can easily be upscaled by adding groups in the script. Even though 

placing five modules are not a complex problem, the method was proposed as an answer to 

create a foundation for the automation problem within RMS that clearly lacks in the literature. 

One of the major reasons for applying the NSGA-II as the problem solver, is that with an 

upscaled problem that is more complex, the same method can be applied. For showing the 

method’s strength and versatility, different scenarios have been tested and visualized. The RMS 

system placed in a layout that collaborates with a CNC machine is shown, as well as multiple 

layouts using the same modules.  

Though the results are verified comparing the physical system with the visualization, some 

parts need more investigation. For maximizing the method proposed, a benchmark solution 

should be investigated. Then, the effectiveness of the method can be extended further. To 

further generalize the method, the fixed angle of each module should be included in the 

mathematical model, and then be found in the search.  

The direction of the constraint has been chosen manually for each module. When creating a 

layout that includes a higher number of equipment and thus more groups, the direction each 

new group is placed towards have an impact on the total area the system occupy. Also, the 

equipment order becomes more complex. Therefore, the method should be extended further to 

include direction selection for new groups to be placed. 
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6.2 Conclusion 

The results concludes that the proposed method can be used for tackling the layout problem in 

the RMS system. Two different layouts were generated based on manufacturing a drinking 

shaker, using a developed mathematical model in a Python script. The results were found 

utilizing the NSGA-II algorithm. The mathematical model was validated, and different tests 

were completed. The output from the Python script were coordinates for the new layout, placed 

in a near-optimal feasible region in the facility. In addition to the two layouts for the physical 

system, an upscaled visualization of 11 modules is shown.  

A connection in Python was used to send the coordinates to the physical system. In the physical 

system, a MIR-100 mobile robot autonomously configured layout 1, and then reconfigured the 

system into layout 2. The results from the physical test were compared with the visualization 

to validate and verify. Both tests have been filmed and the YouTube link can be found in the 

results section. The results enhance both the automation and the effectiveness of the system. 

6.2.1 Future works 

The method and mathematical model should be strengthened and developed further. The model 

should be benchmarked to find where the method can be augmented. The angle of placement 

for each module should also be generated automatically by the script.  

In the literature there have been multiple studies on optimal equipment order based on products. 

To generalize the method further for tackling more complex problems, a connection should be 

made with such methods and the method presented in this thesis.  
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