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Abstract

A key driver to offering smart services is an infrastructure of Cyber-Physical systems (CPS)s. By definition, CPSs are intertwined
physical and computational components that integrate physical behaviour with computation. The reason is to autonomously execute
a task or a set of tasks providing a service or a list of end-users services. In real-life applications, CPSs operate in dynamically
changing surroundings characterized by unexpected or unpredictable situations. Such operations involve complex interactions
between multiple intelligent agents in a highly non-stationary environment. For safety reasons, a CPS should withstand a certain
amount of disruption and exert the operations in a stable and robust manner when performing complex tasks. Recent advances
in reinforcement learning have proven suitable for enabling multi-agents to robustly adapt to their environment, yet they often
depend on a massive amount of training data and experiences. In these cases, robustness analysis outlines necessary components
and specifications in a framework, ensuring reliable and stable behaviour while considering the dynamicity of the environment.

This paper presents a combination of multi-agent reinforcement learning with robustness analysis shaping a cyber-physical sys-
tem infrastructure that reasons robustly in a dynamically changing environment. The combination strengthens the reinforcement
learning, increasing the reliability and flexibility of the system by applying robustness analysis. Robustness analysis identifies
vulnerability issues when the system interacts within a dynamically changing environment. Based on this identification, when
incorporated into the system, robustness analysis suggests robust solutions and actions rather than optimal ones provided by re-
inforcement learning alone. Results from the combination show that this infrastructure can enable reliable operations with the
flexibility to adapt to the changing environment dynamics.
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1. Introduction
Sensors and communication technologies have emerged rapidly, enabling to collect a lot of information at a very

high level of detail. Such vast amount of detailed information allows sophisticated analysis to take place. Analyzing
enormous information yields a better understanding of the insightful meanings behind the captured data. This further
boosts the ability to better optimize the human and the community’s daily life activities through the enablement of
CPSs, which can act and react through cognitive reasoning processes that sometimes can occur in a distributed manner
[25].

CPSs are intertwined computation, physical processes, communications, and networking components, where the
computation controls the hardware in order to perform a specific task. CPSs integrate physical behaviour with com-
putation to autonomously execute a task or a set of tasks to provide a service or a list of services for end-users’
(i.e., individuals, group of individuals, organizations). These CPSs describe embedded systems, sensors, and control
systems that are enabled by computational algorithms.

The CPS surrounding environment is likely to have a dynamic nature for real-world applications. The system needs
to have an adaptable behaviour that should behave the same irrespective of the environment’s dynamicity. That means
a CPS should be robust and securely fulfill a service with a certain level of quality, even with the introduction of faults
or when unforeseen situations in the surrounding environment occur. To this aim, a robust (resilient) CPS design
should ensure the system’s stability, security, and systematicity. The design process of an entire robust CPS includes
concepts and modelling of control, security, and cyber-physical coupling, where the connections between security
and control models should be drawn [17]. Reliability is an essential characteristic of a well-designed robust CPS.
Nevertheless, it is hard to achieve robustness since the computer programs and algorithms are naturally exerted in a
discrete manner. Simultaneously, the physical actions, which CPSs tend to control against the dynamically changing
surrounding environment, are continuous.

Recent breakthroughs in AI and especially in reinforcement learning (RL) of multi-agent systems have realized
many real-life applications. RL-based approaches enable multi-agents to adapt to the environment robustly, yet they
often depend on a massive amount of training data and experiences. Ideally, CPS should work in a robust, distributed,
and collaborative manner while making smart and cognitive decisions and finding better, quicker ways to solve data-
driven problems. With robustness analysis, the CPSs get robust solutions to execute, rather than deterministic optimal
ones as the reinforcement learning provides.

The main contribution of this work is to present a combination of reinforcement learning with robustness analysis.
Utilizing reinforcement learning in multi-agent systems guarantees the choice of optimal policies. On the other hand,
when the multi-CPS system is augmented by robustness analysis, it can realize robust behaviour. This combination
ensures the system’s flexibility and reliability.

This paper presents the different building blocks of the infrastructure RAMARL formed by a network of multi-
agents that use reinforcement learning as their reasoning strategy. The work shows how robustness analysis can be
combined with the different components of the infrastructure. The result is an infrastructure of multi-cyber-physical
systems RAMARL that reason and behave robustly in a dynamically changing environment.

2. Related work
To illustrate how CPS can be integrated to form smart infrastructures, different CPS architectures and frameworks

are proposed in the literature. The previously researched attempts serve a specific purpose. For instance, in [1] a review
on a CPS architecture with 5 components for manufacturing based on standards is presented. The 5 components, from
the hardware connection up to the application level, are listed as follows:

1. Connection for Condition Based Monitoring (CBM) sets up protocols for data transfer and realization;
2. Conversion for Prognostics and Health Management (PHM) is responsible for converting captured data into

information to bring self-awareness;
3. Cyber for Cyber-Physical Systems (CPS) represents the central knowledge that includes all the information

gathered and their analysis;
4. Cognition for Decision Support System (DSS) provides insights on the decision-making, the alternative actions

the system would follow to achieve the goal, and the consequences of interacting with the environment;
5. Configure for Resilient Control System (RCS) is concerned with providing cyber-physical feedback.
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Another work in [13] introduced a smart and volatile ICT infrastructure that is human-centric, so-called Ipsum. The
devices and services attached to this infrastructure are ubiquitous. These devices are built on common ICT infras-
tructures, including sensors, software, and systems, that support operational task coordination. Ipsum’s main goal is
to illustrate how the different devices and services can be brought together to support smart cities and communities
based on personalized services.

The work in this paper, is based on previous research presented in [14] which outlined the varying reasoning
strategies and robustness analysis along with their advantages and drawbacks to enable CPS to reason robustly. As
a prolongation, this paper shows how deep reinforcement learning, one of the non-classical reasoning strategies, is
combined with robustness analysis to carry out robust reasoning in multi-agent autonomous CPS. The contribution is
a common CPSs infrastructure handling robust reasoning in dynamic environments.

3. The RAMARL System
The RAMARL system is an infrastructure of CPSs forming an intelligent multi-agent reinforcement learning

(MARL) system. Individual CPS in the system are assigned a certain goal while interacting with other systems.
Individual CPS in the system is assigned a certain goal while interacting with other systems. Each CPS typically
works in a closed-loop fashion. The CPS takes the data from the sensors and adapts its actions based on this sensing
data to handle, for instance, distance keeping, path tracing, or object tracking.

CPSs have been used as the core component of a wide range of applications, such as applications together with the
Internet of Things (IoT), autonomous systems, e.g., smart autonomous robots, unmanned autonomous air, underwater
or surface vehicles, self-driving cars, and Smart X technologies as in smart grid, smart manufacturing, smart trans-
portation, smart cities, smart health. In these smart X technologies, the CPSs can interact in a distributed manner to
perform desired tasks. Smart CPSs are considered the next generation of manufacturing development in the Industry
4.0 framework with self-organization, self-diagnosis, and self-healing capabilities facilitating them to adapt to contin-
uously changing manufacturing requirements. In manufacturing, the CPS is the core component of a service-oriented
architecture equipped with cognitive capabilities such as perception, reasoning, learning, and cooperation. Setting up
proper architectures and standards for information and knowledge exchange in such CPSs is still in its early stages
[1, 29, 33, 4].

Ideally, autonomous CPS systems should work in a robust, distributed, and collaborative manner while making
smart and cognitive decisions and finding better, quicker ways to solve data-driven problems. The proposed infras-
tructure follows a modular approach to facilitate the flexibility and agility of the components. CPSs are modelled to
work in collaboration. They are by nature agile, potentially disposable, and can be deployed in large numbers leading
to decentralized information management and decision making [25, 4].

Fig. 1. RAMARL proposed system

3.1. The network of agents infrastructure

The core component of the infrastructure, as illustrated by the network of agents in fig. 1, is the controller system
that defines the system agents at three levels: individual agents, multiple agents performing a single task, and the third
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level is the control over the full system. Agents’ beliefs, goals, and intentions are modelled through a multimodal
Belief-Goal-Intension (BGI) approach [10, 15, 8, 12, 6, 5].

A multi-agent robust CPS concept is concerned with an entire system of multiple agents interacting together
through negotiations and coordination in a secure manner while considering the whole system’s resilience, flexi-
bility, scalability, and adaptability to environmental changes. Mission-based intelligent multi-agents exert situation
awareness, analyze and infer information from the knowledge base, and determine precise interventions to achieve the
desired goal.

Modelling the network of agents aims at achieving scheduled orchestration between sensors and actuators’ events.
Sensors are passive agents; they are generally used to monitor and report quantitative measurements observed in per-
ception and information fusion phases. Controllers inquire simple knowledge representation and symbolic rules to
perform their reasoning tasks for planning and communicating within their surroundings [5]. The agent-based mod-
elling approaches interpret heterogeneity, autonomy, social dynamics, and interactions between agents or distributed
computational devices [7]. Each agent in the proposed infrastructure is considered a closed-loop feedback system;
e.g., it is goal-oriented and self-directed, interacting with other agents to achieve its designated goal while adapting to
changes in the surrounding environment.

3.2. The MARL trainer-executor component

The trainer-executor component is based on a multi-agent reinforcement learning approach. The reinforcement
learning (RL) is one of the main Machine Learning (ML) paradigms that has recently witnessed rapid growth. Ap-
proaches of RL allow intelligent agent systems to learn a set of actions, which form a plan or a policy to interact
with the environment. In ML, the learning process applies an inductive reasoning strategy, and in RL, specifically, this
reasoning strategy tends to maximize a cumulative reward while learning the plan to accomplish a specific task [16].
In RL, knowledge is built over time, allowing the CPSs, i.e., robots, to adapt while interacting with the environment.

Typically, a single-agent problem is formulated as a Markov Decision problem defined by the tuple ⟨S,A,R,T , γ⟩,
where an agent observes a state s ∈ S and selects an action a ∈ A. The state transition T is defined by the probability
function P(s′|s, a) : S×A×S → [0, 1] which receives a reward R defined by r(s, a) : S×A×S → R. The goal is to

maximize the expected cumulative discounted return defined by Rt =

∞∑
k=0

γkrt+k, where γ ∈ [0, 1] is a discount factor

that balances between immediate and future rewards.
Methods of Deep RL (DRL) further inherit the deep learning capability that efficiently allows the discovery of

features belonging to the learned policy. In DRL methods, neural networks learn to approximate either an optimal
policy or a value function. The former, deep RL, follows a policy gradient approach that learns a parametrized policy
π(s, u) Vπ(s) = Eπ[Rt |st = s] [30]. The latter, neural networks, learns a value function Q(s, a) for (s: state, a: action)
pairs, and the policy is formed by the selected actions that maximize the reward Qπ(s, a) = Eπ[Rt |st = s, at = a] [31].
Both learning methods are combined to form a more advanced so-called actor-critic technique [28], where the actor
is the learned policy, and the critic refers to the systems. The critic part of the network provides the rewards to the
agents such that a single agent learns how to interact with its surrounding dynamically changing environment. This
actor-critique technique forms a DRL framework that aims at learning the optimal policy an agent would follow to
interact with its environment.

Multi-agent RL (MARL) approaches extend the single-agent RL by including distributed decision-making at a
larger scale. Multiple agents are generally trained to execute strategies in a decentralized manner [26]. In MARL, the
problem formulation is modelled as a partially observable Markov decision problem within a DRL framework [20].
However, the learning task becomes difficult when the environment is dynamic. In this case, each agent in a multi-
agent system often assumes all other learning agents as part of the environment leading to a non-stationary situation.
This situation may lead to choosing an optimal policy that might not be robust since it is exerted distributively. To
mitigate the problem of non-stationarity, several approaches for centralized training with decentralized execution have
been proposed [19, 11]. Nevertheless, centralized parts can destroy the benefits of having decentralized environments.
Including a centralized processing unit while learning, often called a critic network, trained to minimize the loss in
actor-critic methods, solves the non-stationarity issue by ensuring joint observability of the global state. This unit
is then removed during the execution and once individual agents learn the optimized policy via policy gradient in a
decentralized manner. However, a centralized solution is not suited for scalable problems, especially when the action
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space grows exponentially with the number of agents involved in the decision-making and the environment changes
constantly. Several approaches mitigate the scalability issue. These approaches vary between shared critic networks
for actor-critic algorithms, such as MADDPG [19] and QMIX [22]. In MADDPG, the learning policies are based
on multi-agent coordination that trains on an ensemble of policies leading to more robust multi-agent policies. On
the other hand, the QMIX employs a network that estimates joint action values. These joint actions are considered
monotonic per agent to guarantee tractability and consistency between centralized and decentralized policies. Some
other methods use communication across the network of multi-agents, such as DIAL [11] and CommNet [27] to solve
the problem of scalability. The DIAL implements deep neural networks to learn end-to-end communication protocols
in complex environments with partial observability. In this approach, the agents backpropagate error derivatives using
a centralized learning approach with decentralized execution. The COMNet is a neural network model where the
agents learn how to communicate continuously to perform cooperative tasks. Other methods, such as the macro-
actions approach introduced in [2], provide abstractions to improve scalability. These abstractions seek to remove
unnecessary details in a trained multi-agent model, thereby demonstrating scalability in several domains. However,
this scalability introduces other open questions and challenges to solve, such as sparse and delayed rewards where
many actions are to be taken before a reward signal is available. Other problems are due to the combinatorial nature
of MARL as a result of the exponential growth of the agents’ action spaces.

MARL systems are adopted in competitive, cooperative, and mixed scenarios. They have been proven very useful
for building effective decision-making for systems within several areas, such as for example, analysing, learning, and
modelling:

• Analysis of behaviours through the evaluation of agent’s algorithms in multi-agent scenarios. These methods
are generally used in game theory (e.g., Atari, social dilemmas).
• Learning to communicate with other agents through protocols. With effective decision-making, these protocols

solve cooperative tasks.
• Learning to cooperate using actions and local observations together with effective decision-making.
• Modelling other agents through learning to reason how other agents accomplish their tasks. The reasoning is

carried out by effective decision-making.

MARL using deep learning requires a tremendous number of samples for effective training and robust performance.
As with any other ML approach, the DRL must have a trainer-executor component [21] to train a model deciding

on the set of actions that must be taken and executing them while interacting within an environment. The essential
constituents of this DRL are 1) a trainer that is a collection of agent learners responsible for sampling the data
from the dataset and updating individual agent parameters and 2) an executor that forms a collection of agents/actors
interacting with the environment. The results of each agent’s training including all sets of actions along with their
corresponding cost/reward are sent to the MARL using thread programming. Those results are tuples in the format of
⟨S,A,R,T , γ⟩ per agent, where a state s ∈ S can be for example the agent’s geo-position (e.g. (3,4), (4,5), (5,6)), an
action a ∈ A is the action the agent can take such as, go forward (GF), turn left (TL), turn right (TR), and go backward
(GB). Each of the listed actions affects the geo-position state of the agent and is associated with a cost/reward integer
value (e.g. -1, 3, 5), where the higher the value the closer the agent is to achieving its goal. Accordingly, actions with
higher reward values are chosen by the agents. The MARL trainer-executor is based on DRL and can implement three
types of architectures: centralized, decentralized, and networked architecture.

A centralized architecture depends on a central computing capability with complete knowledge about individual
agents in the system and their policies. This central unit aims at coordinating and integrating the actions performed
by the agents. It realizes the plan and actions required to complete the task safely and optimally, yet it is hard to
scale. In a decentralized agent architecture, individual agents are responsible for their own observations, decisions,
and actions. In a decentralized agent architecture, each agent works in a closed loop and is assigned a small task or
goal to be reached. Agents in this setup are likely to follow a swarm algorithm to reach a global goal. A networked
architecture, however, mitigates the realized problems from both architectures. This networked architecture defines a
communication topology that enables connected agents to exchange the necessary information to interact with their
environment [9]. Fig. 1 illustrates that the adopted architecture in this proposed framework is a mix of a centralized
architecture and a networked MARL architecture. Interconnected agents form a group that shares necessary infor-
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space grows exponentially with the number of agents involved in the decision-making and the environment changes
constantly. Several approaches mitigate the scalability issue. These approaches vary between shared critic networks
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a centralized learning approach with decentralized execution. The COMNet is a neural network model where the
agents learn how to communicate continuously to perform cooperative tasks. Other methods, such as the macro-
actions approach introduced in [2], provide abstractions to improve scalability. These abstractions seek to remove
unnecessary details in a trained multi-agent model, thereby demonstrating scalability in several domains. However,
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solve cooperative tasks.
• Learning to cooperate using actions and local observations together with effective decision-making.
• Modelling other agents through learning to reason how other agents accomplish their tasks. The reasoning is

carried out by effective decision-making.

MARL using deep learning requires a tremendous number of samples for effective training and robust performance.
As with any other ML approach, the DRL must have a trainer-executor component [21] to train a model deciding

on the set of actions that must be taken and executing them while interacting within an environment. The essential
constituents of this DRL are 1) a trainer that is a collection of agent learners responsible for sampling the data
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value (e.g. -1, 3, 5), where the higher the value the closer the agent is to achieving its goal. Accordingly, actions with
higher reward values are chosen by the agents. The MARL trainer-executor is based on DRL and can implement three
types of architectures: centralized, decentralized, and networked architecture.
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agents in the system and their policies. This central unit aims at coordinating and integrating the actions performed
by the agents. It realizes the plan and actions required to complete the task safely and optimally, yet it is hard to
scale. In a decentralized agent architecture, individual agents are responsible for their own observations, decisions,
and actions. In a decentralized agent architecture, each agent works in a closed loop and is assigned a small task or
goal to be reached. Agents in this setup are likely to follow a swarm algorithm to reach a global goal. A networked
architecture, however, mitigates the realized problems from both architectures. This networked architecture defines a
communication topology that enables connected agents to exchange the necessary information to interact with their
environment [9]. Fig. 1 illustrates that the adopted architecture in this proposed framework is a mix of a centralized
architecture and a networked MARL architecture. Interconnected agents form a group that shares necessary infor-
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mation through communication channels. Adopting a hybrid architecture guarantees the system’s scalability since
faster communication between connected agents is ensured by minimizing the communication load from or to the
MARL trainer-executor component. The MARL trainer-executor component is the central unit, see Fig. 1, that de-
fines approaches for the training and execution of the MARL. It is responsible for controlling and orchestrating the
information transfer between agents. In particular, it ensures a proper transfer of the learned policy between agents.
The policy is transferred between the agents, especially from those agents leaving the network to those agents newly
attached to the volatile network infrastructure. The MARL agents in this infrastructure are trained to provide coordi-
nated tasks, and the task-sharing capability is enabled by a communication protocol agreed upon between the different
agents.

3.3. The environment interface component

The environment interface component shapes the system’s interaction with its surrounding environment. This inter-
face has four constituents: 1) dataset interface responsible for receiving input data and send data to the other agents, 2)
observer-interpreter that observes the surrounding environment and interprets the input data captured by the sensors,
3) policy maker-action executor that sets the policy based on the training process and 4) a feedback loop that feeds
information about output back to the agents. The four interfaces are generally attached to individual agents within the
system to enable their collaboration and interaction.

The dataset interface is responsible for sharing all information necessary for the system to train, operate and interact
with the environment. This information is a mix of current and historical data. The dataset encompasses: 1) data
captured by the system, 2) information converted into analysis, 3) the training dataset, 4) learned information from
the model during the training process, 5) decided upon policies and actions taken by the system, and 6) feedback
provided in the training process and during the execution and interaction with the environment. This component is
also responsible for orchestrating the heterogeneous data received and requested by the different system components.
To access the data, a shared memory is a central component that allows agents in the infrastructure to reason, make
decisions, and create their policies and actions. Furthermore, it includes the dataset used during the MARL training
process. This dataset is gradually incremented through the feedback from the system’s interaction with the surrounding
environment.

The observer-interpreter interface is responsible for capturing raw data through the existing sensors of the agents,
and processing the data for further interpretation of the situational awareness. At this stage, protocols for connections
and data transfer to the network of agents are realized. The captured data is sent to the interpreter, who converts these
data into knowledge that brings self-awareness to agents. The technologies involved are context-aware that allow
the different components of the system to automatically obtain information from either other existing agents and the
surrounding environment.

The policy maker-action executor interface derives and concludes the set of proposed actions that are taken by the
system by incorporating DRL algorithms with the reasoning strategies and evaluating the alternatives. The policies
are learned during the training process, and they create operational plans and missions to be executed by the individual
agents in the system. The action executor interface is attached to actuators. The executor’s main purpose is to achieve
the decided plans and actions.

The feedback (reward/cost) loop is incorporated to observe the system behaviour closely. The computational resources
and the physical system affect each other via this loop. The feedback plays an essential role in the two stages of the
system: the training and the execution. It provides the reward to build up the learned knowledge and policies during
the training process. At the same time, during the execution process, it ensures that the exerted actions are aligned
with system goals.

4. Robustness Analysis with Multi-Agent Reinforcement Learning
The term robustness analysis (RA) is commonly coupled with system flexibility. RA aims at evaluating the cor-

rectness of the system’s reasoning and reliability when interacting with unforeseen or erroneous inputs. The term RA
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refers to methods for evaluating initial decision commitments under conditions of uncertainty, providing an opera-
tional measure of flexibility. The subsequent decisions are then implemented over time. Thus, RA starts with an initial
model design and evolves it over time, i.e., when new decisions are made. These new decisions are included in the
model design.

RA can be found in several contexts, systems and domains with different interpretations [14]. Among these, one us-
age is to quantifying the perturbations’ impacts on the system’s functionality [18]. Another usage of RA can be found
through generating and dealing with a diversified set of hypotheses and models with a high degree of heterogeneity
to confirm the output results of the system decisions or actions [24]. RA is also considered a tool that improves the
system robustness by incorporating random variations in the problem formulation [3]. Random variations is dealing
with unplanned and uncontrollable variations from a planned level of performance. The variations may arise from
external influences (e.g. unpredicted situations) or they may be inherited in the policy learned (e.g. slight variations in
the actions taken). This way of dealing with unpredicted situations can improve the reliability of the system design.
RA is defined as a reasoning method for structuring problem situations and evaluating decisions that can be staged,
sequentially. This allows correct functioning in the presence of data noise and environmental fluctuations. In this case,
RA is used to measure the distinctions between the initial decision, i.e., commitment and acceptable options stored in
the database, and evolving and changed decisions. It will be a chain of decisions, which can be interpreted to evaluate
the decision made over time. Moreover, RA also evaluates the implications of those decisions on the system’s stability
without affecting its flexibility of interacting with the environment. With RA, ML algorithms can increase the prob-
ability of a particular action option by evaluating decisions that can be sequentially staged. When RA is adopted in
ML, it can improve operations functionalities despite data noise and environmental fluctuations [14]. At the system
design stage, RA imposes certain assumptions on the dynamicity of the environment. These assumptions consider the
probabilistic nature of failures or unforeseen situations in the problem formulation [23]. At the execution stage, RA
measures the degree to which the system can function with unforeseen or erroneous inputs when executing the set of
actions decided by the reasoner and accordingly identifies vulnerability issues in the system behaviour. Based on this
identification and to maintain the system’s reliability, RA suggests robust solutions to execute rather than deterministic
optimal ones [14].

Fig. 2. Robustness analysis for the system’s input-output stability

To guarantee the system flexibility and robust behaviour in a dynamically changing environment, a 4-step procedure
that achieves RA, fig. 2, can be summarized as follows:

1. Generating diversified models with heterogeneous observations and assumptions to make a consensus about the
observations or results [32, 24].

2. Incorporating random variability in the problem formulation [3].
3. Adding perturbation to the data to evaluate the robustness of the operation [18]
4. Seeking input-output stability of the overall system behaviour [23].
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Robustness analysis is combined with multi-agent reinforcement learning to provide optimal solutions that are
also robust solutions. The reinforcement learning is applied to observations made in the environment to get the most
appropriate routes in a certain setting. On these routes, the robustness analysis is applied to find the most robust route.

The observations are concerned with the input data captured by the system’s sensors. These captured data highly
affect the decision-making of the system since they might be redundant, incorrect, and include noise. Typically, this
data is processed by ML algorithms to identify information about the system status. Accordingly, robustness analysis
should ensure the correct interpretation of the data, allowing, for instance, multiple sensors to observe the same phe-
nomena to ensure high accuracy. Robustness analysis is applied by incorporating random variability into the problem
formulation, see Fig. 2 (Robustness of operations). The reasoner evaluates a set of alternative actions before making
the final decision into action and sending it to the CPSs. This evaluation involves verifying the prospective rewards
of alternative decisions while considering the environment’s dynamicity. The robustness of operations focuses on the
execution of the set of actions decided by the system when interacting with the environment. To get the set of actions,
the training use deep reinforcement learning, DRL. During the DRL training process, perturbations are added to the
data in the dataset. This is used by robustness analysis to verify and validate the system’s reliability. These perturba-
tions ensure the system’s stability by learning to react to unforeseen situations. In this case, RA considers additional
assumptions on situations that likely can occur, providing stochastic features instead of deterministic ones. The system
reasons about these stochastic features. Accordingly, RL decides on the set of possible actions and RA chooses the
action that is more likely to maintain the system robustness according to a certain situation.

The overall system input-output stability is considered after the execution of the actions. At this stage, a feedback
loop is incorporated into the CPS to observe the system’s behaviour, closely. This feedback loop ensures that the
exerted actions are aligned with the system goal. In addition, it continuously updates the rewards of the actions
taken, incrementally building up the dataset for better future system behaviour. A successful increment of RA can
improve the reliability of a system especially within a dynamic environment. RA should be applied to the entire CPS
infrastructure to ensure robustness.

5. Robustness Analysis in RAMARL
5.1. Robustness analysis in the network of agents component

RA in the network of agents component of RAMARL applies sensor fusion methods on the input data, utilizing
various and heterogeneous sensors to ensure the reliability of the data. Furthermore, RA applies concepts and ap-
proaches of fault tolerance, privacy, and security to ensure the stability and availability of the data captured from the
sensors. On the problem formulation, RA, on one hand, extrapolates vast amounts of data to achieve high accuracy
in forecasting and prediction. On the other hand, RA facilitates the attachment and detachment of agents to and from
the network in a volatile manner, i.e., connect to and communicate with the agents that are affected by an action and
disconnect the agents that are not affected. This volatility ensures a flexible problem formulation. Individual agents
are by nature goal-oriented. Each applies its learned policy to achieve a designated goal. This decentralized goal task
distribution ensures the robustness of operations, which is the third step of the RA procedure. RA achieves input-
output stability by considering each agent as a closed-loop system; in other words, individual agents adapt their
actions based on the interactions with other agents and the surrounding environment.

5.2. Robustness analysis in the MARL trainer-executor component

RA on the input data ensures an incremental building of the training dataset, even during the execution while
collecting feedback from the system’s interaction with the environment. The RA of the problem formulation adds
random variability to secure the reliability of the system operations. Robustness of operations is ensured when
individual agents learn the policy in the training process. RA safeguards the proper transfer of the learned policies
between agents. The overall system input-output stability is guaranteed by updating the learned policies overtime
during the training as well as the execution processes.

5.3. Robustness analysis in the environment component

Robustness analysis to deal with the input data applies a diversified set of observation tools (e.g., sensors) to
ensure the robustness of the data. When multiple sensors make observations, a conflict resolution system manages



3664	 Aya Saad  et al. / Procedia Computer Science 207 (2022) 3656–3665
Author / Procedia Computer Science 00 (2022) 000–000 9

data ambiguity. In addition, RA relies on context-aware technologies to ensure the correctness of the captured data
and situational awareness. Here the saying of ”the larger the training dataset, the better the system performs” does
not apply, especially when it needs to adapting the learned policies while facing unforeseen situations. During the
training process, the agents learn in a distributed manner to formulate their policy, hence adopting RA in the problem
formulation. It is the trainer’s responsibility through the use of a large dataset to add and cover different scenarios to
ensure system stability when unforeseen situations occur. The robustness of operations ensures the orchestration of
storing and retrieving the necessary information for the system to operate. Policymaking is exerted during the training
process. Individual agents update their policies depending on the dynamicity of the environment to align with the
system’s end goal.

The overall system input-output stability is guaranteed by applying continuous feedback during the training
and execution processes. This feedback enables the system to observe its performance while interacting with the
surrounding environment. Updates on policies and system behaviour are frequently sent to the database to build up
the dataset for training incrementally.

5.4. Evaluation and discussion

A RAMARL infrastructure is formed by a network of agents having distributed goals and performing tasks in
a decentralized manner. Accordingly, each agent is considered a closed-loop while communicating observed data,
learned information, and actions taken through the MARL trainer-executor using thread programming. The trainer-
executor learns the policy that is formed by the selected agents’ actions that maximize the cumulative discounted
reward given by Qπ(s, a) = Eπ[Rt |st = s, at = a], for (s: state, a: action) pairs that is provided through a vast amount
of data to ensure reliability and robustness.

The data set of a given agent is provided in the format of geo-positions (representing the agent’s states), actions
(e.g., GF-go forward, TL-turn left, TR-turn right), and an integer value indicating the reward/cost for the entire path,
given by using reinforcement learning: ((1,2), (3,4), (4,5), (5,6), GF, 3), ((1,2), (2,3), (3,4), (4,5), (5,6), GL, -1), ((1,2),
(4,5), (5,6), (GF, TF), 4), ((1,2) (2,3), (3,3), (3,5), (5,6), TL, 0).

These paths with rewards from each agent are stored in a database in RAMARL, which becomes data set for robust
analysis. The MARL trainer-executor takes the results from each agent involved in the environment and calculates a
result using tuples:

MARL tuples ⟨S,A,R⟩ for this example are given as follows: S (set of states): [[(1,2), (3,4), (4,5), (5,6))], [(1,2),
(2,3)], (3,4), (4,5), (5,6)], [(1,2), (4,5), (5,6)], [(1,2), (2,3), (3,3), (3,5], (5,6)] A (actions): Go-forward, Turn-Left,
Turn-Right

The result of maximizing the cumulative discounted reward is inferred from the reward list given by R (reward): 3,
-1, 4, 0. Accordingly, the set of selected states for this agent is = [(1,2), (4,5), (5,6)] suggesting (GF, TF or TR) as the
set of actions that need to be taken by the agent.

The RAMARL uses MARL trainer-executor to calculate a robust outcome from all the agents taking the same
route in the environment, which are connected to the RAMARL. RAMARL includes robustness analysis to get a
robust decision. This decision is considered to be the most robust outcome of the agents, at hand, since it is based on
several different agents’ performances. Thus, the more agents that come up with the same path with good or acceptable
rewards the better the outcome is for RAMARL.

6. Conclusions and further work
This paper presents RAMARL, a system that combines robustness analysis with multi-agent reinforcement learning

to reason robustly in a dynamically changing environment. The combination strengthens the agents’ reinforcement
learning, increasing the reliability and flexibility of the system by applying robustness analysis. When robustness
analysis is incorporated into the system, the analysis suggests robust solutions and actions. Those suggested actions
ensure the system’s overall reliability and flexibility. Accordingly, by taking those proposed actions, the system adapts
to the dynamicity of the surroundings hence allowing the system to have a robust behaviour that is optimal according
to a specific situation. This additional adaptability is opposed to making deterministic optimal decisions as provided
by reinforcement learning when adopted alone by the system and which may not lead to robust behaviour.

The next step is to test the RAMARL system and study the results in a real environment. The expectation is the see
that the agents’ behaviour is robust which may or may not be optimal.
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