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Abstract—As the world is moving towards more personalized
and customized manufacturing, the manufacturing system needs
to adapt. One method can be to integrate industry 4.0 concepts
in reconfigurable manufacturing systems (RMS). This allows the
manufacturing system to become more self-sustaining and flexible
at the same time. There is however, a lack of research on how to
integrate industry 4.0 concepts such as industrial Big Data (IBD)
into RMS. This paper looks at how IBD techniques can be used
on an RMS for classification and how to collect data from an
RMS. A case study where five different movable platforms are
identified with an accuracy of more than 85% is showcased.

Index Terms—Reconfigurable Manufacturing System (RMS),
Industrial Big Data (IBD)

I. INTRODUCTION

With globalization, manufacturing companies are experienc-
ing more fluctuations in product demand and unpredictable
market changes [1]. At the same time, the manufacturing
industry is moving towards more personalized production,
which requires more frequent changes to the manufacturing
system.

One approach to handle these changes is to have a re-
configurable manufacturing system (RMS). RMS is built on
modularity and can rearrange itself based on functionality and
production capacity. It provides a system that can quickly
adapt to changes in the market at a reasonable cost.

RMS has the same high throughput as dedicated manufac-
turing lines (DML) and the agility of flexible manufacturing
systems (FMS) while also being able to respond to changes
in the market [2, 3]. It has been shown that taking DML
and adding reconfigurability can give considerable capacity
savings [4].

We are still in the early stages of research on RMS and
how to implement RMS [5]. It has been found that there is a
need for more research on reconfigurability towards industry
4.0 and how to use the industry 4.0 technologies in RMS [6].

Industry 4.0 brings new technologies such as simulation,
autonomous robots, industrial internet of things (IIoT), cloud,
cybersecurity, additive manufacturing, and Big Data (BD)

and analytics [7]. These technologies enable manufacturing
systems to be self-learning, controlling and aware. Industry
4.0 technologies are fundamental for the success of RMS [8],
making the system more intelligent and self-sustaining.

One concept from industry 4.0 that can allow an RMS to
become smarter is BD and data analysis [8]. BD for an RMS
can be used to store and gather historical data, trends and
status of the system and machines [8].

BD can be used to manage large amounts of data in an
efficient way [9]. The emergence of the internet has led
to a large amount of data being collected that can not be
handled with traditional tools for analysis and processing.
Data collected from machines, the environment, humans and
manufacturing processes can help improve the product quality
and reduce production costs [10].

BD is a term often used to describe data that is challenging
to manage with traditional tools [11]. It can be defined as, “Big
Data is the Information asset characterised by such a High
Volume, Velocity and Variety to require specific Technology
and Analytical Methods for its transformation into Value”
[12].

BD in industry 4.0 applications can be used for business
intelligence, product quality enhancement, machine health
prediction, production planning and fault tolerance [11]. Com-
bining BD techniques with a cyber physical manufacturing
system can allow for monitoring of the system and real-time
decisions making for production scheduling [13]. It is also
important to note that BD is not only related to the volume of
the data but also the velocity, variety and veracity [14].

There are differences in how BD is used in different indus-
tries. For example Industrial Big Data (IBD) requires other
processing techniques than for BD in social networks [15].
IBD is related to machine generated data instead of human
related data and can be collected from machine controllers,
manufacturing systems and sensors [16].

As mentioned before, RMS is built on modularity and can
contain multiple platforms that are working together. In this



paper we will define IBD for RMS, as data collected and
analyzed from the whole manufacturing system. This includes
multiple platforms, machines, sensors, logistics systems, ERP
system and so on. Collecting and analyzing data from one plat-
form or machine can be considered small data, but collecting
and using data from multiple platforms and machines is IBD.

This paper will look at how IBD can be applied to an RMS
and have the following contributions:

• We will look at how IBD can be collected from multiple
platforms in an RMS.

• Look at how the data from a mobile robot that is part of
an RMS can be used with IBD techniques and how the
volume, velocity, variety, and veracity effects the usability
of the data.

The remainder of this paper can be structured as follows.
Section II explains how the system is set up and it is connected.
Section III goes through the four BD processing where the
data is collected and how the data can be used to predict which
platform is being moved. Discussion and conclusion in section
IV and V.

II. DATA PROCESSING

This section look at the system setup, how it is connected
together.

A. System setup

An RMS often consists of different modules that can be
assembled together based on a specific manufacturing task.
For our experiments we have built a modular RMS of the
following components:

• Nachi platform: A small anthropomorphic industrial
robot

• Scara platform: A four joint SCARA robot
• Conveyor lift: A conveyor that can be moved up and

down
• Conveyor platform: A normal conveyor to transport

goods
• 3D print platform: A creality CR-30 3D printer that

can automatically print parts and move them out auto-
matically.

These platforms can be moved and reassembled automat-
ically with a mobile robot (MiR100). The mobile robot is
equipped with a top module that has two pins that can move
out to fasten itself to the platforms. It has a max payload of
100 kg but a towing capacity of 300 kg [17]. In this system,
the platforms are being towed using the docking module.

A video on how the system works has been created and
can be found https://youtu.be/idA-TmYP45c. The Video show-
cases the mobile robot picking up the five different platforms
from various positions in the laboratory and assembling them
to a manufacturing system. Afterward, the mobile robot takes
the system apart and builds a new manufacturing system in
front of the vertical storage lift (Compact lift).

B. Connection

This system consists of robots and other machines from
different brands such as Nachi, MiR and Adept. These ma-
chines have different communication standards and it is time-
consuming and tedious to create a separate method to collect
data from each machine separately.

Another approach to collect data from the robots is to
connect all machines to the Open Platform Communications
Unified Architecture (OPC UA) server. The OPC UA is an
IEC 62541 standard [18] and is widely accepted and used
for industrial communications systems. It is seen as a reliable
and secure standard for data exchange between components
[19]. Connecting machines to the OPC UA server allows for
a standardized method of communication and control.

The large conveyor, conveyor lift and 3D print platform use
raspberry pi for control while the Scara and Nachi platforms
have ubuntu machines. All these computers connect wirelessly
to the OPC UA server, update data from the platforms to the
OPC UA server and take data from the OPC UA server. This
method allows for data collecting and monitoring while the
system is running. Figure 1 shows how the system is connected
with the OPC UA server.

Fig. 1. The figure shows how all platforms and the mobile robot is connected
to the OPC UA server.

C. Mobile robot connection

After all the platforms have been connected to the OPC UA
server the mobile robot needs to be connected as well.

The mobile robot has a REST-API which can be used for
simple control of the robot, gather information and changing
settings on the robot. This interface uses JSON messages with
get, post, and put messages. A python program is created,
which works as a bridge between the OPC UA server and
mobile robot. The program takes data from the mobile robot,
sends it to the OPC UA server and takes control data from the
OPC UA server, sends it to the mobile robot.

The REST-API gives somewhat limited information on the
mobile robot and it is not possible to get data directly from
the motors, power system, or sensors. If the payload is too
heavy, the mobile robot will stop and give the operator the
error message “motor stall detected!” or “power limit”. Thus,
it can be beneficial to get data directly from motors, the power
system, and various sensor data.



It is possible to get more data on the mobile robot by using
a web browser and connecting to the IP address of the robot.
Under “Monitoring” and then “Hardware health” you can get
data on the internal Computer, Motors, Power system, Safety
system, Sensors and Serial interface.

The data displayed in the browser is updated automatically
every second. One method to collect this data is by using web
scraping. Web scraping is a technique used to collect data from
websites and save them to databases or files [20]. It can be
used to extract data from websites automatically.

A second python program is created to collect the data
from the web browser and put it in the OPC UA server. The
program uses Selenium [21] which opens a chrome browser
and goes to the IP address of the mobile robot. Then opens
the “Hardware health” pages and extends all the windows to
show the information from the mobile robot.

From the “Hardware health” page, there are 237 variables.
For the sake of simplicity, saving time and processing power,
only a set number of variables were chosen and limited to 84
variables. These variables are constantly read from the website
and updated to the OPC UA server. The variables collected
were on the motors, power system and sensors. A screenshot
from the data in the OPC UA server can be seen in figure 2.

Fig. 2. The figure showcases the data taken from the web browser and
transferred to the OPC UA server. The program UA Expert [22] is used to view
OPC UA server, where the yellow square shows the data from the browser.

D. Data characteristics

When the data has been collected and processed it can be
analyzed by looking at the characteristics. In the case of BD, it
can be divided into four main characteristics volume, velocity,
variety and veracity [14] [23]. Where:

• Volume: Is related to the amount of data/information
being gathered. There is a need for algorithms that can
handle and process large amounts of data in real time
[14].

• Velocity: Is related to the speed at which the data is
created, gathered and streamed [24].

• Variety: Data variety is related to the different data
sources where the data is collected [24]. In industrial
manufacturing systems, this often relates data from sen-
sors, machines and other manufacturing equipment.

• Veracity: Is related to the quality accuracy and correct-
ness of the data collected [25].

To evaluate the data from the mobile robot it can be
beneficial to have the update rate and size of the data coming
from the mobile robot. A simple python program is created,
that measures how often the variable pitch from the gyroscope
and the current of the left motor was updated. The data
is updated every second. The data size collected was also
measured, for all the 237 variables the size is around 2208
bytes.

When relating these four characteristics to the mobile robot:
• Volume: With the 237 variables, the data collected when

the system is running is 2208 bytes per second. This
can be considered as low volume and since this is data
collection is from one module in an RMS, it will fall
under small data instead of IBD. It should be noted that
having multiple mobile robots or platforms would then
create IBD.

• Velocity: The velocity of the data is rather slow (ones a
second) and there is a chance of missing important read-
outs from the sensors. This can also affect the response
rate from the sensors and it is more beneficial to have a
higher update rate of the data.

• Variety: A total of 237 variables can be collected from
the mobile robot on the internal Computer, Motors, Power
system, Safety system, Sensors, and Serial interface.
There is data on almost all components in the mobile
robot. This data gives detailed insight into what the
mobile robot is doing and the status of the mobile robot.

• Veracity: As mentioned, the data from the mobile robot
isn’t made readily available by using their REST-API.
There is no information on how the data is collected,
transported, and the update rate of different data. It is
hard to say something about the accuracy or correctness
of the data, but a low update rate (velocity) can affect
the data quality. With low velocity of the data the system
can miss readouts from the sensors, which reduces the

III. CASE STUDY

After setting up and connecting the system, the next step
is collecting the data and using it to do classifications. This
paper focuses on data collection for the mobile robot since it
is used to reconfigure the system. The experiment is conducted
in a controlled environment and only focuses on one platform.
Thus, it will therefore fall under small data and not IBD.
Regardless, we can still use the IBD techniques and see how
the main characteristics of IBD can affect the data’s usability
in making predictions.

A. Case study/idea behind the system

As mentioned before, the mobile robot is used to move the
platforms around in the laboratory. All platforms in the system
have a marker in front which the 3D cameras can detect and
the marker allows the mobile robot to position itself accurately
relative to the marker. However since all the platforms are on
wheels, they can easily be tilted or moved out of position (e.g
by a human operator). If a platform is moved by someone other
than the mobile robot, the system will loose the position of



the platform. Thus, there is a scenario where the mobile robot
is driving around looking for platforms that have been moved
out of its predicted position. Now the idea is to collect and use
BD from the motors, power system and other sensors in the
mobile robot in order to identify which platform is found. All
platforms in the system vary in weight, size, wheel diameter
etc. and requires an unique set of forces in order to be moved
around.

In this paper six cases are considered, one for each of
the five platforms and a sixth when there is no platform
attached. The goal is to use data from the motors, battery
and sensors with machine learning to classify what platform
is being moved.

B. Big data processing

BD processing can be divided into four main steps; data
collection, data preprocessing, data storage and data analysis
[24].

• Data collection: Data can come from different sensors
or other devices that are connected up to the internet.
Therefore the first step is to collect the data from various
sources.

• Data storage: The data that is collected needs to be
stored. With BD, the data comes from different sources
and is often diverse. It might need software that is
compatible with multiple data types.

• Data preprocessing: Is used to clean and process the data
that has already been collected. Some of the data that is
collected might be invalid and needs to be removed. Other
data needs to be unified and structured so that it can be
analyzed with data from different sources.

• Data analysis: The last step is data analysis. Analyzing
BD can give information and insight into processes that
only BD analytics can give.

These four steps are used to process the data from the
mobile robot.

C. Data collecting and storage

Machine learning can be used for various types of classifica-
tion, but it needs historical data to train/fit a machine learning
algorithm. In this case, data needs to be collected while the
system is running.

To collect data, a program is created that drives the mobile
robot to a random position and orientation in the laboratory.
The area where the robot is driving is marked in figure 3.

Data is collected while the mobile robot drives towards
30 random positions. When the mobile robot is done, the
data is stored in a CSV file. The program is executed for
all five platforms and then with no platform. The same data is
collected a second time with 30 random positions. This data
is used to validate and see if the classifier works.

A short video showcasing data collection from all platforms
can be found at https://youtu.be/0Sy457WWHbM.

As can be seen in figure 3, two spots are marked with a
red square. If the mobile robot drives over these areas, there
is a high likelihood that the robot will get stuck because of

Fig. 3. Laboratory training arena: Collecting data for learning algoritm.

the pumps. If it gets stuck, it will generate the error “Right
motor stall detected!”, “Left motor stall detected!” or “Motor
power usage above limit!”. When the mobile robot gets stuck,
the data collection needs to be restarted.

An example from the variable “Battery 1 current” can be
seen in figure 4.

From the figure 4, there is a clear difference when the
mobile robot is not moving a platform and when it’s moving
a platform. It can be harder to see clear differences between
the platforms.

D. Data preprocessing and analysis

To train/fit the machine learning model the python library
scikit-learn [26] is used. Scikit-learn is a well known machine
learning library for python [27]. It has different machine learn-
ing algorithms for classification, such as naive Bayes classifier,
k-nearest neighbors and linear support vector classification.

K-nearest neighbors is a simple and popular machine learn-
ing algorithm to do classification [28]. The algorithm can
classify objects using the training data to find the nearest new
object based on euclidean formula [29].

In this case, the k-nearest neighbor’s method is used because
of its simplicity and ease of use.

It is beneficial to have clear data, where it is possible to
detect patterns. For instance, when the robot has arrived at
its position, it stops and plans a new route before continuing.
When the robot stops, the current of the motors and batteries
becomes the same for all platforms. These measurements is
removed to make the data more clear. After trimming the data,
there are around 550 to 850 measurements from each of the
84 variables.

It is possible to get the current of the motors and the
discharging rate of the battery. In addition, it is possible to
get data on the current of both batteries and the channel
temperature of the motor controller. These variables can be
used to identify if the mobile robot is pulling heavy platforms.

Then from the 84 variables, six were used to train the
classifier, as listed below:

• Battery 1 current
• Battery 2 current



Fig. 4. The graph shows a example of data collected on for the variable
“Battery 1 current”. It shows data from all five platforms and where there no
platform (none).

• Discharging current A
• Motor current-Left
• Motor current-Right
• Channel temp (of motor controller)
After testing different combinations of the six variables, it

was found that using the ”Channel temp” and ”Discharging
current A” gave the best classification (80-85% accuracy). It
is also possible to use the battery current or motor current,
giving a little lower accuracy of around 80%.

IV. DISCUSSION

In this paper, we have focused on collecting and analyzing
data from the mobile robot in the RMS. Using IBD techniques
on the mobile robot gives new opportunities to do classification
with the sensors. As mentioned, the experiment with the
mobile robot has small data and not IBD. However, the
same methods and techniques from the experiment can be
transferable to the other modules and data sources. In the
literature, there is most focus on the amount of data in IBD
cases. However, it is also important to consider the data’s
velocity, variety, and veracity.

The next step is to look at how all the data from the robot
arms, conveyors, 3D printers and other data in the system can
be used together. Merging data from different modules and
sources in an RMS can allow the system to become more
intelligent with the use of IBD.

Using the OPC UA server can be a good method to connect
manufacturing equipment, allowing for simple data collection.
However, it should be noted that connecting robots and other
machines that don’t support the OPC UA standard can be time-
consuming work. For instance, the mobile robot has valuable
data on its website, where a web browser is needed to collect
the data. Creating programs for both web scraping and the
REST-API for data collection is time consuming. It is more
efficient if robot manufacturers make all sensor data available
with an API or through the OPC UA server.

The data from the website is only updated every second
and gives a low update rate. It can be easier to find patterns
between variables if they are collected more frequently. This
again makes it more challenging to use for machine learning,
where you are trying to find differences between data. With a
higher update rate, it can be possible to estimate how much
payload the mobile robot is moving. By using the same sensors
used to identify which platform is being moved.

In addition, having an update rate of once per second can
impact the data quality. When relating this to the four V’s, we
can see that having a low velocity (update rate) can affect the
veracity of the data.

V. CONCLUSION AND FURTHER WORK

This paper looks at different applications of IBD for an
RMS in Narvik. It focuses on the sensors data from the mobile
robot and how this data can be used.

A classifier is created that uses sensor data from the mobile
robot to identify which platform is being moved. Using the
two variables “Channel temp” and “Discharging current A”
gave the best result (80-85%) with the k-nearest neighbor’s
classifier. Other variables can also be used, such as the battery
current and motor current, giving an accuracy of around 80%.

With the proposed system structure, a classifier can used to
identify which platform is being moved.

In further work, we look at how to increase the accuracy of
the classification. One method is to create a fixed path/routine
for the mobile robot to drive. When the robot is driving the
path/routine, data is collected, which can be used to classify
which platform is being moved.

It should be noted that both classifiers can be improved by:
• Collected data over a longer period of time. More data

usually means a more accurate classifier.
• More machine learning classification algorithms can be

tested to improve the classifier.
• Other variables can be tested to improve the classifier.
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