
1.  Introduction
The Arctic's sea ice cover is retreating as the region continues to warm at nearly four times the global average 
rate (Rantanen et al., 2022). Alongside a decrease in extent and age (Stroeve & Notz, 2018), the sea ice is thin-
ning (Kwok, 2018; Mallett et al., 2021) and snow depth is declining (Stroeve et al., 2020; Webster et al., 2014). 
A thinning ice pack affects the thermodynamic processes that govern seasonal ice melt and growth, as well as 
the dynamic processes that control ice mobility (e.g., Rampal et  al.,  2009). Assimilation of accurate sea ice 
thickness and snow depth data into models offers an opportunity to improve the prediction of future sea ice state 
(e.g., Holland et al., 2021; Mignac et al., 2022). Despite the importance of sea ice thickness, the most accu-
rate estimates come from highly localized in situ observations from autonomous ice-buoys or upward-looking 
sonar instruments. While airborne- or submarine-based campaigns offer greater spatial coverage, they too remain 
temporally and spatially constrained. Satellite-mounted laser and radar altimeters offer a potential solution by 
providing year-round, pan-Arctic monitoring.

Several studies have demonstrated an approach to convert Ku-band satellite radar altimeter freeboards from 
CryoSat-2 (CS2) and Sentinel-3 (S3) to sea ice thickness (Lawrence et al., 2019; Laxon et al., 2013). Sea ice 
freeboard, the height of the snow-ice interface relative to the surrounding ocean surface, is estimated from the 
return-time of a radar pulse. Thickness can be derived from the freeboard by applying the assumption of hydro-
static equilibrium together with assumptions concerning the snow, ice and water densities and the snow depth. 

Abstract  Satellite observations of sea ice freeboard are integral to the estimation of sea ice thickness. 
It is commonly assumed that radar pulses from satellite-mounted Ku-band altimeters penetrate through the 
snow and reflect from the snow-ice interface. We would therefore expect a negative correlation between snow 
accumulation and radar freeboard measurements, as increased snow loading weighs the ice floe down. In 
this study we produce daily resolution radar freeboard products from the CryoSat-2 and Sentinel-3 altimeters 
via a recently developed optimal interpolation scheme. We find statistically significant (p < 0.05) positive 
correlations between radar freeboard anomalies and modeled snow accumulation. This suggests that, in the 
period after snowfall, radar pulses are not scattering from the snow-ice interface as commonly assumed. Our 
results offer satellite-based evidence of winter Ku-band radar scattering above the snow-ice interface, violating 
a key assumption in sea ice thickness retrievals.

Plain Language Summary  Arctic sea ice thickness is often estimated using radar pulses from 
satellite-mounted Ku-band altimeters, which retrieve the radar freeboard. This is a proxy for the height of the 
ice surface above the waterline. Ku-band radar pulses are widely assumed to penetrate through the overlying 
snowpack and reflect from the top of the sea ice. This means that increased snow loading on a sea ice floe 
is expected to reduce its radar freeboard, as the snow weighs the sea ice down. We produce daily resolution 
pan-Arctic radar freeboard data sets from CryoSat-2 and Sentinel-3 retrievals. Using these new products, we 
find that an increased snow load often increases the radar freeboard, suggesting that the radar pulses are not 
reflecting off the ice surface. This could explain why satellite-based sea ice thickness estimates don't always 
match in situ observations.
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All current retrieval techniques operate on the assumption that Ku-band radar waves travel through the overlying 
snow and return to the detector from the snow-ice interface. However, in its latest assessment report, the IPCC 
attributed a low confidence in sea ice thickness changes over the satellite period to “snow-induced uncertainties 
in the retrieval algorithms” (Fox-Kemper et al., 2021, p. 1251).

Increasing snow mass depresses the sea ice into the ocean, theoretically reducing the freeboard. If the assump-
tion of full snowpack penetration were true, we would thus expect a consistent, short-term negative correlation 
between snow accumulation and freeboard. In addition, deeper snow increases the radar-pulse round-trip time 
because radar wave propagation is slower in snow than in air (e.g., Tiuri et al., 1984). Therefore, the difference 
in radar range to a theoretical sea ice surface and the waterline is smaller than the sea ice freeboard itself. This 
is corrected for in all sea ice thickness retrieval algorithms, though doing so requires knowledge of the overlying 
snow cover. In this paper we analyze the uncorrected differences, referred to as radar freeboards.

If radar waves fully penetrate the snowpack as conventionally assumed, for every centimeter of snow depth accu-
mulation, we would expect an instantaneous reduction in the corresponding radar freeboard of 0.54 cm (see Text 
S1 in Supporting Information S1) taking into consideration the combined effect of snow weight and radar prop-
agation delay in a ratio of approximately 20:17 (From Equation S9 of Mallett et al., 2021). Were this assumption 
entirely incorrect, and all radar power were scattered from the air-snow interface rather than the snow-ice inter-
face, we would expect a positive correlation between snow accumulation and radar freeboard. This is the case for 
ICESat-2 laser freeboard data (Figure S1 in Supporting Information S1). For instance, for snow with a density 
of 300 kgm −3, accumulation of 1 cm of snow depth generates an expected rise in the ranging surface of 0.71 cm 
(assuming no compaction due to the weight of snow; see Text S1 in Supporting Information S1 for derivation).

Another factor affecting radar altimetry-derived estimates of sea ice freeboard is the choice of retracking algo-
rithm applied to the returned radar waveforms (Landy et al., 2020; Ricker et al., 2014). Raw range measurements 
between the altimeter and sea ice must be “retracked” to accurately identify the mean snow-ice interface. This is 
represented by one point on the waveform's leading edge (Quartly et al., 2019), though in reality the radar pulse 
scatters from multiple heights within the altimeter's footprint. A radar return that is problematically retracked to a 
height other than the snow-ice interface may thus not necessarily be physically coming from that height. Rather, 
due to the low range-resolution of the instrument, the radar is receiving power from multiple heights and convolv-
ing the signals, resulting in the waveform being retracked to an average height between them. Thus, increased 
scattering at the snow-air interface may shift the retracking point upwards and decreased scattering would move 
the retracking point downwards.

In this study we investigate the relationship between snow accumulation and radar freeboard measurements 
from Ku-band satellite altimeters. In particular, we test whether the mean backscattering height is depressed 
by an appropriate amount in response to snow accumulation. Where the retrieved freeboard is not depressed by 
the expected amount, we infer that radar power is not being backscattered from the base of the snowpack. We 
then test empirical and physical retracking algorithms, assessing which presents the most realistic freeboard 
depression in response to snow accumulation. Finally, we investigate whether a previously identified relationship 
between radar freeboard measurements and snowfall (Gregory et al., 2021; Lawrence, 2019) could be explained 
by meteorological conditions accompanying snowfall.

Ricker et al. (2015) previously characterized a sensitivity of CS2 radar freeboard measurements to snow accumu-
lation using in situ data from buoys. Their study was conducted over the 2012–2014 winter season and compared 
radar freeboard data (processed using several fixed-threshold retrackers). We build on this work by conduct-
ing a pan-Arctic, 10-year analysis using both CS2 and S3 radar freeboard estimates, processed using both a 
fixed-threshold retracker and a physical retracker.

2.  Data and Methods
2.1.  Interpolation of Satellite Products

We created two CS2 data sets for each winter season (1 October–30 April) from 2010 to 2020, using two different 
retrackers:

CS2_CPOM: CS2 radar freeboard data, retracked using the Centre for Polar Observation and Modelling (CPOM) 
retracker (e.g., Tilling et al., 2018). This is a threshold retracker that determines the retracking point by applying 
a fixed percentage threshold (70%) to the waveform's first-maximum power return.

 19448007, 2023, 2, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022G

L
100696 by A

rctic U
niversity of N

orw
ay - U

IT
 T

rom
so, W

iley O
nline L

ibrary on [17/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Geophysical Research Letters

NAB ET AL.

10.1029/2022GL100696

3 of 11

CS2_LARM: CS2 radar freeboard data, retracked using the Lognormal Altimeter Retracker Model (LARM) 
retracker (Landy et al., 2020). This is a physical retracker that varies the percentage threshold according to the 
sea ice's large-scale roughness.

We then created combined CS2, S3A and S3B (further referred to as CS2S3) radar freeboard data sets as per the 
methods outlined in Lawrence et al. (2019). This generated a data set with increased track density, reducing our 
reliance on the interpolation scheme. We produced two data sets for the 2019–2020 winter season:

CS2S3_CPOM: Combined CS2S3 product, retracked using the CPOM retracker. A 1 cm bias correction was 
applied to S3 to align it with CS2, as per Lawrence et al. (2019).

CS2S3_LARM: Combined CS2S3 product, retracked using the LARM retracker. No bias correction was applied, 
as no significant median difference was found between the CS2 and S3 data sets over the winter months.

Each of these four data sets was created by binning along-track radar freeboard data onto the 25 km EASE 2.0 
grid (Brodzik et al., 2012), with only grid cells containing a sea ice concentration value ≥15% selected using the 
daily sea ice concentration distributions provided by the National Snow and Ice Data Center (NSIDC; Fetterer 
et al., 2017). Next, we produced four daily resolution pan-Arctic data sets using the along-track data sets listed 
above from a 9-day moving window (t ± 4 days). We did this using an optimal interpolation scheme following the 
methods of Gregory et al. (2021), with a fixed hyperparameter climatology S2). The method, Gaussian process 
regression, is a Bayesian inference technique which updates prior probabilities to learn functional mappings 
between pairs of observation points in time and space. We provide a full description of this method in Supporting 
Information S1 (Text S2).

2.2.  Snow and Reanalysis Data

To determine the influence of snow accumulation and meteorological variables on radar freeboard retrievals, we 
used independent snow and weather data. These were regridded onto the same 25 km grid as the freeboard data 
and are as follows:

Snow depth: Daily estimates from SnowModel-LG (SM-LG; Liston et al., 2020, 2021), a snow evolution model 
forced with ERA5 weather reanalysis data, that provides daily, pan-Arctic snow property distributions for snow 
on sea ice. No snow depth data is available for the Canadian Archipelago, so this region was excluded from the 
analysis. Stroeve et al.  (2020) found that SM-LG estimates fall within the range of in situ snow depths taken 
during the Surface Heat Budget of the Arctic Ocean (SHEBA) and Operation IceBridge campaigns and correlate 
well with snow buoy measurements taken by the Alfred Wegener Institute (Nicolaus et al., 2021).

Snowfall: Hourly snowfall data from ERA5 (Hersbach et al., 2018), totaled into daily distributions.

Air temperature: Hourly 2  m air temperature data from ERA5 (Hersbach et  al.,  2018), averaged onto daily 
distributions.

Wind speed: Hourly u- and v-components from ERA5 (Hersbach et al., 2018), averaged daily and then used to 
calculate wind speed.

The ERA5 integrated forecast system continuously assimilates satellite radiances over sea ice to model rain 
and snowfall in the Arctic (Baordo & Geer, 2016). Compared to in situ data from the Multidisciplinary drifting 
Observatory for the Study of Arctic Climate (MOSAiC) expedition, Wagner et  al.  (2022) found that ERA5's 
snowfall magnitudes perform well, with an average overestimation tendency of 3.33 mm when accounting for 
snowdrift time periods.

2.3.  Correlation Analysis

The interpolated radar freeboard data were compared to pan-Arctic daily snow depth, air temperature and wind 
speed distributions by producing a daily mean and a 31-day running mean of each data set for each grid cell. 
Then, the difference between the 31-day running mean and the daily mean was taken for each data set to calculate 
daily anomalies. Next, a 9-day running mean of these anomalies was taken for each data set (further referred to as 
smoothed anomalies) such that an accurate correlation could be determined at synoptic timescales. The limited 
effect of this smoothing can be seen in Supporting Information S1 (Figure S3). We then calculated the linear 
correlation coefficient between smoothed anomalies of radar freeboard and snow depth, to determine the sensitiv-
ity of Ku-band radar freeboard estimates to snow accumulation on a 9-day timescale. In this analysis, we  assume 
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that the sea ice thickness does not increase anomalously quickly or slowly in a grid cell on the timescale of snow 
accumulation.

We used the slope of the linear regression between smoothed anomalies of radar freeboard and snow depth to 
calculate the fractional depth of the snowpack where the retracker detects the radar penetration (α), following 
Kwok and Cunningham (2015). We calculated α by normalizing the observed ratio of radar freeboard change 
to snow accumulation (the slope of the linear regression). To set the limits of this normalization procedure, we 
calculated the expected ratio for full radar penetration of the snowpack (−0.54 m/m, α = 1) and for no penetration 
of the snowpack (0.71 m/m, α = 0). We present a derivation of our normalization limits in Supporting Informa-
tion S1 (Text S1).

We then carried out a partial correlation analysis, to determine whether variation in radar freeboard estimates 
on synoptic scales is controlled predominantly by snow depth, wind speed, air temperature or a combination of 
the three. This returns the linear correlation coefficient between one meteorological variable and radar freeboard 
estimates, while controlling for the influence of the remaining meteorological variables. To do this we defined 
the partial correlation between variables X and Y, given a set of controlling variables (Z), as the correlation 
between the residuals of X and Y resulting from the linear regression of X with Z and of Y with Z, respectively (as 
per p. 178 of Chandler & Scott, 2011).

The sea ice regions defined by the NSIDC (Figure S4 in Supporting Information S1) were used to determine 
whether a sensitivity in radar freeboard estimate to snow accumulation and meteorological conditions varies by 
geographical location. Next, the Aaboe (2018) daily sea ice type product was used to compare trends over first-
year ice (FYI) and multi-year ice (MYI), with these categories defined as the grid cells classed as FYI/MYI for 
at least 90% of days in the full 2010–2020 winter season period.

Uncertainty estimates are not produced by SM-LG and are not well-defined for the ERA5 reanalysis product, 
existing only in the form of ensemble-spreads which do not capture model bias. Furthermore, any uncertainty 
estimates for radar freeboard values must inherently be linked to an assumption about the true mean scattering 
height—the focus of this paper. Determining the magnitude and propagation of uncertainties in our correlation 
analysis therefore remains the subject of future work.

3.  Results
3.1.  Sensitivity of Radar Freeboard Measurements to Snow Accumulation

We now illustrate the sensitivity of radar freeboard values to snow accumulation using the 10-year CS2_CPOM 
data set. Over the full 10-year period of data availability, we find a negative correlation between radar freeboard 
estimates and snow accumulation in areas dominated by MYI such as the Central Arctic (Figure 1a). Of the grid 
cells with statistically significant correlations in the Central Arctic, 50% of the correlations are positive. The 
mean ratio between radar freeboard change and snow depth change in these grid cells is 0.07 m/m (compared 
to the −0.54 m/m expected; Figure S5a in Supporting Information S1). The remaining statistically significant 
negatively correlated grid cells have a mean ratio of −0.07 m/m. In the marginal seas, 66% of the statistically 
significant grid cells showed a positive correlation, with a mean ratio of 0.20 m/m. In comparison, the mean 
ratio of the negatively correlated statistically significant grid cells in the marginal seas is −0.26 m/m. We find 
that these spatial patterns in correlation coefficients are consistent when compared to those found using radar 
freeboard data produced using a simple distance/time-weighted interpolation method (Figure S6 in Supporting 
Information S1).

In our regional analysis, we find statistically significant positive correlations (p < 0.05) between smoothed anom-
alies of radar freeboard and snow depth for the majority of winter seasons in the 2010–2020 period in the Green-
land, Laptev, East Siberian, and Chukchi regions (Figure 1b). We find an inter-annual variation in the magnitude 
and sign of these correlations (Figure S7 in Supporting Information S1). For example, in Baffin Bay, we find a 
decrease in radar freeboard of 0.36 cm for every 1 cm of snow accumulation over the 2011–2012 winter season 
compared to an increase in radar freeboard of 0.61 cm for every 1 cm of snow accumulation over the following 
winter season (Figure S5b in Supporting Information S1).
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For the positively correlated grid cells, the slope of the linear regression between radar freeboard estimate and 
snow depth peaks in the Barents region, where a radar freeboard increase of 0.70 cm is found for every 1 cm 
of snow depth increase over the 2018–2019 winter season (Figure S5b in Supporting Information S1). Using 
this  slope, we calculate 0.4 ≤ α ≤ 0.8, with the highest values found in October. We find a decrease in α between 
October–December, with the values staying relatively stable between December–March (Figure 2). We find an 
increase in the prevalence of positive correlations over time, with 72% of the statistically significant regional 
seasonal correlations found to be positive over the 2015–2020 period, compared to 47% over the 2010–2015 
period (Figure 1b). These spatial patterns and correlation magnitudes were found to be consistent when compar-
ing the CS2_CPOM data set to the higher temporal resolution CS2S3_CPOM data set over the 2019–2020 winter 
season (Figure S8 in Supporting Information S1).

Figure 1.  (a) Grid cell-by-grid cell correlation between smoothed anomalies of CS2_CPOM interpolated freeboard and 
SnowModel-LG (SM-LG) snow depth over 10 winter seasons (1 October–30 April), from 2010 to 2020. Cells where 
p > 0.05 are shown in white, to show only statistically significant results. Black contour line indicates the region where sea 
ice is multi-year ice for at least 50% of the full 2010–2020 winter season period. (b) Regional correlation between smoothed 
anomalies of CS2_CPOM interpolated freeboard and SM-LG snow depth per winter season (1 October–30 April), with cells 
where p > 0.05 grayed out to show only statistically significant results. Only days where both freeboard and snow depth data 
are available are included for each grid cell for both subplots.
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Figure 2.  Monthly grid cell-by-grid cell α for the CS2_CPOM interpolated freeboard over 10 winter seasons, from 2010 to 
2020 for October to March (a–f). Black contour line indicates the region where sea ice is multi-year ice for at least 50% of the 
full 2010–2020 winter season period.

Figure 3.  Partial correlation coefficient between smoothed anomalies of CS2_CPOM interpolated freeboard estimate and 
smoothed anomalies of (a) air temperature, wind speed and snow depth (b) air temperature, wind speed and snowfall for the 
full 2010–2020 winter season period. This shows the correlation coefficient between one meteorological variable and radar 
freeboard estimates, while controlling for influence of the remaining meteorological variables. All cells are shown regardless 
of statistical significance.
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3.2.  Sensitivity of Radar Freeboard Values to Air Temperature and Wind Speed

To determine whether a previously determined relationship between snowfall and radar freeboard estimate 
(Gregory et al., 2021; Lawrence, 2019) can be explained by the meteorological conditions that tend to accompany 
snowfall, we investigate the impact of air temperature and wind speed on radar freeboard returns. Our partial 
correlation results (Figure 3) show broadly different behaviors in the Central Arctic by comparison to the marginal 
seas. This is clearly the case for wind speed, where correlations are more positive in the Central Arctic and more 
negative in the marginal seas. The case is more nuanced for the air temperature results, where strong negative 
correlations exist in the Chukchi Sea and North of Svalbard and Franz Josef Land. Elsewhere the pattern is similar 
to the wind speed plots: more negative results in the Central Arctic compared to the Beaufort, East Siberian and 
Laptev marginal seas. Turning to the snow anomalies, it is striking that depth anomalies in the Central Arctic are 
negatively correlated with radar freeboard anomalies, whereas snowfall anomalies are positively correlated. The 
spatial patterning of negative correlations in Figure 3a indicates that this may relate to the ice type, with negative 
correlations dominating in the Arctic Ocean's MYI section. We discuss potential causes of this in Section 4.2.

3.3.  Relative Sensitivity of Empirical and Physical Retrackers to Snow Accumulation

The sensitivity of radar freeboard estimates to snow accumulation is in part determined by the method used to 
retrack the radar waveforms. Comparing correlations between snow accumulation and the CS2_CPOM freeboard 
data to those for the CS2_LARM freeboard data reveals an overall consistency in correlation coefficients and 
spatial patterns, though the prevalence of positive correlation coefficients was found to be higher when using 
the LARM-retracked freeboard data (Figure S9 in Supporting Information S1). In our previous regional corre-
lation analysis between CS2_CPOM radar freeboard data and snow depth over each winter season from 2010 
to 2020, 58% of statistically significant correlations were found to be positive (Figure 1), compared to 74% for 
CS2_LARM (Figure S9a in Supporting Information S1). For both retrackers, no negative correlations were found 
in the Greenland Sea region. Of the winter seasons that show statistically significant correlations, FYI-dominated 
grid cells exhibited an overall positive correlation in 50% of seasons for the CS2_CPOM data, compared to 100% 
for CS2_LARM. MYI-dominated grid cells exhibited positive correlations for 63% and 57% of winter seasons for 
the CPOM and LARM retrackers respectively (Figure S10 in Supporting Information S1).

Both the merged data sets (CS2S3_CPOM & CS2S3_LARM) show positive correlation coefficients to snow 
depth in the Baffin, Laptev and E. Siberian regions over the 2019–2020 winter season (Figure S9 in Supporting 
Information S1). The CS2S3_LARM data shows positive correlations in 16% more grid cells than the CS2S3_
CPOM data. As a whole, FYI-dominated grid cells showed a positive correlation and MYI-dominated grid cells 
a negative correlation for both the CS2S3_CPOM and CS2S3_LARM freeboards (Figure S10 in Supporting 
Information S1).

4.  Discussion and Conclusions
4.1.  Sensitivity of Freeboard Retrievals to Weather

We suggest that the positive correlations between radar freeboard measurements and air temperature result from 
a modification of the snow surface, changing the backscattering power of the snow-air interface. One potential 
driver of this could be increases in the liquid water content of the saline snow, which may drive an increase in the 
dielectric contrast at the air-snow interface (A. Fung & Chen, 2004). However, the positive correlations between 
air temperature and radar freeboard anomalies appear across most of the Arctic Ocean, including areas dominated 
by MYI where snow is generally not saline (Figure S11 in Supporting Information S1). Another possible driver is 
thermodynamic modification of the snow microstructure; warmer air temperatures accelerate temperature gradi-
ent metamorphism (e.g., Marbouty, 1980), which alters the physical structure and microwave scattering proper-
ties of snow (Mätzler, 1998). We find that in larger regions, such as the Central Arctic, both positive and negative 
temperature anomalies are present in the same region on the same day, such that they largely compensate for each 
other within large-scale averages: This can produce correlation coefficients of unrealistically large magnitudes 
that do not reflect synoptic-scale variability. Our general findings regarding air temperature are in line with those 
of Willatt et al. (2011), who concluded that airborne Ku-band radar waves “penetrat[ed] further into the snow 
cover at low temperatures”.
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We suggest several potential mechanisms for the apparent control of wind on radar freeboard measurements. 
The snow surface roughness at small length scales (that of the radar wavelength, ∼1 cm in this case) is modi-
fied by wind, as particles break down and saltate (Gromke et al., 2011; Löwe et al., 2007). Small changes in 
the wavelength-scale roughness may drive significant changes in backscatter and transmission at the snow-air 
interface (A. K. Fung, 2015), thus changing the retracked height of the waveform (see Text S3; Figure S12 in 
Supporting Information S1). We also suggest that higher winds may rearrange larger-scale snow topography, such 
as dunes and sastrugi. The height distribution of the snow surface likely influences the radar waveform whenever 
any power returns from the snow-air interface (Landy et al., 2019). If the snow is topographically flattened or 
roughened, the appropriate method of retracking should likely change (Fetterer et al., 1992; Nandan et al., 2022; 
Tonboe et al., 2006). Finally, the density-contrast at the snow-air interface may be enhanced by wind through the 
process of wind packing (Sturm & Massom, 2009). During this process, the density of the snow surface increases 
significantly, potentially providing a more scattering surface. For example, an increase in snow density from 250 
to 350 kgm −3 at a rough snow surface can drive a 171% increase in the modeled surface backscattering (see Text 
S3; Figure S13 in Supporting Information S1).

While we did find correlations between radar freeboard returns and meteorological conditions, these cannot 
be used to fully explain the sensitivity of radar freeboard estimates to snow accumulation. We argue that the 
snow properties that vary as a result of fresh snow accumulation, temperature and wind, such as brine volume 
fraction, grain size and roughness together determine the variability in the radar freeboard returns (as in Landy 
et al. (2020); Nandan et al. (2017, 2020)). With an increase in Arctic precipitation, temperature and storminess 
already observed as a result of climate change (Crawford et al., 2022; Semenov et al., 2019; Sepp & Jaagus, 2011), 
we caution that the assumption of full penetration may become increasingly less applicable as the geophysical 
properties of the snowpack change and the growth season shortens. An increase in the resulting bias in radar 
freeboard estimates in the future would represent a problem for Ku-band altimeter-derived sea ice thickness and 
snow depth calculations.

4.2.  Sensitivity of Radar Freeboard Measurements to Snow Accumulation

Our results show diverse and non-intuitive radar freeboard responses to snow accumulation over synoptic scales, 
meaning that short term variations in retrieved freeboard may reflect short-term changes in snow properties 
rather than variation in the elevation of the snow-ice interface. Satellite altimeter validation experiments are 
often conducted by comparing satellite retrievals to in situ observations on the day of in situ data collection. The 
synoptic-scale response of satellite radar freeboard estimates to snow accumulation may explain the sometimes 
large differences between in situ and satellite-derived sea ice thickness measurements (e.g., Figure 16 of Tilling 
et al., 2018), as the accuracy of satellite altimeter-derived sea ice thickness on a specific day may not be repre-
sentative of the accuracy on adjacent days. Additionally, spatial variation in the sensitivity of radar freeboard esti-
mates to snow accumulation means that regional differences in sea ice thickness cannot currently be accurately 
compared over synoptic length scales. The findings hold true in an analysis of the CS2S3 data sets, showing that 
the different results between the Central Arctic and the marginal seas cannot be explained by a lower data density 
over the marginal seas when using only CS2 data.

The positive correlations between snow accumulation and freeboard suggest that backscattered radar power may, 
in part, be originating above the snow-ice interface (as indicated by Willatt et al., 2011, for airborne radar retriev-
als). This means that, after retracking, the retrieval responds more like a laser altimeter to snow accumulation 
than a conventionally understood Ku-band radar altimeter. Unlike these radar altimeters, there is a negative rela-
tionship to snow for laser-based sea ice thickness estimates, such that the derived thickness of the underlying sea 
ice decreases with increased snow depth (Equation 1 of Petty et al., 2020). A radar altimeter behaving in this 
way would significantly overestimate sea ice thickness. This is particularly the case given that biases in the radar 
scattering height only ever introduce an overestimating bias on the ice freeboard, which are magnified 10-fold in 
the conversion to sea ice thickness. However, sea ice thickness retrievals generally have a fairly low aggregated 
bias when evaluated against in situ sources (Tilling et al., 2018). This indicates the action of other, compensating 
biases on sea ice thickness that result in retrievals being centered around observed values while having a large 
spread around those values. The source of these compensating biases may involve the sensitivity of the returned 
waveform to surface roughness (e.g., Landy et al., 2020) or the large uncertainties in sea ice density (e.g., Jutila 
et al., 2022).
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We would expect the correlation between snow depth and radar freeboard measurements to be negative where 
α > 0.55 and positive where α < 0.55 (assuming a snow density of 300 kg/m 3; Lawrence, 2019). This means 
that for a positive correlation to be found, the mean backscattering height must be located in the top 55% of the 
snowpack. While this may be the case when there are positive snow anomalies, the average height may drop 
back toward the snow-ice interface in intervening periods, as the radar freeboard falls when there is anomalously 
low snow accumulation. This suggests a radar freeboard response specific to recent snowfall, such as density 
differences between snow layers, a characteristic wavelength-scale roughness, or warming of the snowpack base 
and snow-ice interface due to thermal insulation.

The LARM-retracked freeboard data showed a higher sensitivity to snow accumulation than the CPOM-retracked 
data. The LARM retracker sets a variable threshold on the waveform, based on the algorithm's assessment of the 
topographic roughness within the altimeter footprint. We propose that the higher prevalence of positive correla-
tions to snow depth in the LARM retracker is caused by a change in the radar waveform as a result of new snow 
accumulation, which reduces the threshold assigned by the algorithm and raises the radar freeboard.

We find positive correlation coefficients between radar freeboard change and snowfall anomalies over both FYI 
and MYI, consistent with the results found by Gregory et al. (2021). When using snow depth instead of snowfall, 
we find primarily positive correlation coefficients over FYI and primarily negative correlation coefficients over 
MYI. We speculate that this behavioral bifurcation for snow depth and not snowfall correlations results from the 
presence of the multi-year snowpack in September and October: Snow on MYI accumulates and metamorphoses 
in these warmer, higher-precipitation months, which may drive differences in the subsequent evolution.

4.3.  Implications for Dual-Frequency Snow Estimation and the CRISTAL Mission

The proposed CRISTAL mission houses a dual-frequency altimeter operating at both Ku- and Ka-band, aimed at 
improving sea ice thickness and snow depth retrievals (Kern et al., 2020). It has been argued that Ka-band altim-
eters such as AltiKa respond to snow accumulation similarly to laser altimeters (e.g., Garnier et al., 2021), in that 
snow penetration is negligible in both cases. By performing the same analysis on Ka-band retrievals from AltiKa 
as was performed on the Ku-band altimeters above, we find the Ka-band response to snow accumulation to be 
somewhere in between the responses of Ku-band and laser retrievals (Figure S14 in Supporting Information S1). 
Furthermore, AltiKa retrievals appear to be more sensitive to the choice of retracking method (LARM vs. CPOM) 
than Ku-band retrievals (Figure S15 in Supporting Information S1).

Snow depth has been estimated from coincident Ku- and Ka-band retrievals (e.g., Guerreiro et  al.,  2016) by 
calibrating them to align the Ka-band observations with the snow surface and the Ku-band observations with 
the snow-ice interface (e.g., Lawrence et al., 2018). In this paper we have focused on the response of Ku-band 
retrievals; our analysis here raises the prospects that the assumption of negligible Ka-band penetration into snow 
may not always be accurate and that the methods used in this paper could be deployed in future on retrievals from 
the AltiKa and CRISTAL missions.

Our results show a regionally dependent instantaneous response of Ku-band radar freeboard estimates to snow 
accumulation with varying sign and magnitude. This means that the mean backscattering height of Ku-band 
radar waves is not necessarily coincident with the snow-ice interface, and instead responds to properties of the 
overlying snow. To account for this sensitivity, a sea ice thickness retrieval algorithm would need to incorporate 
information on snow properties such as depth, roughness and snow water equivalent to gather more information 
on where the mean backscattering height is at a specific point in time. Thus, the success of the upcoming CRIS-
TAL mission in retrieving the depth of snow on sea ice may require additional processing steps in order to account 
for the sensitivity of Ku-band radar freeboard estimates to snow accumulation.

Data Availability Statement
All code required to reproduce this analysis can be found at https://doi.org/10.5281/zenodo.7271744 (Nab, 2022a). 
The daily resolution interpolated freeboard data can be found at https://doi.org/10.5281/zenodo.6401726 
(Nab, 2022b). The SM-LG snow depth data can be found at https://doi.org/10.5067/27A0P5M6LZBI (Liston 
et al., 2021). The ERA5 snowfall, air temperature and wind speed data can be found at https://doi.org/10.24381/
cds.adbb2d47 (Hersbach et al., 2018).
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