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A B S T R A C T   

Modern advances in computational language processing methods have enabled new approaches to the mea-
surement of mental processes. However, the field has primarily focused on model accuracy in predicting per-
formance on a task or a diagnostic category. Instead the field should be more focused on determining which 
computational analyses align best with the targeted neurocognitive/psychological functions that we want to 
assess. In this paper we reflect on two decades of experience with the application of language-based assessment 
to patients' mental state and cognitive function by addressing the questions of what we are measuring, how it 
should be measured and why we are measuring the phenomena. We address the questions by advocating for a 
principled framework for aligning computational models to the constructs being assessed and the tasks being 
used, as well as defining how those constructs relate to patient clinical states. We further examine the as-
sumptions that go into the computational models and the effects that model design decisions may have on the 
accuracy, bias and generalizability of models for assessing clinical states. Finally, we describe how this principled 
approach can further the goal of transitioning language-based computational assessments to part of clinical 
practice while gaining the trust of critical stakeholders.   

1. Introduction 

Our verbal expressions provide a unique lens to our inner thought 
processes and thereby an indirect window into the brain and potential 
pathologies. ‘Distortions’ in language are medical signs that are 
measurable, but at present no measurement is universally accepted. “An 
analogy to the equally noninvasive thermometer is that language provides an 
index into processes inside the body. An abnormal temperature from a cold 
does not indicate a disease of temperature regulation, but rather provides an 
indirect pathway toward measuring the internal processes contributing to the 
observed deviation. In the case of language measures need to be established 
and calibrated” (p. 510; Elvevåg et al., 2017). 

Twenty-five years ago we embraced the opportunity afforded by the 

evolving advances in computing power and algorithms to analyze 
speech from patients with schizophrenia using the latest natural lan-
guage processing and machine learning methods in order to create new 
language measures. We hypothesized that these approaches could result 
in measures that were potentially more useful than those traditionally 
available. We designed a fairly simple study to collect free speech 
samples from a variety of tasks that would elicit speech in a modest 
sample size (26 patients with schizophrenia as compared to 25 age- 
matched healthy controls) (Elvevåg et al., 2007). The study adopted 
the popular methods of the time of collecting data once only (i.e., a 
cross-sectional snapshot in time) using an in-person controlled assess-
ment method (i.e., a skilled interviewer physically present in the same 
controlled lab setting as the participant) and compared the novel metrics 
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- derived using natural language processing (NLP) (e.g., Jurafsky & 
Martin, 2008) and early word embedding methods (e.g., Foltz, 1996; 
Landauer et al., 1998) - to clinical ratings of these patients that were 
collected within a few days of the experimental study. Our overarching 
goal was to use these methods to improve current assessment methods in 
psychiatry (in terms of objectivity and sensitivity) with an approach that 
was very similar to how student writing was computationally assessed in 
the education domain (Foltz et al., 1999). We applied this analysis 
approach to clinical interviews (i) to provide a second opinion about 
illness severity (notably severity of thought disorder) and (ii) to un-
derstand the underlying neurocognitive mechanisms (specifically 
memory) of disordered thinking in clinical conditions that affect cortical 
function. 

We found that we could represent participant's verbal responses as 
vectors in a high-dimensional semantic space and quantify linguistic 
aspects of their responses as changes in these vectors over their response. 
This semantic quantification was enhanced with the use of machine 
learning to combine it with other NLP-based measures that character-
ized the complexity and sophistication of the syntactic and lexical fea-
tures of patients' language. This approach provided the basis to derive a 
range of measures including participants' coherence, tangentiality and 
amount of relevant content in their responses. Across a number of 
assessment types (e.g., word association, verbal fluency, storytelling) we 
found that the measures agreed strongly with clinician assessments, 
could predict diagnostic categories and provided a framework for 
analyzing discourse to understand the nature of disordered language 
production. While the approach was initially met with a large degree of 
skepticism by reviewers and editors, the eventual publication was the 
very first to apply modern high dimensional language-based methods to 
psychiatric settings. 

Our initial work of improving assessment and understanding better 
the nature of the clinical presentation of patients by differentiating those 
with schizophrenia from healthy controls was then extended by 
applying similar methods to discriminate schizophrenia probands, first- 
degree relatives and unrelated healthy controls (Elvevåg et al., 2010), to 
differentiate those at high risk of psychosis from unrelated putatively 
healthy participants (Rosenstein et al., 2015a), as well as try to under-
stand speech coherence better by linking language to underlying 
neurobiology in a candidate gene study (Nicodemus et al., 2014) and by 
brain imaging (fMRI) (Tagamets et al., 2014). To align with our goal of 
leveraging NLP methods to improve assessment, we built on this general 
methodology to enable remote monitoring of psychiatric outpatients 
and moved - before the covid19 pandemic - this type of assessment out of 
controlled settings such that tests could be self-administered remotely 
(Holmlund et al., 2019a,b), thus leveraging technology to complement, 
change and potentially disrupt how language-based assessment has 
historically been conducted in psychiatry. 

Concurrently, we sought to leverage these methods to better un-
derstand the nature of the memory problems associated with schizo-
phrenia by focusing on story recall in a verbal recall subtest of a very 
widely used neuropsychological test. Verbal memory deficits are a 
hallmark feature in schizophrenia (Heinrichs and Zakzanis, 1998) and so 
it stands to reason that modeling aspects of language features used in 
recall could measure these verbal processes. We found that automated 
analyses of the recalls accurately mimicked human scoring, and as in our 
previous work (e.g., Elvevåg et al., 2007, 2010), the semantic features 
were most predictive and able to differentiate patients, their unaffected 
siblings and healthy controls (Rosenstein et al., 2014). Thus, the same 
NLP technology was used to automate human approaches to assessing 
the nature of memory deficits as evidenced via verbal recall tasks. Since 
stories are fundamental to the human experience and provide an effec-
tive way to organize information, evaluating how stories are recalled 
provides critical information about the health of our brain, and we found 
that speech technology can successfully automate such evaluations 
(Chandler et al., 2019; Holmlund et al., 2020a). 

Over the past two decades, this area has continued to grow, both by 

our research group as well as by many other researchers (e.g., Bedi et al., 
2015; Fraser et al., 2015; Morgan et al., 2021; Rezaii et al., 2019; Voppel 
et al., 2021; for reviews and workshops, see Corcoran and Cecchi, 2020; 
Goharian et al., 2021; Low et al., 2020). The field has examined both 
structured language, such as verbal recalls, as well as more unstructured 
language such as those generated in social media posts and personal 
diaries, and has been evaluated on data from a wide range of clinical 
areas including schizophrenia, cognitive decline, suicidality and 
depression. The growth in the field is enabled by continuing advances in 
AI-based language methods, increased computing power, the ubiquity of 
mobile devices for data collection and greater recognition of how such 
approaches can isolate the underlying mechanisms of serious mental 
illnesses (e.g., Cohen et al., 2017; Elvevåg et al., 2016). In keeping with 
the integrative and dimensional transdiagnostic approach of the NIMH 
Research Domain Criteria to compare across disorders, at some level, 
this work of creating new language measures for assessment that spe-
cifically leverage NLP methods can be conceptualized as one of the 
critical components of the foundational framework that may help to 
eventually (re-)bridge the two seemingly disparate medical specialties of 
psychiatry and behavioral neurology. As much of neurocognition and 
mental state is assessed through speech and language, leveraging NLP 
methods to operationalize language constructs may help to link the 
brain, mental states and verbal behaviors (Martin, 2002; Yudofsky and 
Hales, 2002). The approach further imparts clinical translation value 
with the means for providing rapid, accurate evaluations, which enables 
novel ways of scaling assessment and new models of monitoring patient 
states. 

Overall, the methods we devised in our original study were sound 
and pointing in the right direction. However, through our subsequent 
work, we have learned that there are many more considerations that 
must be made in designing effective approaches to measurement, both 
for effective assessment and for clinical transition. We are therefore 
extremely grateful to have the opportunity to share our reflections on 
the state of the use of these computational language approaches for 
measurement in psychiatry. 

For our reflections, we loosely adopt notions used in Evidence- 
centered assessment design (ECD) (Mislevy et al., 2003). ECD is a 
framework for developing assessments that considers the evidentiary 
arguments that support the validity claims. In essence, it seeks to link the 
kinds of tasks that elicit language behaviors (e.g., assessments) to the 
evidence derived by the measures (e.g., NLP-based analyses and rubrics) 
and to the target neuropsychological constructs (e.g., clinical states). 
The approach helps to assure the validity of the assessments as well as 
provide transparency and accountability for the evidentiary reasoning 
that is derived from the assessment approach. We use the structure from 
ECD to reflect on the nature of what we are measuring, how we are 
measuring it and why we are measuring it. While we discuss this 
framework in the context of specific examples of our research, our goal is 
to provide an approach that is data agnostic, in that it should not matter 
what symptoms, scales and computational methods are used, but pro-
vides a framework for thinking about the what, how and why of 
computational language assessment. 

2. What are we measuring? 

“In general, we inherit the questions of our intellectual predecessors, who 
knew even less than we do, and thus risk seeking explanations for concepts 
that were not defined in a manner that best captures the real processes of 
interest. Consequently, we are motivated to periodically re-examine the 
questions we aim to answer and look outside whatever field we have 
defined ourselves into”  

(Cisek, 2019; p.2265) 
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2.1. Clinical constructs 

The first issue we address is what is the collection of patient attributes 
that should be assessed? Put differently, is it the clinical states, the neu-
rocognitive performance profile, the daily fluctuations in some assay or 
something else entirely? This can be conceptualized as the clinical states 
model. Two centuries ago, measurements of the (static) bumps on the 
skull - which were quantified with the methods of phrenology - were 
central attributes for the understanding of risk and propensity to deviant 
behavior. A century later, mental states were conceptualized using the 
new phenomenological framework of Bleuler (1911, 1950) that could 
embrace their fluctuating nature. A few decades ago, putatively static 
neuropsychological constructs were of core interest and were employed 
in the quest to understand genetic risk of mental disorder by defining 
putatively stable intermediate phenotypes (intermediate in that they 
bridge the gap between effects that genes have at the cellular level to the 
emergent psychosis), which at the level of behavior could be a heritable 
trait in performance in a neurocognitive domain. Indeed, even after the 
introduction of brain scanning and genetics in psychiatric research, most 
assessment remains through the medium of language at some level, and 
a large range of neurocognitive function and thus deficits are measured 
through language, as well as of course clinical state and the charting of 
the verbal medical signs (e.g., of language – for early modeling of this 
discourse see Hoffman et al., 1986; Hoffman, 1987). Today - courtesy of 
technological advances in mobile devices and wearable sensors - there is 
a growing awareness that assessment can go beyond single cross- 
sectional snap-shots in time to look at multiple measurements in order 
to model the dynamics of the clinical state (Cohen et al., 2019; Holmlund 
et al., 2020b; Ranjan et al., 2022). These assays include both neuro-
cognitive and clinical measures, and no longer assume cognition is static 
and clinical states are fluctuating (i.e., the trait-state distinction is 
flawed; Cohen et al., 2019; Cohen et al., 2021; Cowan et al., 2019; Le 
et al., 2021). 

However, do we really know what collection of attributes of the 
patient should be assessed? Should the attributes of interest be the 
phenomenological expressions of clinical state or the underlying neu-
rocognitive processes, or can it be both? At present it is a mix of mea-
sures that are static, fluctuating, single attributes or a selection of the 
aforementioned, and there is little agreement on how they should all be 
weighted (e.g., the same attribute could have a test that focuses on the 
stability versus fluctuating nature of the construct as it is a property of 
how the test is developed). What we do know is that with more frequent 
measurements, we start to see magnitudes more instability, and at pre-
sent lack the norms for interpreting the sheer volume of data, different 
channels and data types (Chandler et al., 2020b). Assessment batteries 
have generally been designed to elicit these deficits, and automating this 
assessment process allows and forces precision in our definition (which 
thus changes the definition) of what aspects of language we are specif-
ically measuring. Further, modeling all of this data necessitates a new 
framework, namely dynamical psychometrics (Cohen et al., 2020a,b; 
Cohen et al., 2021). 

2.2. Evidence models 

The second issue we address is what should behaviors reveal at the 
different levels of the targeted states? To address this we examine the na-
ture of certain behavioral outputs to determine the nature of the disor-
der. This of course is affected by the nature of the assessment which may 
be conceptualized as the evidence model. 

Consider the case of the semantic verbal fluency task where partic-
ipants are asked to name as many words that fall in a particular semantic 
category (e.g., animals) within a minute. This type of task is probably 
the most widely used verbal assay of executive function/semantic 
memory within the field of neuropsychology (Lezak et al., 2012; Strauss 

et al., 2006) and is widely used in psychosis research. Nevertheless, the 
most common hand-scoring approach to assessing semantic fluency is to 
count how many exemplars are generated. This misses rich information 
about the semantic and temporal structure that may reflect a responder's 
mental state (as examined in Elvevåg et al., 2007). A recent study of ours 
applied both speech processing and NLP approaches to the verbal output 
from this traditional category fluency task and showcased how the 
verbal output process can be informed in detail both semantically and 
temporally (Holmlund et al., 2019a,b). Thus, these NLP techniques 
allow us to move beyond simple counting of single utterances and 
groups of related utterances (e.g., categories; Troyer, 2000). A semantic 
word embedding space can be computed in a specific domain (e.g., 
animals) in order to extract fine-grained relatedness measures of ex-
amples as well as determine related clusters and how quickly a partici-
pant moves from cluster to cluster (e.g., Rosenstein et al., 2015b). This 
approach can be helpful clinically to better inform symptom definitions 
(e.g., coherence). It further has the added benefit that exemplars not be 
grouped and labeled by hand, thus minimizing human biases (but note 
that human biases can still occur in NLP-based models because of biases 
inherent to the actual text corpora that are used to create such models - 
see e.g., Hitczenko et al., 2022). 

Beyond showing that these features improve predictive performance 
of machine learning models (e.g., distinguishing patients from controls), 
it is critical to link the creation and use of these features to the constructs 
being assessed. Thus, these semantic word embedding and temporal 
features force a discussion on their evidentiary role. For example, the 
development of features such as counts of words recalled may reveal 
slowing in executive function (e.g., Ghanavati et al., 2019), measures of 
temporal switching between clusters may be related to working memory 
capacity (Oh et al., 2019) and similarity between words may indicate 
cortical structures (although note that these may not reflect structural 
differences in semantic memory - Voorspoels et al., 2014). 

The evidentiary process provides a basis for inferencing about how 
the computational features are implicated in verbal behavior. However, 
it is equally important that the features are validated across data sets of 
varying clinical conditions in order to establish their effectiveness in 
assessing the constructs of interest in a way that predicted results from 
the model are interpretable and generalizable. For such a process, we 
appeal to the field of language testing which has worked on developing 
arguments to validate the alignment of language constructs to the 
resulting scores from assessments. Derived from work from Kane (1992), 
the field defines validation through a systematic process of developing 
interpretive arguments with which to specify the constructs, intended 
decisions and consequences of the resulting scores from model predictions 
(e.g., Bachman, 2005; Bachman and Palmer 2010; Chapelle et al., 2010). 
Using such a validity argument approach provides a framework that 
shows how the inferences provide support for the interpretive argument 
(e.g., Chapelle, 2012). This approach has been applied to health-based 
assessments (e.g., Hawkins et al., 2021), and can easily be adapted for 
language features for assessing mental health. Table 1 below shows an 
example of how it can be applied for NLP features for the semantic 
verbal fluency task incorporating the computational assumptions made 
by the use of features. Using this inferential process helps clarify how the 
constructs are instantiated in the specific assessment, how the NLP-based 
model is evaluated, how it should generalize across tasks and/or related 
data, how well the construct can be extrapolated to other criteria and finally, 
how the assumptions and predictions of the machine learning (ML) model 
support a clinician's decision-making. Clinical assessment is ultimately 
about gathering evidence to support claims we wish to make about 
patients. However, at present, most research on computational models 
of mental health seldom address the issues inherent in the validation 
component of the inferential process and instead focus on reporting just 
at the evaluation level of how well a specific model agrees with a diag-
nostic category. 
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2.3. Construct driven NLP features aligned to assessment tasks 

As a further example, we examine tasks and features used in 
assessing verbal recollections. Indeed, at the core of the patient-clinician 
interaction is the anamnesis, a medical term derived from the Greek 
words ‘open’ and ‘memory’, and thus in essence meaning ‘reminis-
cence’. This process of taking the medical history of patients involves the 
clinician asking questions either directly to the patient to probe from 
memory or to those who know the patient well enough to recall infor-
mation considered useful (by the clinician) in terms of diagnosis and 
treatment of that patient. The questions are intended to generate a 
recollection from memory of information about the symptoms. Addi-
tionally, in the case of psychiatry these questions are designed to prompt 
a fairly detailed personal life history. Indeed, the process of this personal 
storytelling is paramount to a correct diagnosis and the story generated 
affects subsequent care management plans. 

At first glance, such detailed and phenomenological medical case 
histories might seem at odds with reductionist approaches to research, 
yet it is arguably these very stories that may both provide the bridge 
between phenomenology and reductionism as well as contain the critical 
clues regarding levels of wellness or function. In part this is because 
although traditionally the stories are viewed as a method to elicit in-
formation regarding symptoms, if formalized using reductionistic 
methods may also be viewed as information about medical signs. 

The questions that the clinician asks requires that the patient 
understands the question, a process that involves numerous compo-
nents (e.g., extracting the words, decoding the propositions, contex-
tualizing) and when the patient responds they need to decide on a 

response (presumably after searching through memory), construct 
phrases, select the lexical items, build the clause structure and artic-
ulate the response (see e.g., Levelt, 1989). Reductionistic behavioral 
approaches have traditionally attempted to measure all these under-
lying components by creating test batteries that purport to test these 
constructs (e.g., attention, verbal memory, working memory) through 
individual specialized assessments. However, it is also possible to 
obtain these very constructs from the storytelling process. Critical to 
measurement though, is to align these constructs to computational 
features. Table 2 shows such an alignment for several constructs. By 
explicitly defining how each feature aligns to different constructs, we 
can then simultaneously extract evidence for each construct. 

Taken together, we see that there needs to be a strong inter- 
relationship and inter-dependency of the psychological construct, the 
task used to elicit the speech and the computational analysis which 
provides the putative evidence of the inferred clinical states that pro-
vides actionable information for the clinician. The patient's brain me-
diates language/speech which is elicited by tasks and analyzed by 
computational methods which provide the evidence. In Fig. 1, we 
illustrate this relationship between these factors with an example of a 
story recall task that requires the participant to retell the original story 
and is analyzed by computing the average cosine of moving windows of 
word2vec cosine distances to consecutive windows, and the level of 
deviation compared to that of the original story, and is used to assay 
coherence which is inferred as reflecting the current cognitive and 
mental state of the patient. 

Table 1 
Sample inferential process for a semantic verbal fluency task.  

Inference Basis for inference Example assumptions underlying inference Computational assumptions 

Domain 
description 

Observed prediction tells a story about 
cognitive/psychological state in situations in the 
target domain 

Semantic verbal fluency assessment indicates 
breakdowns of semantic structures related to 
neurocognitive states 

Apply NLP features that measure semantic 
distances and clusters 

Evaluation Observed prediction reflects targeted 
psychological state 

Statistical characteristics of items, measures and 
assessment forms are appropriate for clinician decisions 

ML model predicts clinicians' rating of fluency 
quality or overall diagnosis 

Generalization Observed prediction provides similar 
predictions as parallel tasks or assessments 

The test includes a sufficient number of tasks to provide 
stable estimates of test taker performance 

ML model predictions are accurate across parallel 
task types (e.g., other semantic fluency task 
versions) 

Explanation Expected scores are attributed to a target 
psychological construct 

The internal structure of the test score is consistent with 
a theoretical view of the neuropsychological construct 

ML model predictions are attributed to relevant 
constructs 

Extrapolation The constructs being assessed by the test 
account for changes in cognitive/psychological 
state 

Assessment performance is related to external criteria ML predictions have associations with relevant 
external criteria (e.g., predict diagnostic 
category) 

Utilization Performance estimates on the assessment are 
useful to clinicians for making diagnostic 
decisions 

Clinicians can easily interpret scores ML predictions support high-stakes decisions  

Table 2 
Examples of constructs that can be extracted from a story recall with associated computational measures.  

Story recall construct Computational feature Example References 

Overall amount of relevant information recalled. Number of 
semantic concepts recalled. 

word2vec word movers distance of recall to original story Chandler et al. (2019) 

Narrative structure Distribution of key entity frequencies with a Markov Chain model 
for transitions 

Chaspari et al., (2013), Prud'hommeaux and 
Roark (2015) 

Use of proper grammatical/syntactic structure Parse tree depth and alignment to original story Roark et al. (2011) 
Memory decay over recalls word2vec cosine distance of immediate recall to recall delayed 

by 1 day 
Chandler et al. (2019) 

Story Coherence LSA cosine of 5 word window to next window Elvevåg et al. (2007), Iter et al. (2018) 
Tangentiality Slope of cosines of word windows that are 1 to n word distant 

from the original window 
Elvevåg et al. (2007), Morgan et al. (2021)  
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2.4. Dynamics in measurement 

Most neuropsychological assessments examine patient states at a 
single point in time. However, there is a pressing need for research 
frameworks that embrace language technologies to also include tem-
poral dynamics and the quality of individuals' integration of information 
in order to produce verbal behavior (e.g., Cohen et al., 2021). Further-
more, in any application of behavioral or neuropsychological test, pre-
dicting risk and the time scale of when this clinical event or significant 
change will happen is critical. To date, the actual temporal nature of this 
has not been formally addressed in the existing literature (Holmlund 
et al., 2021). Thus, seemingly impressive NLP findings in research in 
high risk youth identifies a signal that has predictive value several years 
later (e.g., Bedi et al., 2015; Corcoran et al., 2018), and likewise in mild 
cognitive impairment (MCI) finds a subtle signal in language usage that 
predicts an elevated risk of developing dementia several years later (e.g., 
Eyigoz et al., 2020). Yet are these signals the same across illnesses and 
also time? Are the signals that are evident in minutes before an indi-
vidual plunges into depression and feels suicidal similar or different to 
those evident in other conditions in which the time course is radically 
different? The answer to these questions will help us understand what 
exactly these language signals are, how stable they are and what factors 
influence their change. Put differently, what does the temporal dimen-
sion tell us about the features we are observing (e.g., a stable measure in 
a behavioral trait or a fluctuating state issue), and can we use the NLP 
output to look at the features to establish what it is that this underlying 
signal is coming from? From a practical perspective, this issue of dif-
ferences in prediction time frames between various studies stems from 
the targets in the machine learning system themselves rather than if a 
specific feature X can predict illness a year out versus whether a specific 
feature Y can predict illness within an hour. This may be the case in the 
real-world settings, but in machine learning models, algorithms can only 
learn what they are given. If the gold standard labels are such that they 
were given from a certain time frame, then the model will only be able to 
learn in the time frame. Therefore, it is critical to select training data 
that is representative of the time frame and scale that will be used for 
analysis. 

But how much detail is necessary for a dynamic model? Often it is 
argued that increasing the level of detail at the psychometric level will 
be beneficial (e.g., to uncover the effect of a functional polymorphism 
on functional and neurocognitive phenotypes - Elvevåg and Wein-
berger, 2009). Historically, the studied measures have been opportu-
nistic based upon available data and simply computed the average 

differences between groups of people, and the relative slower or poorer 
performance, which are obviously an oversimplification of behavior 
patterns that ignore individual variability (and intra-individual vari-
ability). However, although it is logical to assume that capturing 
fluctuations - that may reflect transient or enduring changes - in 
behavior (e.g., variations in performance day-to-day or trial-to-trial) 
will be useful clinically (especially in terms of our understanding of 
pharmacodynamics influencing how a patient responds to a specific 
medication), it remains an empirical question and the answer is likely 
context specific and task specific. Indeed, the incorporation of real- 
time data collection in models to chart the fine-grained temporal na-
ture of cognitive and mental states and their interaction will necessi-
tate dynamical psychometrics and a dynamical cognitive neuroscience 
approach. Again, although it is intuitive that the future success in terms 
of contributions to neuropsychiatry will require combining realistic 
time constants at all levels of cognitive neuroscience (molecules, 
neural systems and cognition) this remains to be established empiri-
cally. Addressing such questions can advance both theoretical notions 
of states of mental illness as well as empirical measures that allow us to 
better quantify how we define and measure an individual's mental state 
and the importance of detecting the changes in state. 

We see dynamics as a challenge and growth area for the field of NLP 
in mental health, requiring more systematic data collection and 
development and testing of new methods that combine the signals 
derived from the NLP measures with methods that measure the 
important changes and account for the contexts needed to be able to 
interpret the changes in individuals' states. From a data perspective, 
longitudinal methods require many data points, necessitating more 
regular sampling of language from individuals. While structured tasks 
can be administered regularly, language from unstructured data (e.g., 
tweets, emails) may be more naturalistically captured. From a meth-
odological perspective, the field has often focused on comparing an 
individual's state to population norms. Longitudinal measurement 
provides the opportunity (assuming enough data), to treat individuals 
as their own baseline, and it is the change from that state that is 
important to measure. To this end, researchers employing NLP should 
be looking to other areas where longitudinal modeling has been 
applied. For example, Experience Sampling Methods/Ecological 
Momentary Assessment (ESM/EMA) (e.g., Trull and Ebner-Priemer, 
2009) provide a framework for realtime data collection of assess-
ments with a focus on capturing and combining data from an in-
dividual's state at multiple time points. It has thus far only been applied 
to more typical mental health assessments, but seems primed for the 
incorporation of NLP-based measures and novel tasks. Similarly, there 
has been growing work on applying neural network models (e.g., 
convolutional neural networks and long short-term memory models) 
on a range of longitudinal medical data (e.g., EHR records to predict 
cardiovascular events - Zhao et al., 2019; detection of change through 
radiological exams - Santeramo et al., 2018). 

3. How are we measuring? 

“The nature of the construct being assessed should guide the selection or 
construction of relevant tasks, as well as the rational development of 
construct-based scoring criteria and rubrics.” 

Messick, 1994, p. 20 

Next we examine how measurement can be done through tasks and 
computational methods while considering fidelity to the constructs. 
Applying novel computational methods to patient speech affords us the 
opportunity to re-think the kinds of tasks that are used to elicit verbal 
response and evaluate their effectiveness. Concurrently, we also need to 
examine the assumptions underlying the computational methods being 
used for the tasks to ensure that they provide accurate, unbiased 
assessments. 

Fig. 1. Interrelationship of task, computational methods and evidence for 
psychological constructs providing actionable evidence for clinicians. Double 
arrows indicate how the methods, evidence, constructs and clinical states are all 
linked in both directions. 
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3.1. What tasks are best? 

We first consider what tasks are best for eliciting the target behav-
iors. Much of the research in computational psychiatry to date has 
largely focused on applying artificial intelligence techniques to standard 
neuropsychological tasks (e.g., Wechsler Memory story recall subtest, 
semantic verbal fluency, cookie theft picture test). This has the benefit of 
years of research supporting that these specific tasks elicit the nuances in 
patient responses that allow clinicians to diagnose various disorders. 
Furthermore, clinicians are already familiar with their use, allowing for 
data collection in standard clinical settings. However, these standard 
tasks were never designed for the application of artificial intelligence 
methods. Their associated scoring rubrics are often designed for test 
administrators to simply count the units in patient responses and do not 
necessarily elicit measures of more fine-grained symptoms that may 
arise from patient speech. As such, there is great need to design new 
tasks that can be optimized for the collection of a broad range of con-
structs and modalities which artificial intelligence techniques are well 
suited to analyze. The evolution of NLP and machine learning tech-
niques beyond simple counting warrants a complementary evolution in 
language-based neuropsychological tasks. 

As computers are able to process and understand increasingly large 
amounts of data, NLP techniques are ideal to be the ‘eyes that peer 
through the window’ into the mechanisms underlying a person's neu-
rocognitive processing. A central goal with NLP has always been to train 
a computer to “understand” language in a manner similar to humans. As 
such, it has evolved from simple rule-based understandings, where an 
algorithm is based solely on direct matching of input text to “if, then” 
statements, not adding any additional insights beyond what has been 
supplied by the programmer, to deep neural networks that have been 
trained on massive amounts of human language such that it can generate 
its own insights based on an extrapolation of knowledge from many 
potentially disparate sources. While we cannot claim that NLP is inter-
preting language in the same ways as humans, the predictions produced 
on assessing open-ended language in many different tasks and domains 
can sufficiently match those of human ratings to be highly useful for 
clinical assessment (e.g., Corcoran and Cecchi, 2020). 

While prior neuropsychological assessments have been designed to 
strongly control the range of potential language responses (e.g., repeat a 
story), NLP provides the ability to introduce more open-ended natural-
istic tasks and/or collect language in the uncontrolled wild. Thus, tasks 
that ask for a narrative of a person's day, a process (‘tell me how you do 
your laundry’), picture descriptions or movie narrations provide some 
level of structure and concreteness while also providing personal rele-
vance to engage a participant into providing a sufficiently large lan-
guage sample. Concurrently, such tasks can assess multiple constructs 
simultaneously, such as semantics, grammatical structure, word fre-
quency, sentence and phrase complexity and coherence, thereby 
providing a more nuanced and fine-grained analysis of neuropsycho-
logical functioning. 

At the other end of the spectrum of openness, language obtained 
from unstructured communication and social media (e.g., Twitter or 
Facebook feeds, phone recordings, diaries) can often provide very large 
samples of data (e.g., Clarke et al., 2020; Coppersmith et al., 2014; De 
Choudhury et al., 2016; Guntuku et al., 2017) which can generate more 
general models of the relationship of language features to classes of 
mental illness. These can provide research insights into how different 
language features align to constructs as well as help in building systems 
to detect important changes in broad samples. However, these sources 
have very little control of the kinds and structure of language that is 
generated and so while good for characterizing overall population dif-
ferences, they may be less accurate for characterization at the individual 
level. Nevertheless, in all cases of analyzing language data, it is critical 
to observe the purpose or task that drove the generation of the data and 
how that drives the language cues tied to the features and constructs 
used for analyses. In designing such tasks, it is critical to ensure that they 

elicit language that illustrates the constructs of interests. This requires 
testing of tasks and assessment models to assure that constructs are 
present in a way that is measurable and clinically useful. As such, this 
cannot be done solely by a machine learning/NLP expert, or a clinician, 
or a neuroscientist, or an assessment specialist, but benefits most from 
an iterative development process where the expertise from each is 
combined to provide an effective task and method for assessing the 
output. 

3.2. Task creation with NLP in mind 

Automating analyses further opens the possibility of developing 
many more forms of a task. For example, formal assessment of the verbal 
recall process is a core component of neuropsychological test batteries, 
the assays derived are of some of the most promising intermediate 
phenotypes in psychiatry and NLP assays obtained on speech including 
story recall are considered possible candidates for biomarker develop-
ment (for review see, Corcoran and Cecchi, 2020). In the case of verbal 
memory recall, the commercial availability and hence dominance of the 
Wechsler Memory Scale has ensured that globally the vast majority of 
assessments of story recall (from the Logical Memory subtest) are 
remarkably enough based upon the recall of only two stories (of 65 and 
86 word lengths; Wechsler, 2009). Yet it is easy to design new stories, 
which arguably may provide improved contextual relevance, yet it still 
needs to be established whether the novelty of the new stories has any 
real advantage over existing ones in terms of revealing an intermediate 
phenotype that provides a useful clinical target. Previously, we designed 
24 variants of stories (with a range of 69 to 82 words in length) for 
remote administration and showed that it was possible to use NLP to 
successfully rate the story recall in a manner similar to trained experts 
(Chandler et al., 2019; Holmlund et al., 2020a). 

Drawing from NLP analyses of these numerous story versions, 
Chandler et al. (2021a,b) further showed how NLP can inform the future 
design of the actual stories used to elicit behavior by ensuring that there 
is accurate machine learning prediction of the expert human ratings, and 
that it is possible to generate reliable predictions over time and over 
alternate forms of the same test in healthy individuals. Indeed, it stands 
to reason that the collection of responses to various verbal memory 
prompts can inform us in the choice of the optimal story that is to be 
remembered. For instance, when comparing hypothetical story variation 
A with story variation B, we can analyze the recall responses in a large 
dataset and find that performance can be better scored with machine 
learning models on story A than story B (because of closer alignment of 
the NLP features to the goals of the recall task) and that individuals 
consistently score in the same percentile of their population group when 
completing story A, but with story B participants are placed in alternate 
percentiles. Thus, we can use this approach to analysis to conclude that 
story A is well suited to providing highly specific and reliable assays of 
verbal memory. Undoubtedly this approach can be applied to the gen-
eration of alternate forms for other neuropsychological tasks also. 

3.3. Assumptions underlying semantic measurement models 

While some natural language processing techniques are viewed as a 
black box, an understanding of the processes with which they are gov-
erned is necessary in determining which methods are best suited for 
what types of neuropsychological tasks and the associated patient re-
sponses, why certain algorithms differ in terms of output from one 
another and critically how to appropriately apply the methods in varied 
scenarios. Each type of NLP method carries their own set of assumptions 
that must be considered in the design. As an example, an overview of the 
evolution of semantic models and their application to various tasks used 
in Elvevåg et al. (2007) is given.  

(1) The earliest vector space models of semantic understanding were 
based on distributional properties of language - namely, latent 
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semantic analysis (LSA), which is a process that applies a matrix 
factorization to a large matrix of word co-occurrences. As the 
resulting word vectors from this approach are specifically 
generated from a co-occurrence matrix factorization, the LSA 
process entails a very specific understanding of single words and 
the contexts in which they tend to occur. However, the standard 
LSA model was built on a relatively small and restrained corpus of 
language (TASA; Landauer et al., 1998), resulting in many out of 
vocabulary instances and a constrained cultural and semantic 
space.  

(2) Word embeddings saw multiple updates before the introduction 
of word2vec in 2013, however it was the work of Mikolov et al. 
(2013) where neural networks became the popularized approach 
to the creation of a robust semantic space. These embeddings 
were created by training a model to predict a word given the 
context in which it is used. Subsequently, Pennington et al. 
(2014) created GloVe embeddings in a fashion more similar to 
that of LSA with word co-occurrences. Both approaches result in 
single non-contextualized word vectors for each unique token 
(for instance, the vector for the word “check” would be the same 
in “I went to the doctor for a check up” versus “I cashed the check 
at the bank”).  

(3) To address this issue of non-contextualized word embeddings, 
language models became the mainstream way to represent lan-
guage in a contextualized manner. In this class of approaches, it is 
possible to retrieve a distinct word embedding for an individual 
word (and additionally for entire sentences or paragraphs) when 
used in differing contexts. With the introduction of ELMo (Peters 
et al., 2018), BERT (Devlin et al., 2019), USE (Cer et al., 2018), 
not only did word embeddings become contextualized, but it 
became possible for entire utterances to be encoded in a unique 
manner to the context. 

With these newer and varied approaches, to what degree do they 
change performance in clinical tasks? As part of a novel investigation of 
word embeddings, we next compare these different word embedding 
approaches on the varied speech elicitation tasks from Elvevåg et al. 
(2007) to ascertain which approaches may be more appropriate for 
differing types of language. We chose to use the original data in order to 
determine the degree to which these semantic models have improved 
over the years, although there are other studies which have examined 
semantic models with newer data sets (e.g., Chandler et al., 2019; Iter 
et al., 2018; Rezaii et al., 2019). Specifically, we compared (1) the LSA 
word embedding model trained on the TASA corpus (http://lsa.colorado 
.edu/), (2) the word2vec model trained on the Google News dataset 
(https://code.google.com/archive/p/word2vec/), (3) the GloVe model 
trained on the combined Wikipedia 2014 + Gigaword 5th Edition 
corpora (https://www.kaggle.com/datasets/rtatman/glove-global-ve 
ctors-for-word-representation), (4) the USE model accessed via Tensor-
flow Hub (https://tfhub.dev/google/universal-sentence-encoder/4), 
and (5) the BERT-Base model accessed via Tensorflow Hub (https://tfhu 
b.dev/tensorflow/bert_en_uncased_preprocess/3). 

We strove for a more nuanced understanding of which embedding 
techniques are more fitting for different types of language and urge re-
searchers to jointly consider the assumptions that went into the design of 
the natural language processing tools, as well as those that went into the 
design of the elicitation tasks, and how these might interact with one 
another. The assumption is that certain types of embedding approaches 
will be better suited to measure certain symptom classes, diagnostic 
categories, and (certainly) speech elicitation tasks. While the data set of 
Elvevåg et al. (2007) is limited in terms of participant size and its uni-
dimensionality (i.e., simply composed of the transcribed text of partic-
ipant responses to tasks), nevertheless it is an appropriate dataset for 
comparing various semantic space techniques as it is composed of a wide 
range of both classic and novel tasks. A description of each task is given 
along with the features we seek to measure and how appropriate each 

semantic NLP approach listed above is for the understanding of the 
particular nuances in language for the distinction between healthy and 
disordered speech. 

The word association task was the first investigated in this compar-
ison. The participants were presented with a set of individual words and 
were asked to recite the first word that came to mind. Some examples of 
the source words are: bread, friends, king, sports, table. The methodology 
applied to this task for differentiating patient class was to compute a 
direct cosine distance between the source word and the patient response 
using LSA, word2vec, GloVe, USE and BERT embeddings. F statistics 
were computed between the average cosine distances of the patient and 
control class as a means to ascertain which method created more sig-
nificant separations between the two classes. In the task of individual 
word comparisons, LSA significantly outperformed other approaches 
(LSA F = 7.57, p = 0.006, word2vec: F = 3.49, p = 0.06, GloVe F = 4.38, 
p = 0.04, USE: F = 4.66, p = 0.03, BERT: F = 0.14, p = 0.71). Certainly, 
contextual information from surrounding language is not needed to 
understand direct relationships between words. As LSA does not spe-
cifically encode any information about the order of words in language 
and simply seeks to understand - at a word level - how words tend to 
appear in similar semantic contexts, it may be viewed as analogous to 
the task that is being measured with word associations. The constrained 
semantic space of LSA allows the resulting word embeddings to embed 
more concrete meanings for each word than the more modern ap-
proaches and the lack of proper language in the task does not necessitate 
the use of a contextualized language model. 

One issue that can arise from the word association task is ‘out of 
vocabulary’ words. Out of vocabulary words occur when a word either is 
not contained in the training corpus or when it is so low frequency that it 
is not retained for the model. If a word is not in the vocabulary of a word 
embedding model, certain examples will ultimately be omitted from the 
analysis, or human input will be required. While LSA may be most 
appropriate for single word comparisons, it is nevertheless the least well 
suited to handle rare words as it is trained on the smallest and most 
restrained training corpus. Not only were out of vocabulary words 
discovered in this task, but so too were references pertaining to the 
current state of politics and technology like palmtop and gateway 2000 
for the source word computer, and Clinton and Newt Gingrich for the 
source word politics. Perhaps the most remarkable is the fact that the 
word internet is not even contained in the original LSA model! Since the 
model was trained on a corpus that was built before the 21st century, it 
has the least up to date knowledge of cultural references as compared to 
models built on newer corpora. Knowledge of the current climate of the 
world may be an important factor in a task such as word associations, 
however most word embedding models are not updated over time. This 
is ultimately an issue that must be addressed by first ensuring that an 
appropriate training corpus is used and then once one is being used, 
updating the corpus as all embedding models can become outdated. 

Another task analyzed for this comparison was where the partici-
pants were asked to recite the classic story of Cinderella. For this 
question, we first sought to understand how well human ratings of 
content, coherence and tangentiality were predictors of diagnostic class. 
Here, the ratings of coherence were significant predictors, however 
content and tangentiality were not. These assays were then operation-
alized with NLP techniques as an endeavor to understand whether 
automatization of the ratings could be more sensitive to subtle disrup-
tions in language. The responses were scored with variations of coher-
ence, defined by the average, minimum, maximum and standard 
deviation of the cosine distances between consecutive windows of words 
through the recitations of Cinderella. Each approach was computed with 
LSA, word2vec, GloVe, USE and BERT embeddings with window sizes of 
2–8. As there is a wide range of features computed with each approach, 
the mean, standard deviation, and maximum, as well as the number of 
significant (p < 0.01) F statistics for differentiating patients from con-
trols for each class are given in Table 3. Overall, the features oper-
ationalized with BERT and USE generated more significant 
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differentiations between patients and controls. It should be noted 
though that in most published prediction models, coherence is one 
feature of several in the model (e.g., Bedi et al., 2015; Elvevåg et al., 
2007; Iter et al., 2018) and so may add to the explained variance, but 
may not be significant as a sole predictor. The overall implication is that 
while the non-contextualized embeddings may measure the phenomena 
of interest, the contextualized embeddings generate a more fine-grained 
understanding of the context of what is being said and, as such, will 
stand as an appropriate approach for harnessing context in measuring 
disruptions in language. 

Of note is that by using traditional window-based techniques with a 
powerful tool like BERT or USE, some power may be lost along the way. 
This is to say that much of the power of techniques like BERT comes from 
analyzing full paragraphs or sentences with context, and thus when one 
limits these analyses to comparisons between individual windows of size 
2–8, much of their capabilities are also limited. The use of a tool like 
BERT warrants a different approach to calculating disturbances in lan-
guage. Furthermore, most state-of-the-art successes with BERT are due 
to the use of large datasets used to fine tune the entire model for pre-
dictions, rather than using the pre-trained model to simply extract em-
beddings for a cosine comparison feature. As such, future work should 
explore using larger datasets to fine tune BERT to learn features like 
coherence and tangentiality as a full model with a classifier or regressor 
as the output layer. 

Thus, when designing NLP-based clinical assessments, it is critical to 
align the assumptions underlying the computed language metrics with 
the desired goals of the task. For example, we must consider why one 
embedding model's semantic space or training algorithm would make it 
well suited for individual clinical tasks. Examples of such considerations 
would entail determining whether the semantic space appropriately 
represents the content spoken in patient responses, whether the features 
computed in the analysis reflect the task constructs (e.g., does it capture 
the language inherent to the inferencing that is required in the cookie 
theft picture test), whether it is appropriately sensitive to detect subtle 
differences in language and semantic changes (e.g., cookie jar versus 
glass container). 

3.4. Bias in NLP 

Bias in AI is a phenomenon in which models may generate prejudiced 
output in certain cases due to the conscious or unconscious assumptions 
made during their creation. It is an issue that is unfortunately wide-
spread within the field of AI, however the genre of language-based 
models introduces additional nuance and vulnerability. This is due to 
widespread speaker demographic differences and the largely incorrect 
assumption that users will adhere to standard norms of each language 
they are speaking, as well as the inevitable identifiable content con-
tained within speech that may cause latent features to be matched to 
variables of interest. The issue with biased data is that models will tend 
to fit to the dominant characteristics of the dataset and ignore minority 

trends. It becomes an issue when this negatively impacts those who 
exhibit these minority characteristics when the models are unable to 
perform adequately on their speech and language. 

Bias inevitably occurs in nearly every step of the natural language 
processing pipeline. For instance, this could be in the choice of the data 
to train models. The majority of studies - especially within psychology - 
recruit human participants from Western, educated, industrialized, 
rich and democratic societies (the so-called WEIRD phenomenon; 
Henrich et al., 2010), and while additional minority classes may be in 
this group as well, characteristics of a majority class will always 
overpower the less-represented groups. Further, many off-the-shelf or 
pretrained language models in particular have been trained on news-
paper corpora (Google News, Wikipedia) which are unrepresentative 
of the manner in which many people speak. Indeed, the median sen-
tence length for spontaneous speech was six words for males and five 
words for females, where it is more typically 10–15 words in length for 
technical writing (e.g., Wiggers and Rothkrantz, 2007). Thus, the 
language and opinions of journalists will inevitably be different from 
that of a study participant speaking a dialect of English from the 
American South, for example, and therefore these models may erro-
neously rate this different language as less coherent. 

Bias may also be introduced in the annotation process: if annotators 
are not familiar with the nuances and norms of the language data that 
they are annotating, their unfamiliarity may seep into the knowledge 
that a model synthesizes in the training process. A reported case of this 
occurring is that of African American English tweets being rated as more 
toxic simply due to the vernacular used rather than actual toxicity (Sap 
et al., 2019). This was due to the unfamiliarity of the annotators with 
their particular language usage. Issues in annotation may additionally 
arise from the opinions of those who create annotation rubrics and their 
implicit biases. Next, the choice of representation of the data may 
introduce a level of bias in that different embedding models are trained 
on different corpora with different training algorithms and therefore 
may contain more bias than others. Further, the use of raw speech and 
language as input into a model may contain more bias-inducing latent 
features than derived features. Finally, the choice of model used for 
prediction may affect the level of bias in outputs. For instance, deep 
learning-based, highly black box models may learn complex and 
nuanced features that align with demographics in a manner that would 
be less likely to occur in a simple, traditional machine learning model. 

There are known cases of bias particularly in word embeddings. 
Caliskan et al. (2017) showed that embeddings for traditionally African 
American names are closer to unpleasant words than pleasant words 
than traditionally European names. Further, Bolukbasi et al. (2016) 
showed that the embedding for she is closer to the words homemaker, 
nurse and receptionist, and the embedding for he is closer to words 
philosopher, captain and architect. These issues arise from the distribu-
tional statistics of these words showing up in different contexts. As a 
concrete example, this is due to the fact that language along the lines of 
“she takes care of the children” and “he works with computers” are more 

Table 3 
Comparison of F statistics computed on the minimum, maximum, average, and standard deviation of cosine distances between consecutive window sizes 2–8 
(i.e., coherence) through the Cinderella responses with LSA, word2vec, GloVe, USE, and BERT embeddings.  

Embedding technique Mean F statistic Standard deviation (stdev) F statistic Maximum F statistic Significant features (p value < 0.01) 

LSA F = 1.03, 
p = 0.43 

stdev = 1.02 F = 3.43, 
p = 0.07 

N = 0/28 

word2vec F = 1.81, 
p = 0.35 

stdev = 1.83 F = 6.73, 
p = 0.013 

N = 0/28 

GloVe F = 1.90, 
p = 0.36 

stdev = 2.05 F = 6.24, 
p = 0.02 

N = 0/28 

USE F = 2.26, 
p = 0.35 

stdev = 3.08 F = 14.47, 
p = 0.0004 

N = 2/28 

BERT F = 3.41, 
p = 0.26 

stdev = 4.57 F = 18.98, 
p = 6.9e-05 

N = 5/28  
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likely to show up in training corpora than the opposite gender cases. 
These are cases of race and gender bias that occur in word embeddings 
simply due to the data the embedding models were trained on. For a 
review of these issues see, Hovy and Prabhumoye (2021). Reducing bias 
within the pipeline of machine learning model creation is critical and 
various approaches have been proposed for doing so. For instance, 
Bolukbasi et al. (2016) proposed a post hoc method for directly 
debiasing word embeddings. This method involves separating the 
embedding spaces by whether the words are gender-specific or gender- 
neutral and performing linear algebra operations to project the em-
beddings onto a non-gender specific axis or by making them equidistant 
to various gender words. Depending on the application of word 
embedding comparisons, this approach might be critical in the clinical 
domain (see critical gender bias example in Fig. 2). Beyond computa-
tional approaches to minimize bias in language tools, bias-aware con-
siderations should be taken at every step of the application pipeline. At 
the data collection step, researchers must be thoughtful with respect to 
balancing important demographic groups and collecting a thorough 
representation of each group. A common and simple approach to 
balancing data is to downsample majority classes (i.e., only use a subset 
of the majority class for training a model so as to balance with a minority 
sample) or collect more data or create synthetic data to supplement a 
minority or low resource classes. Overall, what is important is testing for 
and mitigating bias at every step of the machine learning pipeline: from 
data collection and annotation to model choice and evaluation. Next, we 
show how all of these issues - particularly with respect to gender bias - 
may affect downstream features or predictions in the case of language 
coherence and disease diagnosis. 

3.5. Gender bias 

We have described various places in the NLP pipeline where bias may 
be introduced. Unfortunately, similar sources of bias also exist in 
research on serious mental illness as it is often the case that male par-
ticipants outnumber female participants (e.g., Longenecker et al., 2010), 

which likely negatively impacts subsequent diagnosis and treatment in 
women. Even in a clinical setting there is much evidence that gender 
biases the actual diagnosis process. Indeed a ‘simulation’ study in which 
clinicians were given the fictional transcripts of clinical scenarios in 
which the fictional patient was assigned either a male or a female name 
resulted in a distinct diagnosis bias: clinical scenarios with male names 
were disproportionately more likely to be diagnosed as having chronic 
schizophrenia and those with female names tended to be diagnosed as 
having depression (Høye et al., 2006). Importantly, the clinical scenarios 
were identical, it was simply the name that was either ‘female’ or ‘male’. 

Previous research has not fully established to what extent language 
derived metrics are gender specific, yet there is already evidence of bias 
towards men in large corpora (e.g., Bailey et al., 2022). Similarly, there 
is emerging possible undesirable gender discrimination in clinical ap-
plications of AI because of the databases that are leveraged with ma-
chine learning (Cirillo et al., 2020; Obermeyer et al., 2019; Sun et al., 
2019). By way of illustration, we created the following simple sentences 
in order to ‘compare’ how comparisons within three semantic embed-
ding spaces (LSA, word2vec and BERT) changed simply as a function of 
the putative gender of the character in the sentence: “NAME has 
depression”, “NAME has schizophrenia”, and “NAME is intelligent” 
(where “NAME” is substituted by either a female name (Mary) or a male 
name (James)). Fig. 2 shows the results of these cosine comparisons and 
uncovers that there are sometimes differences in gender-based similarity 
to different clinical (or non-clinical) entities. There are also differences 
between methods employed, where LSA and word2vec display more 
gender-based differences than BERT. Although these examples are by no 
means intended to establish that there is gender bias per se in current 
methods, they serve to illustrate two things, namely that similarity 
ratings to male and female names can greatly differ and subtle gender 
bias exists. Based upon the aforementioned human bias in clinical 
diagnosis we might expect this to be visible also in terms of NLP derived 
metrics and indeed, may be a reflection of inherent bias in general use of 
language that became part of the training data for these metrics (Basta 
et al., 2019). Thus, in use of these NLP measures, we need to ensure that 

Fig. 2. Ratio of gender bias in LSA, word2vec, and BERT-based cosine distances between the female name Mary/male name James and the phrases “has depression”, 
“has schizophrenia”, and “is intelligent”. Here, we give a bias measure which computes the proportion of how much the cosine is greater in one gender than the other 
with a ratio of 0.5 indicating no difference between the two genders. 
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we have sufficient representation in the training data as well as to 
evaluate the levels of performance widely in order to minimize the risk 
of systematic bias. 

To sum up the question of how are we measuring, we have shown that 
there are a number of considerations that need to be made by the 
designer in order to ensure effective, generalizable and unbiased 
methods. In addition, these design decisions should be explicit and need 
to be explained to end users of the model. The Data Nutrition Label 
project (Holland et al., 2018) directly advocates for researchers to be 
explicit in reporting the distributions of their data in a standardized 
manner and as such forces researchers to consider what their data entails 
and potentially uncover potential discrepancies in demographic 
coverage. Thus, one could envision the scenario where - similar to the 
mandatory nutrition facts on a cereal box - the ‘content’ details are listed 
such as what the training data was composed of (e.g., dataset size, racial 
makeup), details regarding the model development (e.g., algorithm 
type), information on its performance (e.g., false positives, false nega-
tives), details about how its assessments (e.g., fairness, bias attestations) 
and lists of the validation studies (e.g., safety, efficacy). Additionally, it 
would be important that the ‘fact label’ also specified what the algo-
rithm's purpose was (e.g., specific illness detection) and critically when 
the algorithm had last been updated. 

4. Why are we measuring? 

“When you can measure what you are speaking about, and express it in 
numbers, you know something about it; but when you cannot measure it, 
when you cannot express it in numbers, your knowledge is of a meagre 
and unsatisfactory kind; it may be the beginning of knowledge, but you 
have scarcely in your thoughts advanced to the state of Science, whatever 
the matter may be.” 

attributed to Lord Kelvin (1883) 

The degree of success in the field of machine learning is often driven 
by demonstrating high model accuracy, using such measures as agree-
ment to clinician ratings or to predicting diagnostic categories. How-
ever, the process of building novel language-based tasks and creating 
innovative NLP-based features in order to create more accurate models 
should not be the ultimate goal. Indeed, success should be driven by how 
the technology and assessments provide actionable results that result in 
improved patient outcomes or improved healthcare delivery. Such 
outcomes could include more timely detection or lessened workload for 
clinicians, not requiring travel to a clinic for an in-person visit for pa-
tients, improved treatment of a disorder or better quality of life. 
Actionable results could also include improving our theoretical under-
standing of the nature of the brain, of patients and/or of disorders. Thus, 
the creation of any automated assessment should be accompanied with 
introspection on the purpose and goals of the automation. 

4.1. What are we automating? 

We can examine the goals of automation in clinical assessment at 
three levels: 

At the first level, we can consider that technology can automate what 
humans do. In this case, the goal of the technology is to take over an 
existing process that is being done by a clinician and matching the 
performance of the clinician. This could be, for example, administering 
and scoring an existing neuropsychological assessment. While this may 
free up time for a clinician, it is not a highly compelling goal. 

The second level of automation is enhancing what humans do. For 
example, automation can perform an initial triage of patients and could 
work concurrently with, but under the supervision of clinicians. This 
level can provide levels of efficiency, but can also be able to help cli-
nicians in detecting important cases, where to focus care and when 
follow-up is needed. 

Finally, at the third level, automation can change or disrupt the existing 

processes. Disrupting the process would mean technology changing how 
the clinical practice is currently done, changing how and when clinicians 
interact. For example, automation can detect small changes in patient 
mental states over time to track trajectories and provide individualiza-
tion to characterize individual baselines rather than population base-
lines. Such approaches can provide dynamic adaptive testing and 
improved remote monitoring while keeping clinicians in the loop. This 
further necessitates that the technology provides levels of explainability, 
trust and support of clinician control so that a clinician still is the ulti-
mate decision-maker (Chandler et al., 2020a). Thus, rather than seeing 
this level of automation as replacing a clinician, instead, the approach 
can give stakeholders (e.g., patients, caregivers, clinicians) more agency 
on how and when healthcare is applied and on delivering more personalized 
medicine. While we should not blindly embrace the latest technological 
metaphor, if we see that it can bring improvements, we should leverage 
this but seek to incorporate the best use of both clinicians and 
computers. 

However, automation of clinical decision-making should not be the 
only goal of applying NLP for mental health. Indeed, there are broad 
uses for research that go beyond “automating the clinician” and instead 
provide insights that would not be possible without computational 
models. We further see that NLP can serve as a forcing function to 
iteratively improve the construct itself and its psychometric properties, 
not just the operational definition (e.g., Cohen et al., 2022). For 
instance, for a construct such as disorganized speech to be computa-
tionally instantiated, it requires operationally defining to what degree 
disorganization is being measured by such features as semantic distance 
in the choice of words and phrases, changes in syntactic structure or the 
narrative structure of a recall. Applying machine learning to these fea-
tures can further reveal insights about underlying neuropsychological 
mechanisms. By analyzing large numbers of participants' language, we 
gain insights on how different features correlate and combine to explain 
relationships to different diagnostic categories and the neural 
processing. 

5. Conclusions 

Thus far, the field of computational analyses of language for clinical 
assessment has been the “wild west”, where there have been a variety of 
approaches implemented and many successes reported as showing the 
potential. However, the field has focused more on the accuracy of 
computational models for scoring assessment tasks and predicting 
diagnostic categories. We need to change our thinking to be about what 
tasks, computational features and models align best with our under-
standing of the targeted neurocognitive functions that we want to assess. 
The field now has enough information about our successes (and failures) 
to move towards a more principled approach to operationalize our 
definitions and standardize design and implementation in order to drive 
applicability of the methods. We advocate for adopting a process where 
assessments specifically consider the constructs being assessed, how 
those constructs relate to patient clinical states and how assessment 
tasks produce language output that can be analyzed by computational 
methods aligned to the constructs. This principled approach provides a 
data and method agnostic framework with inferential processes that 
supports explainability and generalizability in the use of speech as a 
digital biomarker for mental and cognitive states. This same framework 
supports the ability to move towards clinician-centered applications. 

Despite impressive scientific findings, significant obstacles remain 
before these techniques will gain acceptance by patients, caregivers and 
medical providers. We do believe that systems that leverage these 
measures have translational potential by analyzing large quantities of 
data to predict optimal and timely interventions. However just because 
something is scientifically viable, does not mean it will translate into practice. 
Indeed, for any of the aforementioned NLP-based artificial intelligence 
algorithms to become part of clinical practice, gaining trust of the crit-
ical stakeholders, namely patients and clinicians, will be essential. While 
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the field has thus far focused on automating what clinicians do in order to 
meet their level of judgment, the focus must be switched to developing 
accurate tools that incorporate stakeholder needs, are highly transparent and 
sufficiently explainable and capable of alerting humans to lack of system 
knowledge or certainty (e.g., Chandler et al., 2021b; Chandler et al., 
2022). Such a collaboration requires multidisciplinarity and the 
employment of linguistically and culturally diverse data sets, and 
research that involves all stakeholders and that they are involved in all 
stages. This will thus make it possible to leverage the very best of NLP/ 
artificial intelligence methods to analyze speech and enable the auto-
mation and scaling such that assessment can be conducted remotely and 
thereby meet the unmet promise of these methods promoting justice, 
equity, diversity and inclusiveness in important areas of healthcare. 
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