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#### Abstract

We consider linear codes over a finite field $\mathbb{F}_{q}$, for odd $q$, derived from determinantal varieties, obtained from symmetric matrices of bounded ranks. A formula for the weight of a codeword is derived. Using this formula, we have computed the minimum distance for the codes corresponding to matrices upperbounded by any fixed, even rank. A conjecture is proposed for the cases where the upper bound is odd. At the end of the article, tables for the weights of these codes, for spaces of symmetric matrices up to order 5 , are given.

We also correct typographical errors in Proposition 1.1/3.1 of [3] and in the last table, and we have rewritten Corollary 4.9 of that paper, and the usage of that Corollary in the proof of Proposition 4.10.


## 1. Introduction

One of the most natural and interesting ways to construct classes of linear errorcorrecting codes is by using the language of projective systems and considering the $\mathbb{F}_{q}$-rational points of a projective algebraic variety defined over $\mathbb{F}_{q}$ as a projective system. For a more detailed study of projective systems and linear codes associated to them, we refer to [13, Chapter 1]. Determinantal varieties in different projective spaces are classical examples of projective algebraic varieties defined over finite fields, and therefore it is natural to study codes associated to these varieties. The study of codes associated to generic determinantal varieties was initiated by Beelen-Ghorpade-Hasan [2], and the minimum distance of the code associated to the variety defined by the vanishing of $2 \times 2$ minors of a generic matrix was determined. Later Beelen-Ghorpade [1] studied other codes associated to generic determinantal varieties and together with several interesting properties, the minimum distances also of these codes were computed.

Determinantal varieties in the space of symmetric (skew-symmetric) matrices, i.e. the variety defined by the vanishing of all $(t+1) \times(t+1)$ minors of a generic symmetric (skew-symmetric) matrix of order $m$, where $t \leq m$, is another example of classical varieties defined over a finite field $\mathbb{F}_{q}$. For a detailed exposition of these varieties, we refer to [6, 8]. Like generic determinantal varieties, these varieties are also an interesting class of $\mathbb{F}_{q}$-varieties with many $\mathbb{F}_{q}$-rational points. Therefore, it

[^0]is natural to study the codes corresponding to these varieties. The study of codes associated to determinantal varieties in the space of skew-symmetric matrices was initiated by the first and the last named authors 4. They found an iterative formula for the weight of a general codeword and using this formula they computed the minimum distance of these codes. In the present article, we consider the codes associated to determinantal varieties in the space of symmetric matrices, and in the even rank cases, we compute the minimum distance of these codes.

Linear codes corresponding to symmetric determinantal varieties of rank at most $t$ can be obtained by evaluating homogeneous, linear functions in $m^{2}$ variables $X_{1,1}, \ldots, X_{1, m}, \ldots, X_{m, 1}, \ldots, X_{m, m}$ at points corresponding to symmetric matrices [ $X_{i, j}$ ] of rank at most $t$. All important information about these codes $C_{\text {symm }}(t, m)$ can be read off from their shorter "sister codes" $\widehat{C}_{s y m m}(t, m)$, each of which is obtained from $C_{s y m m}(t, m)$, by skipping the zero matrices, and otherwise evaluating the linear functions in only one matrix in each multiplicative equivalence class of matrices of rank at most $t$. In other words, we then consider the projective system of such matrices. We will consider these codes in parallel. Finding the length and dimensions of these codes is easy, and the following result will be proved in Section 3.

Proposition 1.1. The linear code $\widehat{C}_{\text {symm }}(t, m)$ is an $\left[\hat{\nu}_{m}(t), \hat{k}\right]$ linear code where $\hat{\nu}_{m}(t)$ is given by equation (5) below with

$$
\begin{equation*}
\nu_{m}(t)=\sum_{r=0}^{t}\left(\prod_{i=1}^{\left\lfloor\frac{r}{2}\right\rfloor} \frac{q^{2 i}}{q^{2 i}-1} \prod_{i=0}^{r-1}\left(q^{m-i}-1\right)\right) \text { and } \hat{k}=\binom{m+1}{2} \tag{1}
\end{equation*}
$$

To find the minimum distance and possible weights of codewords, however, a lot of calculations are needed. A first step in order to obtain control over the situation is taken in Propositions 3.3 and 3.4 where one shows that there are at most $2 m+1$ weights that are possible. In one of our main results, Theorem 3.7 we determine these weights. Our results are analogues of [4, Corollary 3.3, Theorem 3.4], and also of [11, Theorem 3] for Grassmann codes $C(2, m)$. Theorem 3.7, however, is not sufficiently transparent to read off the minimum distance of our codes immediately. Let the symmetric affine determinantal variety $\mathbb{S}(2 t, m)$ be defined by the vanishing of all $(2 t+1) \times(2 t+1)$ minors of a generic symmetric matrix of size $m$.

The main result of this article is the following theorem:
Theorem 1.2. The minimum distance of the code $\widehat{C}_{\text {symm }}(2 t, m)$ is

$$
q^{m-1} \nu_{m-1}(2 t-2)+q^{2 t-1} \mu_{m-1}(2 t-1)+\left(q^{2 t-1}-q^{-1}\right) \mu_{m-1}(2 t),
$$

where $\nu_{m-1}(2 t-2)=|\mathbb{S}(2 t-2, m-1)|$, and $\mu_{m-1}(2 t-1)$ denotes the number of symmetric matrices of size $m-1$ and rank $2 t-1$.

Theorem 1.2 in combination with Proposition 1.1] give the 3 basic parameters (length, dimension, minimum distance) of our codes.

Theorem [1.2 is parallel to [4, Theorem 3.11] for codes from skew-symmetric matrices. The computational complexity, however, building on Theorem 3.7 is much larger than in the analogous computations in the skew-symmetric case, and to a great part, it involves a detailed treatment of quadratic hypersurfaces in projective and affine spaces and the three classes (hyperbolic, elliptic, and parabolic) of such hypersurfaces. In contrast to skew-symmetric matrices, the symmetric ones also may have odd rank, but for reasons of space, we leave the determination of the minimum distances of $C_{\text {symm }}(t, m)$ and $\widehat{C}_{\text {symm }}(t, m)$ for odd $t$ to future research. We end this paper, however, by giving a conjecture, and also a list of all possible concrete weights appearing, for $m=3,4,5$ and all $t$ up to 5 . These results clearly indicate that our conjecture holds.

## 2. Symmetric Determinantal Varieties over the field $\mathbb{F}_{q}$

Let $m$ be a positive integer, $q$ be a prime power, and let $\mathbb{F}_{q}$ be the finite field with $q$ elements. An $m \times m$ matrix $A=\left(a_{i j}\right)$ over $\mathbb{F}_{q}$ is called symmetric if $a_{i j}=a_{j i}$ for every $1 \leq i, j \leq m$. We use the notations $S_{m}$ to denote the space of $m \times m$ symmetric matrices over $\mathbb{F}_{q}$ and $A^{T}$ to denote the transpose of a matrix $A$. It is well known that $S_{m}$ can be identified with the affine space $\mathbb{A}\binom{m+1}{2}$. Let $\mathbf{X}=\left(X_{i j}\right)$ be an $m \times m$ matrix of independent indeterminates $X_{i j}$ over $\mathbb{F}_{q}$. For $0 \leq t \leq m$, we denote by $\mathbb{S}(t, m)$, the affine algebraic variety in $S_{m}$ given by the vanishing of $(t+1) \times(t+1)$ minors of $\mathbf{X}$; in other words

$$
\begin{equation*}
\mathbb{S}(t, m)=\left\{A \in S_{m}: \operatorname{rank}(A) \leq t\right\} \tag{2}
\end{equation*}
$$

For any $0 \leq r \leq m$ we define

$$
S(r, m)=\left\{A \in S_{m}: \operatorname{rank}(A)=r\right\} \quad \text { and } \quad \mu_{m}(t)=|S(r, m)|
$$

The following formula from [10, Theorem 2] gives the number of symmetric matrices of size $m$ and rank $r$

$$
\begin{equation*}
\mu_{m}(r)=\prod_{i=1}^{\left\lfloor\frac{r}{2}\right\rfloor} \frac{q^{2 i}}{q^{2 i}-1} \prod_{i=0}^{r-1}\left(q^{m-i}-1\right) \tag{3}
\end{equation*}
$$

From the definition it is clear that

$$
\mathbb{S}(t, m)=\bigcup_{r=0}^{t} S(r, m)
$$

and the union is disjoint. Let $\nu_{m}(t)$ be the cardinality of the set $\mathbb{S}(t, m)$. We have

$$
\begin{equation*}
\nu_{m}(t)=\sum_{r=0}^{t} \mu_{m}(r) \tag{4}
\end{equation*}
$$

Note that the defining equations of $\mathbb{S}(t, m)$ are square-free homogeneous equations of degree $t+1$. Consider the projective variety in $\mathbb{P}^{\binom{m+1}{2}-1}$ defined by these equations. This variety in the projective space $\mathbb{P}\binom{m+1}{2}-1$ is known as the symmetric determinantal variety and we denote it by $\hat{\mathbb{S}}(t, m)$. Note that $\mathbb{S}(t, m)$ is the affine cone over $\hat{\mathbb{S}}(t, m)$. Therefore, if $\hat{\nu}_{m}(t)$ denote the cardinality of the set $\hat{\mathbb{S}}(t, m)$, then

$$
\begin{equation*}
\hat{\nu}_{m}(t)=\frac{\nu_{m}(t)-1}{q-1} . \tag{5}
\end{equation*}
$$

## 3. The Linear Code Associated to the Symmetric Determinantal

Variety $\hat{\mathbb{S}}(t, m)$
We open this section by recalling the notion of a projective system. For details, we refer to [13, Ch. 1]. An $[n, k, d]$ projective system is a (multi)set $\Omega \subseteq \mathbb{P}^{k-1}$ that is not contained in a hyperplane of $\mathbb{P}^{k-1}$, and the parameters $n$ and $d$ are defined by

$$
|\Omega|=n, \quad d=n-\max \left\{|\Omega \cap H|: H \text { a hyperplane of } \mathbb{P}^{k-1}\right\}
$$

Every $[n, k, d]$ projective system corresponds to an equivalence class of $[n, k, d]$ linear code and vice-versa. Linear codes corresponding to several classical varieties have been studied by several authors. In this section, we are going to study the projective systems, and hence linear codes, associated to the determinantal varieties $\hat{\mathbb{S}}(t, m)$. First, we briefly give the construction of this linear code corresponding to $\hat{\mathbb{S}}(t, m)$.

Let $\mathbb{F}_{q}[\mathbf{X}]_{1}$ denote the vector space over $\mathbb{F}_{q}$ of linear homogeneous polynomials in $m^{2}$ variables $\mathbf{X}_{i j}$, for $1 \leq i, j \leq m$. Let $\left\{P_{1}, \ldots, P_{\hat{\nu}_{m}(t)}\right\} \subseteq \mathbb{S}(t, m)$ be a subset of representatives of distinct points of $\hat{\mathbb{S}}(t, m)$ in some fixed order. Consider the evaluation map
(6) $\quad \operatorname{Ev}: \mathbb{F}_{q}[\mathbf{X}]_{1} \rightarrow \mathbb{F}_{q}^{\hat{\nu}_{m}(t)}$ defined by $f(\mathbf{X}) \mapsto c_{f}=\left(f\left(P_{1}\right), \ldots, f\left(P_{\hat{\nu}_{m}(t)}\right)\right)$.

The image of the evaluation map is a linear subspace of $\mathbb{F}_{q}^{\hat{\nu}_{m}(t)}$. This subspace is called the symmetric determinantal code and is denoted by $\widehat{C}_{\text {symm }}(t, m)$.

Proposition 3.1. The linear code $\widehat{C}_{\text {symm }}(t, m)$ is a $\left[\hat{\nu}_{m}(t), \hat{k}\right]$ linear code where $\hat{\nu}_{m}(t)$ is given by equation (15) with

$$
\begin{equation*}
\nu_{m}(t)=\sum_{r=0}^{t}\left(\prod_{i=1}^{\left\lfloor\frac{r}{2}\right\rfloor} \frac{q^{2 i}}{q^{2 i}-1} \prod_{i=0}^{r-1}\left(q^{m-i}-1\right)\right) \text { and } \hat{k}=\binom{m+1}{2} \tag{7}
\end{equation*}
$$

Proof. The proof of the proposition is simple. The statement about the length of the code $\widehat{C}_{\text {symm }}(t, m)$ follows from equations (3), (4) and (5). This gives the length of the code. For the dimension of the code, it is enough to prove that $\hat{\mathbb{S}}(t, m)$ does not lie on a hyperplane of $\mathbb{P}^{\binom{m+1}{2}-1}$. Equivalently, it is enough to show that for $1 \leq t \leq m$, the span of the affine algebraic variety $\mathbb{S}(t, m)$ is the vector space $S_{m}$. Let $E_{i j}$ be the $m \times m$ matrix with $(i, j)^{t h}$ entry 1 and all other entries zero. It
is well known that the set $\left\{E_{i j}+E_{j i}: 1 \leq i, j \leq m\right\} \cup\left\{E_{i i}: 1 \leq i \leq m\right\}$ is a basis of $S_{m}$, therefore it is enough to show that the span of $\mathbb{S}(t, m)$ contains the set $\left\{E_{i j}+E_{j i}: 1 \leq i, j \leq m\right\} \cup\left\{E_{i i}: 1 \leq i \leq m\right\}$. Note that $S(1, m) \subseteq \mathbb{S}(t, m)$ for every $1 \leq t \leq m$. Therefore, we will show that for every $i, j$ the matrix $E_{i j}+E_{j i}$ can be written as a sum of rank one symmetric matrices. If $i=j$ then there is nothing to do as $E_{i i}$ itself is a rank one symmetric matrix. So assume $i<j$. Let [ $X_{i j}$ ] be the $m \times 1$ column vector with the $i^{t h}$ and $j^{t h}$ entries being one, and the rest of the coordinates being zero. Then $X_{i j} X_{i j}^{T}$ is a rank one symmetric matrix and

$$
E_{i j}+E_{j i}=X_{i j} X_{i j}^{T}-E_{i i}-E_{j j}
$$

This completes the proof.

Remark 3.2. Consider the linear map $\operatorname{Ev}_{1}: \mathbb{F}_{q}[\mathbf{X}]_{1} \rightarrow \mathbb{F}_{q}^{\nu_{m}(t)}$ defined by $f(\mathbf{X}) \mapsto$ $\left(f\left(A_{1}\right), \ldots, f\left(A_{\nu_{m}(t)}\right)\right.$ where $\left\{A_{1}, \ldots, A_{\nu_{m}(t)}\right\}=\mathbb{S}(t, m)$ in some fixed order. The image of this linear map is a subspace of $\mathbb{F}_{q}^{\nu_{m}(t)}$ and we denote this subspace by $C_{\text {symm }}(t, m)$. The codes $\widehat{C}_{\text {symm }}(t, m)$ and $C_{\text {symm }}(t, m)$ are quite similar in the sense that the length of these codes is related by equation (5) and both are of the same dimension. Further, let $f(\mathbf{X}) \in \mathbb{F}_{q}[\mathbf{X}]_{1}$ be a linear polynomial and $\widehat{c}_{f} \in$ $\widehat{C}_{\text {symm }}(t, m)$ and $c_{f} \in C_{\text {symm }}(t, m)$ are the corresponding codewords, then the Hamming weights of these codewords are related by

$$
\begin{equation*}
\mathrm{W}_{\mathrm{H}}\left(c_{f}\right)=(q-1) \mathrm{W}_{\mathrm{H}}\left(\widehat{c}_{f}\right) \tag{8}
\end{equation*}
$$

Therefore to understand the minimum distance of the code $\widehat{C}_{\text {symm }}(t, m)$ it is enough to understand the minimum distance of the code $C_{s y m m}(t, m)$. Therefore, for the rest of the section, we will concentrate on the code $C_{\text {symm }}(t, m)$.

For the rest of the article, we assume that $q$ is odd (in the case of even $q$ one encounters difficulties with some of the calculations that we apply to obtain our results, but it is conceivable that the cases of even and odd $q$ are very similar. We make no claims about this case). Let $f=\sum f_{i j} X_{i j} \in \mathbb{F}_{q}[\mathbf{X}]_{1}$ be a function and $c_{f} \in C_{\text {symm }}(t, m)$ be the corresponding codeword. Let $F=\left(f_{i j}\right)$ be the coefficient matrix of $f$ and $A$ be a symmetric matrix. Then

$$
f(A)=\operatorname{tr}(F A)
$$

Since the characteristic of the field is not 2 and $A$ is a symmetric matrix we can find a symmetric matrix $G$ such that $\operatorname{tr}(F A)=\operatorname{tr}(G A)$ for every symmetric matrix $A$. Indeed, we choose $G$ to be the matrix whose $(i, j)^{t h}$ entry is $\frac{f_{i j}+f_{j i}}{2}$ for $1 \leq i, j \leq$ $m$. Therefore, for every codeword $c \in C_{s y m m}(t, m)$ there is a symmetric matrix $F=\left(f_{i j}\right)$ such that the codeword $c$ is given by

$$
c=\left(\operatorname{tr}\left(F A_{1}\right), \ldots, \operatorname{tr}\left(F A_{\nu_{m}(t)}\right)\right)
$$

where $A_{1}, \ldots, A_{\nu_{m}(t)}$ are matrices in $\mathbb{S}(t, m)$. If $F$ is a matrix and $f(\mathbf{X}) \in \mathbb{F}_{q}[\mathbf{X}]_{1}$ is a function whose coefficient matrix is $F$, then we use the notation $c_{F}$ to denote the codeword $c_{f} \in C_{\text {symm }}(t, m)$. In the next proposition, we see that corresponding to every codeword $c \in C_{\text {symm }}(t, m)$, there is a diagonal matrix such that the weights of $c$ and the codeword corresponding to the diagonal matrix are the same.

Proposition 3.3. For every codeword $c \in C_{\text {symm }}(t, m)$ there exists a diagonal matrix $F=\operatorname{diag}(1,1, \ldots, 1, \delta, 0, \ldots 0)$ with $\delta$ a non-zero element of $\mathbb{F}_{q}$, and

$$
\mathrm{W}_{\mathrm{H}}(c)=\mathrm{W}_{\mathrm{H}}\left(c_{F}\right)
$$

Proof. For any non-singular $m \times m$ matrix $L$ and any $0 \leq r \leq t$, the map $P \mapsto$ $L^{T} P L$ gives a permutation of the set $S(r, m)$ and hence of the set $\mathbb{S}(t, m)$. For any codeword $c$ we can find a symmetric matrix $F$ such that $c=c_{F}$. Since $F$ is symmetric, we can find [10, Lemma 6] a nonsingular matrix $L$ such that $L F L^{T}=$ $G=\operatorname{diag}(1,1, \ldots, 1, \delta, 0, \ldots 0)$ as in the theorem. Now we claim that $G$ is the required matrix. Note that

$$
\operatorname{tr}(G P)=\operatorname{tr}\left(L F L^{T} P\right)=\operatorname{tr}\left(F\left(L^{T} P L\right)\right)
$$

This completes the proof of the theorem.
In the next proposition, we see that the weight of a codeword $c_{F} \in C_{\text {symm }}(t, m)$ corresponding to a diagonal form $F$ as in the above proposition depends only on whether $\delta$ is a square or a non-square.

Proposition 3.4. Let $F_{i}=\operatorname{diag}\left(1,1, \ldots, 1, \delta_{i}, 0, \ldots, 0\right)$ for $i=1,2$ be two diagonal matrices of the same rank $k$ and let $c_{F_{i}} \in C_{\text {symm }}(t, m)$ be the corresponding codewords. If $\delta_{2} / \delta_{1}$ is a square, then $W_{H}\left(c_{F_{1}}\right)=W_{H}\left(c_{F_{2}}\right)$.

Proof. By assumption, we can find a nonzero $b \in \mathbb{F}_{q}$ satisfying $b^{2} \delta_{1}=\delta_{2}$. Now consider the matrix $P=\operatorname{diag}(1,1, \ldots, 1, b, 1, \ldots, 1)$ with $b$ at the $k^{t h}$ position. Then $P F_{1} R^{T}=F_{2}$ and the map $M \mapsto P^{T} M P$ is a bijection between the support of $c_{F_{2}}$ and $c_{F_{1}}$. Therefore they have the same weight.

From the above proposition, it is clear that for every $1 \leq k \leq m$ there can be at most two different weights for codewords in $C_{\text {symm }}(t, m)$. In other words, the weight of codewords corresponding to functions $f_{k}^{\delta}(\mathbf{X})=X_{11}+\cdots+X_{k-1 k-1}+\delta X_{k k}$ for $1 \leq k \leq m$ will be all possible weights of the code $C_{s y m m}(t, m)$ and hence of the code $\widehat{C}_{\text {symm }}(t, m)$. Moreover, the minimum of the weights $\mathrm{w}_{\mathrm{H}}\left(f_{k}^{\delta}(\mathbf{X})\right)$ gives the minimum distance of the code $C_{\text {symm }}(t, m)$. Next, we will give an iterative formula for the weight of codewords corresponding to functions $f_{k}^{\delta}(\mathbf{X})$. But before that, we fix some notations for the rest of the article. First, from now on, whenever we refer to the weight of the function $f_{k}^{\delta}(\mathbf{X})$, we always mean the weight of the codeword
$c_{f_{k}^{\delta}(\mathbf{X})} \in C_{\text {symm }}(t, m)$ corresponding to the function $f_{k}^{\delta}(\mathbf{X})$. For any $0 \leq k \leq m$ and $0 \leq t \leq m$, we define

$$
\operatorname{Supp}_{t}\left(f_{k}^{\delta}(\mathbf{X})\right):=\left\{A \in \mathbb{S}(t, m): f_{k}^{\delta}(A) \neq 0\right\} \text { and } \mathrm{W}_{k}^{\delta}(t, m)=\left|\operatorname{Supp}\left(f_{k}^{\delta}(\mathbf{X})\right)\right|
$$

Clearly, $\mathrm{W}_{k}^{\delta}(t, m)$ denotes the weight of the codeword $c_{f_{k}^{\delta}(\mathbf{X})} \in C_{\text {symm }}(t, m)$. Also, for any fixed $0 \leq t \leq m$ and $0 \leq r \leq t$, we define

$$
T_{k}^{\delta}(r, m)=\left\{A \in S(r, m): f_{k}^{\delta}(A) \neq 0\right\}, \quad \mathrm{w}_{k}^{\delta}(r, m)=\left|T_{k}^{\delta}(r, m)\right|
$$

Notice that

$$
\begin{equation*}
\operatorname{Supp}_{t}\left(f_{k}^{\delta}(\mathbf{X})\right)=\cup_{r=1}^{t} T_{k}^{\delta}(r, m) \text { and } \mathrm{W}_{k}^{\delta}(t, m)=\sum_{r=1}^{t} \mathrm{w}_{k}^{\delta}(r, m) \tag{9}
\end{equation*}
$$

We will call $\mathrm{w}_{k}^{\delta}(r, m)$ the $r^{t h}$ restricted weight of the function $f_{k}^{\delta}(\mathbf{X})$ in $C_{s y m m}(t, m)$.
Note that for $k=0$, the function $f_{k}^{\delta}(\mathbf{X})$ is the zero function, and hence $w_{0}^{\delta}(r, m)=$ 0 for any $r$, and as a consequence $W_{0}^{\delta}(t, m)=0$ for any $t$. Next, for any $B \in S(r, m)$ and $\alpha \in \mathbb{F}_{q}^{*}$, we define

$$
\lambda_{B}(r, m)=\mid\left\{v B: v \in \mathbb{F}_{q}^{m} \text { and } v B v^{T}=0\right\} \mid
$$

and

$$
\gamma_{\alpha}(B, r, m)=\mid\left\{v B: v \in \mathbb{F}_{q}^{m} \text { and } v B v^{T}+\alpha=0\right\} \mid
$$

(These entities are well defined since $v B=u B$ implies that $v B v^{T}=u B u^{T}$.) Now let $1 \leq k \leq m$ and $1 \leq t \leq m$ be fixed. In view of equation (9), to determine the weight $\mathrm{W}_{k}^{\delta}(t, m)$, it is enough to determine $\mathrm{w}_{k}^{\delta}(r, m)$ for each $1 \leq r \leq t$. Therefore, in the next lemma, we give a formula for $\mathrm{w}_{k}^{\delta}(r, m)$ in terms of $\lambda_{B}(r, m)$ and $\gamma_{\alpha}(B, r, m)$.

Lemma 3.5. For any $0 \leq r \leq m$ and $k \geq 1$, the $r^{\text {th }}$ restricted weight of the codeword $f_{k}^{\delta}(\mathbf{X})$ in $C_{\text {symm }}(t, m)$ is given by

$$
\left.\begin{array}{rl}
(10) & \mathrm{w}_{k}^{\delta}(r, m) \tag{10}
\end{array}=(q-1)\left(q^{m-1}-q^{r-2}\right) \mu_{m-1}(r-2)+(q-2) q^{r-1} \mu_{m-1}(r-1)\right)
$$

Remark 3.6. In the case $k=1$ this simplifies a lot, since $f_{1-1}^{\delta}=f_{0}^{\delta}=0$, and moreover the weight of $f_{1}^{\delta}$ is equal to the weight of $f_{1}^{1}$ for all $\delta$.

Proof. Consider the following map

$$
\begin{align*}
T_{k}^{\delta}(r, m) & \stackrel{\psi}{\rightarrow} S(r-2, m-1) \cup S(r-1, m-1) \cup S(r, m-1)  \tag{11}\\
A & \mapsto \psi(A)=B
\end{align*}
$$

where $B$ is obtained from $A$ by deleting the first row and first column. Clearly, if $A \in S(r, m)$ then $\psi(A)=B$ is a symmetric matrix of size $m-1$ and of rank either $r-2, r-1$ or $r$. Therefore, the map $\psi$ is well-defined. Further, it is clear from the definition that $\mathrm{w}_{k}^{\delta}(r, m)=\left|T_{k}^{\delta}(r, m)\right|$, we use the map $\psi$ and fibers of this map to compute $\mathrm{w}_{k}^{\delta}(r, m)$. The main idea is to compute the cardinality $\left|\psi^{-1}(B)\right|$ of the fibers of $\psi$ for every $B \in S(r-2, m-1) \cup S(r-1, m-1) \cup S(r, m-1)$. We divide the counting of $\left|\psi^{-1}(B)\right|$ into three different cases.
Case (I): Suppose $B \in S(r-2, m-1)$. In this case,

$$
\psi^{-1}(B)=\left\{\left[\begin{array}{cc}
z & u \\
u^{T} & B
\end{array}\right]: u \in \mathbb{F}_{q}^{m-1} \backslash \operatorname{Rowspan}(B), \text { and } z \neq-f_{k-1}^{\delta}(B)\right\}
$$

Therefore, in this case, we get

$$
\begin{equation*}
\left|\psi^{-1}(B)\right|=(q-1)\left(q^{m-1}-q^{r-2}\right) \tag{12}
\end{equation*}
$$

Case (II): Suppose $B \in S(r-1, m-1)$. In this case, we have

$$
\psi^{-1}(B)=\left\{\left[\begin{array}{cc}
z & u B \\
B u^{T} & B
\end{array}\right]: u \in \mathbb{F}_{q}^{m-1}, z \neq-f_{k-1}^{\delta}(B), \text { and } z \neq u B u^{T}\right\}
$$

The fibers in this case are divided into two classes.
Subcase (I): Suppose $B \in S(r-1, m-1)$ and $f_{k-1}^{\delta}(B)=0$, then

$$
\begin{aligned}
\psi^{-1}(B) & =\left\{\left[\begin{array}{cc}
z & u B \\
B u^{T} & B
\end{array}\right]: u \in \mathbb{F}_{q}^{m-1}, u B u^{T}=0, \text { and } z \in \mathbb{F}_{q}^{*}\right\} \\
& \cup\left\{\left[\begin{array}{cc}
z & u B \\
B u^{T} & B
\end{array}\right]: u \in \mathbb{F}_{q}^{m-1}, u B u^{T} \neq 0, \text { and } z \in \mathbb{F}_{q}^{*} \backslash\left\{u B u^{T}\right\}\right\}
\end{aligned}
$$

where $\mathbb{F}_{q}^{*}$ is the set set of nonzero elements of $\mathbb{F}_{q}$. Therefore, in this case, we get

$$
\begin{align*}
\left|\psi^{-1}(B)\right| & =(q-1) \lambda_{B}(r-1, m-1)+(q-2)\left(q^{r-1}-\lambda_{B}(r-1, m-1)\right) \\
& =(q-2) q^{r-1}+\lambda_{B}(r-1, m-1) \tag{13}
\end{align*}
$$

Subcase (II): Suppose $B \in S(r-1, m-1)$ and $f_{k-1}^{\delta}(B)=\alpha$, where $\alpha \in \mathbb{F}_{q}^{*}$ then

$$
\begin{aligned}
\psi^{-1}(B) & =\left\{\left[\begin{array}{cc}
z & u B \\
B u^{T} & B
\end{array}\right]: u \in \mathbb{F}_{q}^{m-1}, u B u^{T}+\alpha=0, \text { and } z \neq-\alpha\right\} \\
& \cup\left\{\left[\begin{array}{cc}
z & u B \\
B u^{T} & B
\end{array}\right]: u \in \mathbb{F}_{q}^{m-1}, u B u^{T}+\alpha \neq 0, \text { and } z \in \mathbb{F}_{q} \backslash\left\{-\alpha, u B u^{T}\right\}\right\}
\end{aligned}
$$

Therefore, in this case, we get

$$
\begin{align*}
\left|\psi^{-1}(B)\right| & =(q-1) \gamma_{\alpha}(B, r-1, m-1)+(q-2)\left(q^{r-1}-\gamma_{\alpha}(B, r-1, m-1)\right) \\
& =(q-2) q^{r-1}+\gamma_{\alpha}(B, r-1, m-1) . \tag{14}
\end{align*}
$$

Case (III): Suppose $B \in S(r, m-1)$. In this case, we have

$$
\psi^{-1}(B)=\left\{\left[\begin{array}{cc}
u B u^{T} & u B \\
B u^{T} & B
\end{array}\right]: u \in \mathbb{F}_{q}^{m-1}, u B u^{T} \neq-f_{k-1}^{\delta}(B)\right\}
$$

The fibers in this case too are divided into two classes.
Subcase (I): Suppose $B \in S(r, m-1)$ and $f_{k-1}^{\delta}(B)=0$, then

$$
\psi^{-1}(B)=\left\{\left[\begin{array}{cc}
u B u^{T} & u B \\
B u^{T} & B
\end{array}\right]: u \in \mathbb{F}_{q}^{m-1}, \quad u B u^{T} \neq 0\right\}
$$

Therefore, in this case, we get

$$
\begin{equation*}
\left|\psi^{-1}(B)\right|=\left(q^{r}-\lambda_{B}(r, m-1)\right) \tag{15}
\end{equation*}
$$

Subcase (II): Suppose $B \in S(r, m-1)$ and $f_{k-1}^{\delta}(B)=\alpha$, where $\alpha \in \mathbb{F}_{q}^{*}$ then

$$
\psi^{-1}(B)=\left\{\left[\begin{array}{cc}
u B u^{T} & u B \\
B u^{T} & B
\end{array}\right]: u \in F_{q^{m-1}}, u B u^{T}+\alpha \neq 0\right\}
$$

Therefore, in this case, we get

$$
\begin{equation*}
\left|\psi^{-1}(B)\right|=\left(q^{r}-\gamma_{\alpha}(B, r, m-1)\right) \tag{16}
\end{equation*}
$$

Now, taking the map $\psi$ and its fibers into account, we get

$$
\begin{aligned}
\mathrm{w}_{k}^{\delta}(r, m) & =\sum_{B \in S(r-2, m-1)}\left|\psi^{-1}(B)\right| \\
& =\sum_{B \in S(r-1, m-1)}\left|\psi^{-1}(B)\right|+\psi_{B \in S(r, m-1)}\left|\psi^{-1}(B)\right|+\sum_{\substack{B \in S(r-1, m-1) \\
f_{k-1}^{\delta}(B)=0}}\left|\psi^{-1}(B)\right| \\
& +\sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{B \in S(r-1, m-1) \\
f_{k-1}^{\delta}(B)=\alpha}}\left|\psi^{-1}(B)\right|+\sum_{\substack{B \in S(r, m-1) \\
f_{k-1}^{\delta}(B)=0}}\left|\psi^{-1}(B)\right| \\
& +\sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{B \in S(r, m-1) \\
f_{k-1}^{\delta}(B)=\alpha}}\left|\psi^{-1}(B)\right| .
\end{aligned}
$$

Using equations (12), (13), (14), (15) and (16), we get

$$
\begin{aligned}
& \mathrm{w}_{k}^{\delta}(r, m)=(q-1)\left(q^{m-1}-q^{r-2}\right) \mu_{m-1}(r-2)+\sum_{\substack{B \in S(r-1, m-1) \\
f_{k-1}^{\delta}(B)=0}}\left((q-2) q^{r-1}+\lambda_{B}(r-1, m-1)\right) \\
& +\sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{ \\
f_{k-1}^{\delta}(r-1, m-1) \\
f_{k}(B)=\alpha}}\left((q-2) q^{r-1}+\gamma_{\alpha}(B, r-1, m-1)\right)+\sum_{\substack{B \in S(r, m-1) \\
f_{k-1}^{\delta}(B)=0}}\left(q^{r}-\lambda_{B}(r, m-1)\right) \\
& +\sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{B \in S(r, m-1) \\
f_{k-1}^{\delta}(B)=\alpha}}\left(q^{r}-\gamma_{\alpha}(B, r, m-1)\right) . \\
& =(q-1)\left(q^{m-1}-q^{r-2}\right) \mu_{m-1}(r-2)+\sum_{B \in S(r-1, m-1)}(q-2) q^{r-1} \\
& +\sum_{\substack{B \in S(r-1, m-1) \\
f_{k-1}^{\delta}(B)=0}} \lambda_{B}(r-1, m-1)+\sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{B \in S(r-1, m-1) \\
f_{k-1}^{\delta}(B)=\alpha}} \gamma_{\alpha}(B, r-1, m-1) \\
& \left.+\sum_{B \in S(r, m-1)} q^{r}-\sum_{\substack{B \in S(r, m-1) \\
f_{k-1}^{\delta}(B)=0}} \lambda_{B}(r, m-1)\right) \\
& -\sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{B \in S(r, m-1) \\
f_{k-1}^{S}(B)=\alpha}} \gamma_{\alpha}(B, r, m-1) .
\end{aligned}
$$

After simplifying this, we get

$$
\begin{aligned}
\mathrm{w}_{k}^{\delta}(r, m) & =(q-1)\left(q^{m-1}-q^{r-2}\right) \mu_{m-1}(r-2)+q^{r} \mu_{m-1}(r-1) \\
& -2 q^{r-1} \mu_{m-1}(r-1)+q^{r} \mu_{m-1}(r)+\sum_{\substack{B \in S(r-1, m-1) \\
f_{k-1}^{\delta}(B)=0}} \lambda_{B}(r-1, m-1) \\
& +\sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{B \in S(r-1, m-1) \\
f_{k-1}^{\delta}(B)=\alpha}} \gamma_{\alpha}(B, r-1, m-1)-\sum_{\substack{B \in S(r, m-1) \\
f_{k-1}^{S}(B)=0}} \lambda_{B}(r, m-1) \\
& -\sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{\text { B } \\
f_{k-1}^{\delta}(B, m-m-1)}} \gamma_{\alpha}(B, r, m-1) .
\end{aligned}
$$

This completes the proof of the lemma.
Now we are ready to prove one of the main theorems of this article.
Theorem 3.7. For any $0 \leq k \leq m$ and $0 \leq t \leq m$, the Hamming weight of the codeword $f_{k}^{\delta}(\mathbf{X}) \in C_{\text {symm }}(t, m)$ is given by

$$
\mathrm{W}_{k}^{\delta}(t, m)=\theta_{q}(t, m)-\sum_{\substack{B \in S(t, m-1) \\ f_{k-1}^{\delta}(B)=0}} \lambda_{B}(t, m-1)-\sum_{\substack{\alpha \in \mathbb{F}_{q}^{*}}} \sum_{\substack{B \in S(t, m-1) \\ f_{k-1}^{\delta}(B)=\alpha}} \gamma_{\alpha}(B, t, m-1)
$$

where

$$
\begin{equation*}
\theta_{q}(t, m)=(q-1) q^{m-1} \nu_{m-1}(t-2)+(q-1) q^{t-1} \mu_{m-1}(t-1)+q^{t} \mu_{m-1}(t) \tag{17}
\end{equation*}
$$

Proof. The proof is a simple consequence of equation (9) and Lemma 3.5. We have

$$
\begin{aligned}
\mathrm{W}_{k}^{\delta}(t, m) & =\sum_{r=1}^{t} \mathrm{w}_{k}^{\delta}(r, m) \\
& =\sum_{r=1}^{t}(q-1) q^{m-1} \mu_{m-1}(r-2)-\sum_{r=1}^{t}(q-1) q^{r-2} \mu_{m-1}(r-2) \\
& +\sum_{r=1}^{t}(q-2) q^{r-1} \mu_{m-1}(r-1)+\sum_{r=1}^{t} q^{r} \mu_{m-1}(r) \\
& +\sum_{r=1}^{t} \sum_{B \in S(r-1, m-1)} \lambda_{B}(r-1, m-1)+\sum_{r=1}^{t} \sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{\delta \\
f_{k-1}(B)=0}} \sum_{\substack{\left.r \\
f_{k-1}^{\delta}(B)=1, m-1\right)}} \gamma_{\alpha}(B, r-1, m-1) \\
& -\sum_{r=1}^{t} \sum_{\substack{B \in S(r, m-1) \\
f_{k-1}^{\delta}(B)=0}} \lambda_{B}(r, m-1)-\sum_{r=1}^{t} \sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{B \in S(r, m-1) \\
f_{k-1}^{\delta}(B)=\alpha}} \gamma_{\alpha}(B, r, m-1) .
\end{aligned}
$$

Note that $\mu_{m-1}(0)=1$, since $S(0, m-1)$ only contains the zero matrice. This also implies that $\sum_{B \in S(0, m-1)} \lambda_{B}(0, m-1)=\lambda_{0}(0, m-1)=1$, and $\gamma_{\alpha}(B, 0, m-1)=0$ for all non-zero $\alpha$. Now expanding the above expression in $r$, and after canceling several terms, we get

This completes the proof.

Remark 3.8. For $t=m$, Theorem 3.7 gives the obvious formula $f_{k}^{\delta}=q^{\binom{m+1}{2}}-$ $q^{\left(\begin{array}{c}\binom{2}{2}-1\end{array} \text {, for all } k \text { and } \delta \text {. } \quad \text {. }{ }^{2} \text {. }\right.}$

Every $A \in S(r, m)$ corresponds to a quadratic form $Q_{A}(X)=X A X^{T}$. Since $A$ is of rank $r$, one can change $Q_{A}(X)$, using a linear change of variables, into one of the following forms [7, Theorem 5.2.4].
(1) If $r=2 t+1$, then the quadratic $Q_{A}(X)$ can be transformed to

$$
c X_{1}^{2}+X_{2} X_{3}+\cdots+X_{2 t} X_{2 t+1} .
$$

for some non-zero constant $c$ and independent linear forms $X_{i}$.
(2) If $r=2 t$, then the quadratic $Q_{A}(X)$ can be transformed to either
(i) $c\left(X_{1} X_{2}+\cdots+X_{2 t-1} X_{2 t}\right)$ or $(i i) c\left(\left(f\left(X_{1}, X_{2}\right)+X_{3} X_{4}+\cdots+X_{2 t-1} X_{2 t}\right)\right.$
for some non-zero constant $c$ and independent linear forms $X_{i}$, and where $f\left(X_{1}, X_{2}\right)$ is an irreducible, homogeneous polynomial of degree 2 (it can even be brought to the form $X_{1}^{2}-a X_{2}^{2}$ for $a$ a non-square).

Definition 3.9. The expressions in (1) and(2)(i),(ii) will be denoted by standard forms of parabolic, hyperbolic, and elliptic quadratic forms, respectively. We will in general denote a symmetric matrix $A$ as being of parabolic type, hyperbolic type, or elliptic type, depending on whether the quadratic form $Q_{A}(X)$ can be transformed to a parabolic, hyperbolic, or elliptic quadratic form of standard type, as described above, respectively.

From the discussion above, it is clear that if $r$ is odd, then every matrix $A \in S(r, m)$ is of parabolic type. On the other hand, if $r$ is even, then a matrix $A \in S(r, m)$ is either of hyperbolic or elliptic type. For every $1 \leq r \leq m / 2$, we define

$$
v_{+1}(2 r, m)=\mid\{A \in S(2 r, m): A \text { is hyperbolic }\} \mid
$$

and

$$
v_{-1}(2 r, m)=\mid\{A \in S(2 r, m): A \text { is elliptic }\} \mid .
$$

From [12, Prop. 2.4], we know that

$$
\begin{equation*}
v_{ \pm 1}(2 r, m)=\frac{q^{r} \pm 1}{2} \frac{\prod_{i=0}^{2 r-1}\left(q^{m}-q^{i}\right)}{\prod_{i=0}^{r-1}\left(q^{2 r}-q^{2 i}\right)} \tag{18}
\end{equation*}
$$

Recall that, for $B \in S(r, m)$ we denote by $\lambda_{B}(r, m)$ the number of $X B \in \mathbb{F}_{q}^{m}$ such that $X B X^{T}=0$. From the fact that a matrix $B \in S(r, m)$ has nullity $m-r$ and from [7, Thm 5.2.6], we have that

$$
\lambda_{B}(r, m)= \begin{cases}q^{2 t}, \text { if } r=2 t+1,  \tag{19}\\ q^{2 t-1}+q^{t}-q^{t-1}, & \text { if } r=2 t \text { and } \mathrm{B} \text { is hyperbolic, } \\ q^{2 t-1}-q^{t}+q^{t-1}, & \text { if } r=2 t \text { and } \mathrm{B} \text { is elliptic. }\end{cases}
$$

Recall also that, for any $B \in S(r, m)$ and $\alpha \in \mathbb{F}_{q}^{*}$, we have defined $\gamma_{\alpha}(B, r, m)$ as the number of $u B \in \mathbb{F}_{q}^{m}$ such that $u B u^{T}+\alpha=0$. If $B_{\alpha}=\operatorname{diag}(B, \alpha)$, then it is not hard to see that
$\gamma_{\alpha}(B, r, m)=\left|\left\{[u: v] B_{\alpha} \in \mathbb{P}^{m}: u B u^{T}+\alpha v^{2}=0\right\}\right|-\left|\left\{\overline{u B} \in \mathbb{P}^{m-1}: u B u^{T}=0\right\}\right|$.
By $\overline{u B}$ for non-zero $u B$ we mean its image in $\mathbb{P}^{m-1}$ via multiplicative equivalence. Thus, $\gamma_{\alpha}(B, r, m)$ is the difference of the projective solution of the quadratic forms defined by matrix $B$, and matrix $B_{\alpha}$. Note that, with more detailed information about $B$ and $\alpha$, then using equation (19) we can compute the value of $\gamma_{\alpha}(B, r, m)$. For example, if the rank of $B$ is even, then $B_{\alpha}$ is parabolic for every $\alpha \in \mathbb{F}_{q}^{*}$ and therefore, we can find $\gamma_{\alpha}(B, r, m)$ if we know the nature of $B$. On the other hand,
if the rank of $B$ is odd, then we can transform the quadratic form $X B X^{T}$ into $c X_{1}^{2}+X_{2} X_{3}+\cdots+X_{2 t} X_{2 t+1}$. Now, if we know $\alpha \in \mathbb{F}_{q}^{*}$, we can know whether $X_{1}^{2}+\alpha Y^{2}$ is reducible or irreducible (depending on whether $-\frac{\alpha}{c}$ is a square or not, referring to formula (1) above, and hence we know that $B_{\alpha}$ is hyperbolic or elliptic respectively. Therefore, we can find $\gamma_{\alpha}(B, r, m)$. Next, we are ready to compute the Hamming weight of the codeword $f_{1}^{\delta}(X)=\delta X_{1,1}$. Clearly, the weight of $f_{1}^{\delta}(X)=\delta X_{1,1}$ is independent of $\delta$.

Theorem 3.10. The Hamming weight of the codeword $f_{1}^{\delta}(X) \in C_{\text {symm }}(t, m)$ is given by

$$
W_{1}^{\delta}(t, m)=\left\{\begin{array}{l}
(q-1) q^{m-1} \nu_{m-1}(t-2)+(q-1) q^{t-1} \mu_{m-1}(t-1) \\
+(q-1) q^{t-1} \mu_{m-1}(t), \text { if } t \text { is odd } \\
(q-1) q^{m-1} \nu_{m-1}(t-2)+(q-1) q^{t-1} \mu_{m-1}(t-1) \\
+(q-1)\left(q^{t-1}-q^{-1}\right) \mu_{m-1}(t), \text { if } t \text { is even }
\end{array}\right.
$$

Proof. From Theorem 3.7, we have

$$
\begin{aligned}
W_{1}^{\delta}(t, m) & =(q-1) q^{m-1} \nu_{m-1}(t-2)+(q-1) q^{t-1} \mu_{m-1}(t-1)+q^{t} \mu_{m-1}(t-1) \\
& -\sum_{\substack{B \in S(t, m-1) \\
f_{0}^{\delta}(B)=0}} \lambda_{B}(t, m-1)-\sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{B \in S(t, m-1) \\
f_{0}^{\delta}(B)=\alpha}} \gamma_{\alpha}(B, t, m-1)
\end{aligned}
$$

Note that, $f_{0}^{\delta}(X)$ is the zero function and therefore for every $1 \leq t \leq m$ and $B \in S(t, m-1)$, we have $f_{0}^{\delta}(B)=0$. Also, in view of the above expression, it is clear that to determine $W_{1}^{\delta}(t, m)$, it is enough to determine

$$
\Lambda(t, m-1)=\sum_{\substack{B \in S(t, m-1) \\ f_{0}^{\delta}(B)=0}} \lambda_{B}(t, m-1)
$$

Note that the sum in the expression for $\Lambda(t, m-1)$ is over the set $S(t, m-1)$, since for any $B \in S(t, m-1)$, we have $f_{0}^{\delta}(B)=0$. Now we divide the proof into two cases.

Case 1. If $t$ is odd: In this case, every matrix $B \in S(2 t+1, m-1)$ is parabolic and therefore, from equation (19), we get $\lambda_{B}(t, m-1)=q^{t-1}$ for every $B \in S(t, m-1)$. Therefore, we get

$$
\Lambda(t, m-1)=\mu_{m-1}(t) q^{t-1}
$$

Putting this value in the expression for $W_{1}^{\delta}(t, m)$, we have

$$
\begin{aligned}
W_{1}^{\delta}(t, m) & =(q-1) q^{m-1} \nu_{m-1}(t-2)+(q-1) q^{t-1} \mu_{m-1}(t-1) \\
& +q^{t} \mu_{m-1}(t)-\mu_{m-1}(t) q^{t-1} \\
& =(q-1) q^{m-1} \nu_{m-1}(t-2)+(q-1) q^{t-1} \mu_{m-1}(t-1) \\
& +(q-1) q^{t-1} \mu_{m-1}(t)
\end{aligned}
$$

Case 2. If $t$ is even: In this case, there are $v_{+1}(t, m-1)$ hyperbolic matrices and $v_{-1}(t, m-1)$ elliptic matrices $B \in S(t, m-1)$. From (19), we know that if $B \in$ $S(t, m-1)$ is hyperbolic, then $\lambda_{B}(t, m-1)=q^{t-1}+q^{t / 2}-q^{t / 2-1}$ and if if $B \in$ $S(t, m-1)$ is elliptic, then $\lambda_{B}(t, m-1)=q^{t-1}-q^{t / 2}+q^{t / 2-1}$. Therefore, we get

$$
\begin{aligned}
W_{1}^{\delta}(t, m) & =(q-1) q^{m-1} \nu_{m-1}(t-2)+(q-1) q^{t-1} \mu_{m-1}(t-1)+q^{t} \mu_{m-1}(t) \\
& -v_{+1}(t, m-1)\left(q^{t-1}+q^{t / 2}-q^{t / 2-1}\right)-v_{-1}(t, m-1)\left(q^{t-1}-q^{t / 2}+q^{t / 2-1}\right) \\
& =(q-1) q^{m-1} \nu_{m-1}(t-2)+(q-1) q^{t-1} \mu_{m-1}(t-1)+q^{t} \mu_{m-1}(t) \\
& -q^{t-1} \mu_{m-1}(t)-\left(q^{t / 2}-q^{t / 2-1}\right)\left(v_{+1}(t, m-1)-v_{-1}(t, m-1)\right) \\
& =(q-1) q^{m-1} \nu_{m-1}(t-2)+(q-1) q^{t-1} \mu_{m-1}(t-1) \\
& +(q-1) q^{t-1} \mu_{m-1}(t)-(q-1) q^{t / 2-1} \frac{\prod_{i=0}^{t-1}\left(q^{m-1}-q^{i}\right)}{t / 2-1}\left(q^{t}-q^{2 i}\right)
\end{aligned}
$$

where we are using the the facts that $v_{+1}(t, m-1)+v_{-1}(t, m-1)=s(t, m-1)$ and $v_{+1}(t, m-1)-v_{-1}(t, m-1)=\frac{\prod_{i=0}^{t-1}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t / 2-1}\left(q^{t}-q^{2 i}\right)}=q^{\frac{-t}{2}} s(t, m-1)$. This completes the proof of the theorem.

## 4. The minimum weight of the codes codes $C_{\text {symm }}(t, m)$ and $\widehat{C}_{\text {symm }}(t, m)$

In this section, we determine the minimum distance of codes $C_{\text {symm }}(t, m)$ and hence of codes $\widehat{C}_{s y m m}(t, m)$ in the even rank cases. For convenience, we choose to denote the rank by $2 t$, and not $t$, then. In order to prove the main theorem of the section, we need to introduce the following notations that are going to be useful. For any $0 \leq 2 t \leq m$, and $1 \leq k \leq m$, we define sets

$$
\begin{aligned}
P_{k}^{\delta}(2 t-1, m) & =\left\{B \in S(2 t-1, m): f_{k}^{\delta}(B)=0\right\} \\
H_{k}^{\delta}(2 t, m) & =\left\{B \in S(2 t, m): B \text { is hyperbolic and } f_{k}^{\delta}(B)=0\right\}, \text { and } \\
E_{k}^{\delta}(2 t, m) & =\left\{B \in S(2 t, m): B \text { is elliptic and } f_{k}^{\delta}(B)=0\right\}
\end{aligned}
$$

Set
$p_{k}^{\delta}(2 t-1, m)=\left|P_{k}^{\delta}(2 t-1, m)\right|, h_{k}^{\delta}(2 t, m)=\left|H_{k}^{\delta}(2 t, m)\right|$, and $e_{k}^{\delta}(2 t, m)=\left|E_{k}^{\delta}(2 t, m)\right|$.

Note that $h_{0}^{\delta}(2 t, m)=v_{+1}(2 t, m)$ and $e_{0}^{\delta}(2 t, m)=v_{-1}(2 t, m)$. We want to prove that $W_{1}^{\delta}(2 t, m)$ is the minimum distance of the code $C_{s y m m}(2 t, m)$. The next theorem gives a sufficient condition for the minimality of the weight $W_{1}^{\delta}(2 t, m)$.

Theorem 4.1. For any $1 \leq k \leq m$, the difference $W_{k}^{\delta}(2 t, m)-W_{1}^{\delta}(2 t, m)$ of the weights $W_{k}^{\delta}(2 t, m)$ and $W_{1}^{\delta}(2 t, m)$ is given by

$$
q^{t}\left(\left(v_{+1}(2 t, m-1)-v_{-1}(2 t, m-1)\right)-\left(h_{k-1}^{\delta}(2 t, m-1)-e_{k-1}^{\delta}(2 t, m-1)\right)\right)
$$

Proof. Recall that, from Theorem 3.7, we have

$$
W_{k}^{\delta}(2 t, m)=\theta_{q}(t, m)-\sum_{\substack{B \in S(t, m-1) \\ f_{k-1}^{\delta}(B)=0}} \lambda_{B}(t, m-1)-\sum_{\substack{\alpha \in \mathbb{F}_{q}^{*}}} \sum_{\substack{B \in S(t, m-1) \\ f_{k-1}^{\delta}(B)=\alpha}} \gamma_{\alpha}(B, t, m-1)
$$

where $\theta_{q}(t, m)$ is given by equation (17). Thus, $W_{k}^{\delta}(2 t, m)-W_{1}^{\delta}(2 t, m)$ is equal to

$$
\begin{aligned}
& \sum_{\substack{B \in S(2 t, m-1) \\
f_{0}^{\delta}(B)=0}} \lambda_{B}(2 t, m-1)+\sum_{\substack{ \\
\alpha \in \mathbb{F}_{q}^{*} B \in S(2 t, m-1) \\
f_{0}^{\delta}(B)=\alpha}} \gamma_{\alpha}(B, 2 t, m-1) \\
& -\sum_{\substack{B \in S(2 t, m-1) \\
f_{k-1}^{\delta}(B)=0}} \lambda_{B}(2 t, m-1)-\sum_{\alpha \in \mathbb{F}_{q}^{*}} \sum_{\substack{B \in S(2 t, m-1) \\
f_{k-1}^{\delta}(B)=\alpha}} \gamma_{\alpha}(B, 2 t, m-1) \\
& \underset{\substack{B \in S(2 t, m-1) \\
B \text { is hyperbolic }}}{ } \lambda_{B}(2 t, m-1) \quad+\sum_{\substack{B \in S(2 t, m-1) \\
B \text { is elliptic }}} \lambda_{B}(2 t, m-1) \quad-\sum_{\substack{B \in S(2 t, m-1) \\
B \text { hyp.; } f_{k-1}^{\delta}(B)=0}} \lambda_{B}(2 t, m-1) \\
& -\sum_{B \in S(2 t, m-1)} \lambda_{B}(2 t, m-1) \quad-\sum_{B \in S(2 t, m-1)} \gamma_{f_{k-1}^{\delta}(B)}(B, 2 t, m-1) \\
& B \text { ellip.; } f_{k-1}^{\delta}(B)=0 \quad B \text { hyp.; } f_{k-1}^{\delta}(B) \neq 0 \\
& -\sum_{B \in S(2 t, m-1)} \gamma_{f_{k-1}^{\delta}(B)}(B, 2 t, m-1) \\
& B \text { ellip.; } f_{k-1}^{\delta}(B) \neq 0 \\
& =v_{+1}(2 t, m-1)\left(q^{2 t-1}+q^{t}-q^{t-1}\right)+v_{-1}(2 t, m-1)\left(q^{2 t-1}-q^{t}+q^{t-1}\right) \\
& -h_{k-1}^{\delta}(2 t, m-1)\left(q^{2 t-1}+q^{t}-q^{t-1}\right)-e_{k-1}^{\delta}(2 t, m-1)\left(q^{2 t-1}-q^{t}+q^{t-1}\right) \\
& -\left(v_{+1}(2 t, m-1)-h_{k-1}^{\delta}(2 t, m-1)\right) q^{t-1}\left(q^{t}-1\right) \\
& -\left(v_{-1}(2 t, m-1)-e_{k-1}^{\delta}(2 t, m-1)\right) q^{t-1}\left(q^{t}+1\right) .
\end{aligned}
$$

Simplifying the above expression, we get the desired result.

The next corollary then gives a necessary and sufficient condition for $W_{1}^{\delta}(2 t, m)$ to be the minimum weight of the code $C_{\text {symm }}(2 t, m)$.

Corollary 4.2. The weight $W_{1}^{\delta}(2 t, m)$ is the minimum weight of the code $C_{\text {symm }}(2 t, m)$ iff

$$
v_{+1}(2 t, m-1)-v_{-1}(2 t, m-1) \geq h_{k-1}^{\delta}(2 t, m-1)-e_{k-1}^{\delta}(2 t, m-1)
$$

Proof. The corollary follows from the last theorem as

$$
\begin{aligned}
& W_{k}^{\delta}(2 t, m)-W_{1}^{\delta}(2 t, m) \geq 0 \\
& \quad \Longleftrightarrow v_{+1}(2 t, m-1)-v_{-1}(2 t, m-1) \geq h_{k-1}^{\delta}(2 t, m-1)-e_{k-1}^{\delta}(2 t, m-1)
\end{aligned}
$$

It is clear from Corollary 4.2 that to prove that $W_{1}^{\delta}(2 t, m)$ is the minimum distance of $C_{\text {symm }}(2 t, m)$, we need to estimate $h_{k-1}^{\delta}(2 t, m-1)-e_{k-1}^{\delta}(2 t, m-1)$, for arbitrary $k, t$, and $m$. We will do this by obtaining an upper bound for $h_{k-1}^{\delta}(2 t, m-$ 1) and a lower bound for $e_{k-1}^{\delta}(2 t, m-1)$. For practical, notational reasons we will replace $m-1$ by $m$ in the following, and find an upper bound for $h_{k}^{\delta}(2 t, m)$ and a lower bound for $e_{k}^{\delta}(2 t, m)$ and compare the difference $h_{k}^{\delta}(2 t, m)-e_{k}^{\delta}(2 t, m)$ with $v_{+1}(2 t, m)-v_{-1}(2 t, m)$. To get these bounds, we consider the following restriction of the map $\psi$ defined in equation (11) to the sets $H_{k}^{\delta}(2 t, m)$ and $E_{k}^{\delta}(2 t, m)$ to obtain maps $\phi_{1}$ and $\phi_{2}$ :

$$
\begin{align*}
H_{k}^{\delta}(2 t, m) & \stackrel{\phi_{1}}{\longrightarrow} S(2 t-2, m-1) \cup S(2 t-1, m-1) \cup S(2 t, m-1)  \tag{21}\\
A & \mapsto \phi_{1}(A)=B
\end{align*}
$$

and

$$
\begin{align*}
E_{k}^{\delta}(2 t, m) & \xrightarrow{\phi_{2}} S(2 t-2, m-1) \cup S(2 t-1, m-1) \cup S(2 t, m-1)  \tag{22}\\
A & \mapsto \phi_{2}(A)=B
\end{align*}
$$

where $B=\phi_{i}(A)$ for $i=1,2$ is obtained from $A$ by deleting the first row and first column. Note that $\phi_{i}$ is just the restriction of the map $\psi$ defined in equation (11) to appropriate subsets. But we use different notations only to make things simpler and to not worry much about the domain where the map $\psi$ is getting restricted. The idea is to use these maps and their fibers to estimate $h_{k}^{\delta}(2 t, m)$ from above and $e_{k}^{\delta}(2 t, m)$ from below. We count the fibers of these maps in several lemmas. In the next lemma, we give the structure of the fibers $\phi_{1}^{-1}(B)$ for $B \in S(2 t-2, m-1)$ and determine $\left|\phi_{1}^{-1}(B)\right|$ for such $B$.

Lemma 4.3. Let $B \in S(2 t-2, m-1)$ and $A \in S(2 t, m)$ be such that by deleting the first row and first column of $A$ we get $B$. Then $A$ is hyperbolic iff $B$ is hyperbolic. Further, If $B \in S(2 t-2, m-1)$, then

$$
\left|\phi_{1}^{-1}(B)\right|= \begin{cases}q^{m-1}-q^{2 t-2}, & \text { if } B \text { is hyperbolic }, \\ 0, & \text { otherwise }\end{cases}
$$

Proof. Let $B \in S(2 t-2, m-1)$ and $L \in G L_{m-1}\left(\mathbb{F}_{q}\right)$ be a matrix such that $L B L^{T}=D$ is on the standard hyperbolic or elliptic form described in Definition 3.9. Let

$$
A=\left[\begin{array}{cc}
\alpha & u \\
u^{T} & B
\end{array}\right]
$$

If we take

$$
M_{1}=\left[\begin{array}{cc}
1 & 0 \\
0^{T} & L
\end{array}\right]
$$

then

$$
M_{1} A M_{1}^{T}=\left[\begin{array}{cc}
\alpha & z \\
z^{T} & D
\end{array}\right]
$$

where $z=u L^{T}$. Note that $\operatorname{rank} A=\operatorname{rank} B+2$ if and only if $z \notin \operatorname{Rowspan}(D)$. If $A \in S(2 t, m)$, we may write $z=y D+b$, where $b=\left(0, \ldots, 0, b_{2 t-1}, \ldots, b_{m-1}\right)$ and $b \neq 0$, i.e., $b_{i} \neq 0$ for some $i$. Now take

$$
M_{2}=\left[\begin{array}{cc}
1 & -y-b \\
0^{T} & I
\end{array}\right]
$$

Then we have

$$
\begin{aligned}
M_{2}\left(M_{1} A M_{1}^{T}\right) M_{2}^{T} & =\left[\begin{array}{cc}
\alpha & b \\
b^{T} & D
\end{array}\right] \\
& =\left[\begin{array}{c|c|c}
\alpha & 0 & c \\
\hline 0^{T} & D_{1} & 0 \\
\hline c & 0 & 0
\end{array}\right]
\end{aligned}
$$

for some nonzero $c$. Here $D_{1}$ is obtained by writing $D$ as a block diagonal matrix with a bottom diagonal zero. Note that $A$ and $M_{2}\left(M_{1} A M_{1}^{T}\right) M_{2}^{T}$ correspond to the same standard form of quadratics, up to constant $c$ (Definition 3.9). In fact, the quadratic form corresponding to $M_{2}\left(M_{1} A M_{1}^{T}\right) M_{2}^{T}$ can be obtained from the quadratic form corresponding to $A$ by a linear change of variables. The quadratic form corresponding to $A$ and $B$ have the same standard form also (up to $c$ ). That is: $A$ is hyperbolic if and only $B$ is hyperbolic. This is true since the difference between the two quadratic forms corresponding to $D_{1}$ and the full matrix is of the form $(\alpha+2 c) X Y$ for two independent linear forms $X$ and $Y$ that are linearly independent of those linear forms appearing in $D_{1}$. Now let $B \in S(2 t-2, m-1)$ be hyperbolic with $f_{k-1}^{\delta}(B)=\alpha$, then

$$
\phi_{1}^{-1}(B)=\left\{\left[\begin{array}{cc}
-\alpha & u \\
u^{T} & B
\end{array}\right]: u \notin \operatorname{Rowspan}(B)\right\}
$$

Consequently,

$$
\left|\phi_{1}^{-1}(B)\right|=q^{m-1}-q^{2 t-2}
$$

Corollary 4.4. Let $B \in S(2 t-2, m-1)$ and $A \in S(2 t, m)$ be such that by deleting the first row and first column of $A$ we get $B$. Then $A$ is elliptic iff $B$ is elliptic. Further, for $B \in S(2 t-2, m-1)$,

$$
\left|\phi_{2}^{-1}(B)\right|= \begin{cases}q^{m-1}-q^{2 t-2}, & \text { if } B \text { is elliptic }, \\ 0, & \text { otherwise }\end{cases}
$$

In the next lemma, we understand the fibers $\phi_{1}^{-1}(B)$ for $B \in S(2 t, m-1)$.
Lemma 4.5. Let $B \in S(2 t, m-1)$ and $A \in S(2 t, m)$ be such that by deleting the first row and first column of $A$ we get $B$. Then $A$ is hyperbolic iff $B$ is hyperbolic. Further, If $B \in S(2 t-2, m-1)$, then

$$
\left|\phi_{2}^{-1}(B)\right|= \begin{cases}q^{2 t-1}+q^{t}-q^{t-1}, & \text { if } B \text { is hyperbolic and } f_{k-1}^{\delta}(B)=0 \\ q^{2 t-1}-q^{t-1}, & \text { if } B \text { is hyperbolic and } f_{k-1}^{\delta}(B) \neq 0 \\ 0, & \text { otherwise. }\end{cases}
$$

Proof. Let $B \in S(2 t, m-1)$ and let $L \in G L_{m-1}\left(\mathbb{F}_{q}\right)$ be a nonsingular matrix such that the quadratic form corresponding to $L B L^{T}$ is in the standard hyperbolic or elliptic form. If $A \in S(2 t, m)$ be matrix such that by deleting the first row and first column of $A$ we get $B$, then

$$
A=\left[\begin{array}{cc}
u B u^{T} & u B \\
B u^{T} & B
\end{array}\right]
$$

If we take

$$
M=\left[\begin{array}{cc}
1 & -u \\
0^{T} & L
\end{array}\right]
$$

then

$$
M A M^{T}=\left[\begin{array}{cc}
0 & 0 \\
0^{T} & L B L^{T}
\end{array}\right]
$$

This proves that $A$ and $B$ have the same standard form, i.e. $A$ is hyperbolic (elliptic) if and only if $B$ is hyperbolic (elliptic). This proves the first part of the lemma. It is now clear that if $B \in S(2 t, m-1)$ is elliptic then $\phi_{1}^{-1}(B)=\emptyset$. On the other hand, if $B \in S(2 t, m-1)$ is hyperbolic, we have two different cases. The first case, if $f_{k-1}^{\delta}(B)=0$, then

$$
\phi_{1}^{-1}(B)=\left\{A \left\lvert\, A=\left[\begin{array}{cc}
u B u^{T} & u B \\
B u^{T} & B
\end{array}\right]\right.: u B u^{T}=0\right\}
$$

Since $B$ is hyperbolic we get from equation (18) that

$$
\left|\phi_{1}^{-1}(B)\right|=q^{2 t-1}+q^{t}-q^{t-1}
$$

The second case is when $B \in S(2 t, m-1)$ is hyperbolic and $f_{k-1}^{\delta}(B)=\alpha$ for some $\alpha \in \mathbb{F}_{q}^{*}$. In this case, we have

$$
\phi_{1}^{-1}(B)=\left\{A=\left[\begin{array}{cc}
-\alpha & u B \\
B u^{T} & B
\end{array}\right]: u B u^{T}+\alpha=0\right\} .
$$

Using hyperbolic nature of $B$, parabolic nature of $B_{\alpha}$, and equation (20), we get

$$
\left|\phi_{1}^{-1}(B)\right|=q^{2 t-1}-q^{t-1} .
$$

This completes the proof of the lemma.
The fiber in the elliptic case is similar. We only need to use the solution for elliptic quadratic form from equation (18).

Corollary 4.6. Let $B \in S(2 t, m-1)$ and $A \in S(2 t, m)$ be such that by deleting the first row and first column of $A$ we get $B$. Then $A$ is elliptic iff $B$ is elliptic. Further, If $B \in S(2 t-2, m-1)$, then

$$
\left|\phi_{2}^{-1}(B)\right|= \begin{cases}q^{2 t-1}-q^{t}+q^{t-1}, & \text { if } B \text { is elliptic and } f_{k-1}^{\delta}(B)=0 \\ q^{2 t-1}+q^{t-1}, & \text { if } B \text { is elliptic and } f_{k-1}^{\delta}(B) \neq 0 \\ 0, & \text { otherwise. }\end{cases}
$$

In the next lemma we count the cardinalities of fibers $\phi_{1}^{-1}(B)$, and $\phi_{2}^{-1}(B)$ for $B \in S(2 t-1, m-1)$ satisfying $f_{k-1}^{\delta}(B)=0$.

Lemma 4.7. Let $B \in S(2 t-1, m-1)$ be a matrix satisfying $f_{k-1}^{\delta}(B)=0$. Then

$$
\left|\phi_{1}^{-1}(B)\right|=\frac{(q-1)}{2} q^{t-1}\left(q^{t-1}+1\right)
$$

and

$$
\left|\phi_{2}^{-1}(B)\right|=\frac{(q-1)}{2} q^{t-1}\left(q^{t-1}-1\right)
$$

Proof. Let $B \in S(2 t-1, m-1)$ with $f_{k-1}^{\delta}(B)=0$. There exists a nonsingular matrix $L \in G L_{m-1}\left(\mathbb{F}_{q}\right)$ such that $L B L^{T}$ gives the quadratic form $c X_{1}^{2}+X_{2} X_{3}+$ $\cdots+X_{2 t-2} X_{2 t-1}$ for some $c \in \mathbb{F}_{q}^{*}$. If $A \in S(2 t, m)$ is the matrix such that by deleting the first row and columns of $A$ we obtain $B$ and $f_{k}^{\delta}(A)=0$, then

$$
A=\left[\begin{array}{cc}
0 & u B \\
B u^{T} & B
\end{array}\right] \text { such that } u B u^{T} \neq 0
$$

Clearly,

$$
A \in \phi_{1}^{-1}(B)\left(\phi_{2}^{-1}(B)\right) \Longleftrightarrow A \text { is hyperbolic (elliptic). }
$$

Now, if we take

$$
M=\left[\begin{array}{cc}
1 & -u \\
u^{T} & L
\end{array}\right]
$$

then we have

$$
M A M^{T}=\left[\begin{array}{cc}
-u B u^{T} & 0 \\
0^{T} & L B L^{T}
\end{array}\right]
$$

Note that, $\operatorname{rank}\left(M A M^{T}\right)=\operatorname{rank}(A)=2 t$, therefore, $u B u^{T} \neq 0$. If $u B u^{T}=\beta$, then the quadratic form corresponding to $M A M^{T}$ is

$$
-\beta X_{0}^{2}+c X_{1}^{2}+X_{2} X_{3}+\cdots+X_{2 t-2} X_{2 t-1}
$$

Therefore, the matrix $M A M^{T}$ and hence $A$ is hyperbolic (elliptic) if and only $-\frac{\beta}{c}$ is square(non-square). Now, let $\beta \in \mathbb{F}_{q}^{*}$ be fixed such that $-\frac{\beta}{c}$ is a square. Then every

$$
A=\left[\begin{array}{cc}
0 & u B \\
B u^{T} & B
\end{array}\right] \text { such that } u B u^{T}=-\beta
$$

is hyperbolic and hence lies in $\phi_{1}^{-1}(B)$. In this case the matrix $B_{\beta}$ is hyperbolic, therefore from equation (20), we get the number of such $A$ is $q^{t-1}\left(q^{t-1}+1\right)$. Further, for a fixed $B \in S(2 t-1, m-1)$ as in the beginning of the proof, there are $(q-1) / 2$ $\beta \in \mathbb{F}_{q}^{*}$ such that $-\frac{-\beta}{c}$ is square. This gives

$$
\left|\phi_{1}^{-1}(B)\right|=\frac{(q-1)}{2} q^{t-1}\left(q^{t-1}+1\right)
$$

Repeating a similar argument in the case when $-\frac{\beta}{c}$ is non-square and keeping in mind that in this case, the matrix $B_{\beta}$ is elliptic, we get

$$
\left|\phi_{2}^{-1}(B)\right|=\frac{(q-1)}{2} q^{t-1}\left(q^{t-1}-1\right)
$$

In the previous cases, we have found the cardinalities of the fibers $\phi_{i}^{-1}(B)$ for $i=1,2$ in all cases except in the case $B \in S(2 t-1, m-1)$ satisfying $f_{k-1}^{\delta}(B) \neq 0$. In all the cases we have treated, the cardinalities of fibers $\phi_{i}^{-1}(B)$ for $i=1,2$ are uniform. On the contrary, the fibers $\phi_{i}^{-1}(B)$ for $i=1,2$ for $B \in S(2 t-1, m-1)$ satisfying $f_{k-1}^{\delta}(B) \neq 0$ are irregular, i.e., they may have different cardinalities for different $B \in S(2 t-1, m-1)$. It is true, however, that in the case $B \in S(2 t-1, m-1)$ satisfying $f_{k-1}^{\delta}(B) \neq 0$, the difference of the cardinalities of fibers $\phi_{1}^{-1}(B)$ and $\phi_{2}^{-1}(B)$ is constant. To be more precise; we have the following lemma:

Lemma 4.8. Let $B \in S(2 t-1, m-1)$ be a matrix satisfying $f_{k-1}^{\delta}(B) \neq 0$. Then

$$
\left|\phi_{1}^{-1}(B)\right|-\left|\phi_{2}^{-1}(B)\right|=-q^{t-1} .
$$

Proof. Let $B \in S(2 t-1, m-1)$ be a matrix satisfying $f_{k-1}^{\delta}(B)=\alpha \in \mathbb{F}_{q}^{*}$. Let $L \in$ $G L_{m-1}\left(\mathbb{F}_{q}\right)$ be a non-singular matrix such that the quadratic form corresponding to $L B L^{T}$ is $c X_{1}^{2}+X_{2} X_{3}+\cdots+X_{2 t-2} X_{2 t-1}$ for linearly independent linear forms $X_{i}$, , where $i=1,2, \cdots, 2 t-1$, and $c \neq 0$. Let $A \in S(2 t, m)$ be such that $A \in \phi_{i}^{-1}(B)$, then

$$
A=\left[\begin{array}{cc}
-\alpha & u B \\
B u^{T} & B
\end{array}\right] \text { such that } u B u^{T} \neq-\alpha
$$

Clearly,

$$
A \in \phi_{1}^{-1}(B)\left(\phi_{2}^{-1}(B)\right) \Longleftrightarrow A \text { is hyperbolic (elliptic). }
$$

Now, if we take

$$
M=\left[\begin{array}{cc}
1 & -u \\
u^{T} & L
\end{array}\right]
$$

then we have

$$
A^{\prime}=M A M^{T}=\left[\begin{array}{cc}
-\alpha-u B u^{T} & 0 \\
0^{T} & L B L^{T}
\end{array}\right]
$$

Note that both $A$ and $A^{\prime}$ are of the same type. We have the following:

1. $\frac{\alpha+u B u^{T}}{c} \neq 0$.
2. The quadratic form of $A$ is hyperbolic iff $\frac{\alpha+u B u^{T}}{c}$ is a non-zero square in $\mathbb{F}_{q}$.
3. The quadratic form of $A$ is elliptic iff $\frac{-\alpha-u B u^{T}}{c}$ is a non-square in $\mathbb{F}_{q}$.

The first statement holds since the rank of $A$ is $2 t$, not $2 t-1$, which it would have been if the $\frac{\alpha+u B u^{T}}{c}$ were zero. The second and third statements follow since the quadratic form of $A^{\prime}$ is of type: $c\left(X_{1}^{2}-\frac{\alpha+u B u^{T}}{c} X_{0}^{2}\right)+X_{2} X_{3}+\cdots+X_{2 t-2} X_{2 t-1}$, and $\left(X_{1}^{2}-\frac{\alpha+u B u^{T}}{c} X_{0}^{2}\right)$ is factorizable into a product of two linear terms if and only $\frac{\alpha+u B u^{T}}{c}$ is a non-zero square.

So we set out to find the number of $u B$ such that $\frac{\alpha+u B u^{T}}{c}$ is a non-zero square (thus giving hyperbolic $A$ ), and then the number of $u B$ such that $\frac{\alpha+u B u^{T}}{c}$ is a non-square (thus giving elliptic $A$ ).

Given a fixed non-zero square $\gamma^{2}$ we look at the equation:

$$
\frac{\alpha+u B u^{T}}{c}=\gamma^{2}
$$

We the substitute: $v=u L^{-1}$, and the equation transforms to:

$$
\frac{\alpha+v\left(L B L^{T}\right) v^{T}}{c}=\gamma^{2}
$$

The number of $v\left(L B L^{T}\right)=u B L^{T}$ satisfying this equation is then equal to the number of $u B$ satisfying this equation (since $L$ is invertible), which again is equal to the number of $u B$ satisfying the original and identical equation

$$
\frac{\alpha+u B u^{T}}{c}=\gamma^{2} .
$$

We then prefer to look at the number of $v B^{\prime}$ satisfying

$$
\frac{\alpha+v B^{\prime} v^{T}}{c}=\gamma^{2}
$$

for $B^{\prime}=L B L^{T}$ since we already have introduced the quadratic form associated to $B^{\prime}$ (and thereby the coefficient $c$ ). We now insert $v B^{\prime} v^{T}=c\left(X_{1}^{2}+X_{2} X_{3}+\cdots+\right.$ $X_{2 t-2} X_{2 t-1}$ ) again and obtain that the previous equation can be expressed as

$$
X_{1}^{2}+X_{2}^{\prime} X_{3}+\cdots+X_{2 t-2}^{\prime} X_{2 t-1}-\left(\gamma^{2}-\frac{\alpha}{c}\right)=0
$$

for linearly independent $X_{i}$ and $X_{j}^{\prime}$ (here we have set $X_{j}^{\prime}=X_{j} / c$ for even $j$ ). For such a fixed $\gamma$ the number of solutions is (what we will call) $v_{H}, v_{P}, v_{E}$, according to whether $\gamma^{2}-\frac{\alpha}{c}$ is a non-zero square, zero, or a non-square respectively. Here:
(i) $v_{H}$ is the number of points on a projective quadric defined by a hyperbolic quadric of rank $2 t$ minus the number of points on a projective quadric defined by a parabolic quadric of rank $2 t-1$.
(ii) $v_{P}$ is the number of points on an affine quadric defined by a parabolic quadric of rank $2 t-1$.
(iii) $v_{E}$ is the number of points on a projective quadric defined by an elliptic quadric of rank $2 t$ minus the number of points on a projective quadric defined by a parabolic quadric of rank $2 t-1$.

Formulas for $v_{H}, v_{P}$, and $v_{E}$ can be found from equation (19). It is not hard to see that

$$
\begin{equation*}
v_{H}-v_{P}=v_{P}-v_{E}=q^{t-1} \tag{23}
\end{equation*}
$$

Let $e$ be a fixed non-square in $F_{q}$. We will investigate the number of "hyperbolic" $A^{\prime}$; these are the ones corresponding to solutions to

$$
\begin{equation*}
X_{1}^{2}+X_{2}^{\prime} X_{3}+\cdots+X_{2 t-2}^{\prime} X_{2 t-1}-\left(\gamma^{2}-\frac{\alpha}{c}\right)=0 \tag{24}
\end{equation*}
$$

for the $(q-1) / 2$ non-zero squares $\gamma^{2}$, and thereafter the number of "elliptic" $A^{\prime}$; these are the ones corresponding to solutions to

$$
\begin{equation*}
X_{1}^{2}+X_{2}^{\prime} X_{3}+\cdots+X_{2 t-2}^{\prime} X_{2 t-1}-\left(e \gamma^{2}-\frac{\alpha}{c}\right)=0 \tag{25}
\end{equation*}
$$

for the $(q-1) / 2$ non-squares $e \gamma^{2}$. We split into 4 cases:
(1): Both $\frac{\alpha}{c}$ and $-\frac{\alpha}{c}$ are non-squares. We investigate the condition (25)

$$
\gamma^{2}-\frac{\alpha}{c}=T^{2}
$$

for $T \in \mathbb{F}_{q}$. This single equation is equivalent to:

- $\gamma-T=\frac{\alpha}{c} \beta$
- $\gamma+T=\frac{\alpha}{c} \beta^{-1}$, simultaneously, for some $\beta \in \mathbb{F}_{q}^{*}$.

The two last equations, taken alone, give $q-1$ solution pairs ( $\gamma_{0}, T_{0}$ ), one for each $\beta$ in question. Since neither $\alpha / c$ nor $-\alpha / c$ are squares, both $\gamma_{0}$ and $T_{0}$ are non-zero in all these solutions, so none of them correspond to the "forbidden" $\gamma=0$ that would have made $A^{\prime}$ parabolic of rank $2 t-1$, and none of them gives a zero for $\left(\gamma^{2}-\frac{\alpha}{c}\right)$. The last observation gives that the number of solutions to (24) never is $v_{P}$, so for the $\gamma^{2}$ that matches some $T^{2}$ we really get $v_{H}$ solutions to (24). On the other hand the solutions to (25) come 4 by 4 as $\left(\gamma_{0}, T_{0}\right)\left(\gamma_{0},-T_{0}\right)\left(-\gamma_{0}, T_{0}\right)\left(-\gamma_{0},-T_{0}\right)$, for each solution $\left(\gamma_{0}, T_{0}\right)$, and hence we get exactly $\frac{q-1}{4}$ values $\gamma^{2}$ that match some (in this case non-zero) $T^{2}$. Hence we get $v_{H}$ solutions to (24) for exactly $\frac{q-1}{4}$ values $\gamma^{2}$. Since no $\gamma^{2}$ matches a zero-valued $T$ all the remaining $\frac{q-1}{4}$ values of $\gamma^{2}$ give that $\gamma^{2}-\frac{\alpha}{c}$ is a non-square, and we get $v_{E}$ solutions of (24) for these values.

All in all, we get

$$
\frac{q-1}{4} v_{H}+\frac{q-1}{4} v_{E}
$$

hyperbolic $A^{\prime}$ in the fibre over $B^{\prime}$.
Now we will find the number of elliptic $A^{\prime}$ in the fiber over $B^{\prime}$, corresponding to

$$
\frac{\alpha+v\left(L B L^{T}\right) v^{T}}{c}=N=e \gamma^{2}
$$

for some non-square $N$. Here we think of $e$ as a fixed non-square, so we will find the non-zero $\gamma$ that satisfies this. We maintain condition (1) that both $\alpha / c$ and $\alpha / c$ are non-squares. Now we look at the condition:

$$
\begin{equation*}
N=e \gamma^{2}-\frac{\alpha}{c}=e T^{2} \tag{26}
\end{equation*}
$$

for $T \in \mathbb{F}_{q}$. If given $\gamma$, this condition holds for some non-zero $T$, we get $v_{E}$ solutions to (24), and if it holds for $T=0$, we get $v_{P}$ solutions. Otherwise, we get $v_{H}$ solutions. This single equation is equivalent to:

$$
\gamma^{2}-T^{2}=\frac{\alpha}{c e}
$$

and furthermore:

- $\gamma-T=\frac{\alpha}{c e} \beta$
- $\gamma+T=\frac{\alpha}{c e} \beta^{-1}$, simultaneously, for some $\beta \in \mathbb{F}_{q}^{*}$.

The two last equations, again give $q-1$ solution pairs $\left(\gamma_{0}, T_{0}\right)$, one for each $\beta$ in question. Since both $\alpha / e c$ and $-\alpha / e c$ are squares, both $\left(0, T_{0}\right),\left(0,-T_{0}\right),\left(\gamma_{0}, 0\right),\left(-\gamma_{0}, 0\right)$ for some non-zero $\gamma_{0}$ and $T_{0}$ are among these $q-1$ solution pairs ( $(0,0)$ can't be a solution). The pairs $\left(0, T_{0}\right),\left(0,-T_{0}\right)$ can be disregarded, since $\gamma=0$ is forbidden, since $A^{\prime}$ has rank $2 t$. The cases $\left(\gamma_{0}, 0\right),\left(-\gamma_{0}, 0\right)$, however, correspond to one value of $N=e \gamma^{2}$ with $v_{P}$ solutions.

The remaining $q-5$ solutions to (25) come 4 by 4 as

$$
\left(\gamma_{0}, T_{0}\right)\left(\gamma_{0},-T_{0}\right)\left(-\gamma_{0}, T_{0}\right)\left(-\gamma_{0},-T_{0}\right)
$$

for each solution $\left(\gamma_{0}, T_{0}\right)$, and hence we get exactly $\frac{q-5}{4}$ values $\gamma^{2}$ that match some (in this case non-zero) $T^{2}$. Hence we get $v_{E}$ solutions to (24) for exactly $\frac{q-5}{4}$ values $N=e \gamma^{2}$. The remaining $\frac{q-1}{2}-1-\frac{q-5}{4}=\frac{q-1}{4}$ values of $N=e \gamma^{2}$ then give $v_{H}$ elliptic $A^{\prime}$ in the fibre over $B^{\prime}$.

All in all, we get

$$
\frac{q-1}{4} v_{H}+v_{P}+\frac{q-5}{4} v_{E}
$$

elliptic $A^{\prime}$ in the fibre over $B^{\prime}$. Comparing with the number of hyperbolic $A^{\prime}$ in the fibre over $B^{\prime}$, computed above, we conclude that the number of hyperbolic $A^{\prime}$ in the fibre over $B^{\prime}$ minus the number of elliptic $A^{\prime}$ in the fibre over $B^{\prime}$ is:

$$
\begin{gathered}
\left(\frac{q-1}{4} v_{H}+\frac{q-1}{4} v_{E}\right)-\left(\frac{q-1}{4} v_{H}+v_{P}+\frac{q-5}{4} v_{E}\right)= \\
v_{E}-v_{P}=-q^{t-1}
\end{gathered}
$$

Case (2): $\frac{\alpha}{c}$ is a (non-zero) square and $-\frac{\alpha}{c}$ is a non-square. Using calculations as in Case (1) we obtain:

$$
\frac{q-3}{4} v_{H}+v_{P}+\frac{q-3}{4} v_{E}
$$

hyperbolic $A^{\prime}$ in the fibre over $B^{\prime}$, and

$$
\frac{q+1}{4} v_{H}+\frac{q-3}{4} v_{E}
$$

elliptic $A^{\prime}$ in the fibre over $B^{\prime}$. The difference is $v_{P}-v_{H}=-q^{t-1}$.
Case (3): $\frac{\alpha}{c}$ is a non-square and $-\frac{\alpha}{c}$ is a ( non-zero square). Using calculations as in Case (1) we obtain:

$$
\frac{q-3}{4} v_{H}+\frac{q+1}{4} v_{E}
$$

hyperbolic $A^{\prime}$ in the fibre over $B^{\prime}$, and

$$
\frac{q-3}{4} v_{H}+v_{P}+\frac{q-3}{4} v_{E}
$$

elliptic $A^{\prime}$ in the fibre over $B^{\prime}$. The difference is $v_{E}-v_{P}=-q^{t-1}$.
Case (4): Both $\frac{\alpha}{c}$ and $-\frac{\alpha}{c}$ are (non-zero) squares. Using calculations as in Case (1) we obtain:

$$
\frac{q-5}{4} v_{H}+v_{P}+\frac{q-1}{4} v_{E}
$$

hyperbolic $A^{\prime}$ in the fibre over $B^{\prime}$, and

$$
\frac{q-1}{4} v_{H}+\frac{q-1}{4} v_{E}
$$

elliptic $A^{\prime}$ in the fibre over $B^{\prime}$. The difference is $v_{P}-v_{H}=-q^{t-1}$.

Now, let $\theta_{1}$ be the average of $\left|\phi_{1}^{-1}(B)\right|$ for all $B \in S(2 t-1, m-1)$ satisfying $f_{k-1}^{\delta}(B) \neq 0$. and let $\theta_{2}$ be the average of $\left|\phi_{2}^{-1}(B)\right|$ for all $B \in S(2 t-1, m-1)$ satisfying $f_{k-1}^{\delta}(B) \neq 0$. The next corollary is an immediate consequence of Lemma 4.8 .

Corollary 4.9. Let $\theta_{1}$ and $\theta_{2}$ be as above. Then

$$
\theta_{1}-\theta_{2}=-q^{t-1}
$$

Now we are ready to give an upper bound for $h_{k}^{\delta}(2 t, m)-e_{k}^{\delta}(2 t, m)$.
Proposition 4.10. Let $2 t \leq m$ and let $1 \leq k \leq m$. Then

$$
h_{k}^{\delta}(2 t, m)-e_{k}^{\delta}(2 t, m) \leq q \frac{\prod_{i=0}^{2 t-2}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-2}\left(q^{2 t-2}-q^{2 i}\right)}+q^{2 t} \frac{\prod_{i=0}^{2 t-1}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)}
$$

Proof. We have done most of the hard work. From equation (21) we get

$$
\begin{array}{ccc}
h_{k}^{\delta}(2 t, m)=\sum_{\substack{B \in S(2 t-2, m-1)}}\left|\phi_{1}^{-1}(B)\right| & +\sum_{\substack{B \in S(2 t, m-1) \\
f_{k-1}^{\delta}(B)=0}}\left|\phi_{1}^{-1}(B)\right| & +\sum_{\substack{B \in S(2 t, m-1) \\
f_{k-1}^{\delta}(B) \neq 0}}\left|\phi_{1}^{-1}(B)\right| \\
\quad+\sum_{\substack{B \in S(2 t-1, m-1) \\
f_{k-1}^{\delta}(B)=0}}\left|\phi_{1}^{-1}(B)\right| & +\sum_{\substack{B \in S(2 t-1, m-1) \\
f_{k-1}^{\delta}(B) \neq 0}}\left|\phi_{1}^{-1}(B)\right| . &
\end{array}
$$

From Lemmas 4.3, 4.5, 4.7, and the definition of $\theta_{1}$ above, we get:

$$
\begin{aligned}
h_{k}^{\delta}(2 t, m) & \leq v_{+1}(2 t-2, m-1)\left(q^{m-1}-q^{2 t-2}\right)+h_{k-1}^{\delta}(2 t, m-1)\left(q^{2 t-1}+q^{t}-q^{t-1}\right) \\
& +\left(v_{+1}(2 t, m-1)-h_{k-1}^{\delta}(2 t, m-1)\right)\left(q^{2 t-1}-q^{t-1}\right) \\
& +p_{k-1}^{\delta}(2 t-1, m-1) \frac{(q-1)}{2} q^{t-1}\left(q^{t-1}+1\right) \\
& +\left(\mu_{m-1}(2 t-1)-p_{k-1}^{\delta}(2 t-1, m-1)\right) \theta_{1} \\
& =v_{+1}(2 t-2, m-1)\left(q^{m-1}-q^{2 t-2}\right)+h_{k-1}^{\delta}(2 t, m-1) q^{t} \\
& +v_{+1}(2 t, m-1)\left(q^{2 t-1}-q^{t-1}\right)+p_{k-1}^{\delta}(2 t-1, m-1) \frac{(q-1)}{2} q^{t-1}\left(q^{t-1}+1\right) \\
& +\left(\mu_{m-1}(2 t-1)-p_{k-1}^{\delta}(2 t-1, m-1)\right) \theta_{1} .
\end{aligned}
$$

Similarly, using equation (22), Corollaries 4.4, 4.6, Lemma 4.7 and the definition of $\theta_{2}$ above, we get:

$$
\begin{aligned}
e_{k}^{\delta}(2 t, m) & \geq v_{-1}(2 t-2, m-1)\left(q^{m-1}-q^{2 t-2}\right)-e_{k-1}^{\delta}(2 t, m-1) q^{t} \\
& +v_{-1}(2 t, m-1)\left(q^{2 t-1}+q^{t-1}\right)+p_{k-1}^{\delta}(2 t-1, m-1) \frac{(q-1)}{2} q^{t-1}\left(q^{t-1}-1\right) \\
& +\left(\mu_{m-1}(2 t-1)-p_{k-1}^{\delta}(2 t-1, m-1)\right) \theta_{2}
\end{aligned}
$$

Combining the above two inequalities, we get

$$
\begin{aligned}
h_{k}^{\delta}(2 t, m)-e_{k}^{\delta}(2 t, m) & \leq\left(v_{+1}(2 t-2, m-1)-v_{-1}(2 t-2, m-1)\right)\left(q^{m-1}-q^{2 t-2}\right) \\
& +\left(h_{k-1}^{\delta}(2 t, m-1)+e_{k-1}^{\delta}(2 t, m-1)\right) q^{t}+\left(v_{+1}(2 t, m-1)\right. \\
& \left.-v_{-1}(2 t, m-1)\right) q^{2 t-1}-\left(v_{+1}(2 t, m-1)+v_{-1}(2 t, m-1)\right) q^{t-1} \\
& +p_{k-1}^{\delta}(2 t-1, m-1)(q-1) q^{t-1} \\
& +\left(\mu_{m-1}(2 t-1)-p_{k-1}^{\delta}(2 t-1, m-1)\right)\left(\theta_{1}-\theta_{2}\right) .
\end{aligned}
$$

Substituting the trivial bounds $\left.h_{k-1}^{\delta}(2 t, m-1)+e_{k-1}^{\delta}(2 t, m-1) \leq \mu_{m-1}(2 t)\right)$, $p_{k-1}^{\delta}(2 t-1, m-1) \leq \mu_{m-1}(2 t-1)$ and using Corollary 4.9 saying $\theta_{1}-\theta_{2}=-q^{t-1}$, we get

$$
\begin{aligned}
h_{k}^{\delta}(2 t, m)-e_{k}^{\delta}(2 t, m) & \leq\left(v_{+1}(2 t-2, m-1)-v_{-1}(2 t-2, m-1)\right)\left(q^{m-1}-q^{2 t-2}\right) \\
& +\mu_{m-1}(2 t) q^{t}+\left(v_{+1}(2 t, m-1)-v_{-1}(2 t, m-1)\right) q^{2 t} \\
& \left.-\mu_{m-1}(2 t-1) q^{t-1}+\mu_{m-1}(2 t-1) q^{t}-\mu_{m-1}(2 t-1)\right) q^{t-1}
\end{aligned}
$$

Here we also used the fact that $v_{+1}(2 t, m-1)+v_{-1}(2 t, m-1)=\mu_{m-1}(2 t)$. Now from [12, Prop. 2.4], and equation (18), we have

$$
\begin{gather*}
v_{+1}(2 t, m)-v_{-1}(2 t, m)=\frac{\prod_{i=0}^{2 t-1}\left(q^{m}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)}  \tag{27}\\
\mu_{m}(2 t)=v_{+1}(2 t, m)+v_{-1}(2 t, m)=q^{t} \frac{\prod_{i=0}^{2 t-1}\left(q^{m}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)}
\end{gather*}
$$

and

$$
\mu_{m}(2 t-1)=\frac{1}{q^{t-1}} \frac{\prod_{i=0}^{2 t-2}\left(q^{m}-q^{i}\right)}{\prod_{i=0}^{t-2}\left(q^{2 t-2}-q^{2 i}\right)}
$$

Substituting these values in the inequality above, we get

$$
\begin{aligned}
& h_{k}^{\delta}(2 t, m)-e_{k}^{\delta}(2 t, m) \leq \frac{\prod_{i=0}^{2 t-3}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-2}\left(q^{2 t-2}-q^{2 i}\right)}\left(q^{m-1}-q^{2 t-2}\right)+q^{t} \cdot q^{t} \frac{\prod_{i=0}^{2 t-1}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)} \\
& +q^{2 t-1} \frac{\prod_{i=0}^{2 t-1}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)}-q^{t-1} \cdot q^{t} \frac{\prod_{i=0}^{2 t-1}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)} \\
& +(q-1) q^{t-1} \frac{1}{q^{t-1}} \frac{\prod_{i=0}^{2 t-2}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-2}\left(q^{2 t-2}-q^{2 i}\right)} \\
& =\frac{\prod_{i=0}^{2 t-2}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-2}\left(q^{2 t-2}-q^{2 i}\right)}+q^{2 t} \frac{\prod_{i=0}^{2 t-1}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)} \\
& +(q-1) \frac{\prod_{i=0}^{2 t-2}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-2}\left(q^{2 t-2}-q^{2 i}\right)} \\
& =q \frac{\prod_{i=0}^{2 t-2}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-2}\left(q^{2 t-2}-q^{2 i}\right)}+q^{2 t} \frac{\prod_{i=0}^{2 t-1}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)} \text {. }
\end{aligned}
$$

This completes the proof of the proposition.

Now we are ready to prove the main theorem of the article, i.e., we are ready to compute the minimum distance of the code $C_{s y m m}(2 t, m)$.

Theorem 4.11. Let $2 t \leq m$ be positive integers. The minimum distance of the code $C_{\text {symm }}(2 t, m)$ is $W_{1}^{\delta}(2 t, m)$, where $W_{1}^{\delta}(2 t, m)$ is given by

$$
(q-1) q^{m-1} \nu_{m-1}(2 t-2)+(q-1) q^{2 t-1} \mu_{m-1}(2 t-1)+(q-1)\left(q^{2 t-1}-q^{-1}\right) \mu_{m-1}(2 t)
$$

Proof. In the view of Corollary 4.2, it is enough to prove that for $1 \leq k \leq m$ and $2 t \leq m$,

$$
v_{+1}(2 t, m)-v_{-1}(2 t, m) \geq h_{k}^{\delta}(2 t, m)-e_{k}^{\delta}(2 t, m)
$$

From equation (27) and Proposition 4.10, we get

$$
\begin{aligned}
& \left(v_{+1}(2 t, m)-v_{-1}(2 t, m)\right)-\left(h_{k}^{\delta}(2 t, m)-e_{k}^{\delta}(2 t, m)\right) \\
& \geq \frac{\prod_{i=0}^{2 t-1}\left(q^{m}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)}-q^{2 t} \frac{\prod_{i=0}^{2 t-1}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)}-q \frac{\prod_{i=0}^{2 t-2}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-2}\left(q^{2 t-2}-q^{2 i}\right)} \\
& =\frac{\prod_{i=0}^{t-1}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)}\left(q^{2 t-1}\left(q^{m}-1\right)-q^{2 t}\left(q^{m-1}-q^{2 t-1}\right)\right)-q \frac{\prod_{i=0}^{2 t-2}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-2}\left(q^{2 t-2}-q^{2 i}\right)} \\
& =\frac{\prod_{i=0}^{2 t-2}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{t-1}\left(q^{2 t}-q^{2 i}\right)}\left(q^{2 t-1}\left(q^{2 t}-1\right)\right)-q \frac{\prod_{i=0}^{2 t-2}\left(q^{m-1}-q^{i}\right)}{\prod_{i=0}^{2}\left(q^{2 t-2}-q^{2 i}\right)} \\
& =\frac{\prod_{i=0}^{2 t-2}\left(q^{m-1}-q^{i}\right)}{t-2}\left(\frac{q^{2 t-1}\left(q^{2 t}-1\right)}{q^{2 t-2}\left(q^{2 t}-1\right)}-q\right) \\
& =0 .
\end{aligned}
$$

Corollary 4.12. The minimum distance of the code $\widehat{C}_{\text {symm }}(2 t, m)$ is $d$, where

$$
d=q^{m-1} \nu_{m-1}(2 t-2)+q^{2 t-1} \mu_{m-1}(2 t-1)+\left(q^{2 t-1}-q^{-1}\right) \mu_{m-1}(2 t) .
$$

Proof. The proof of the corollary follows from Theorem 3.10, Theorem 4.11, and equation (8).

Let $m$ be a positive integer and $1 \leq 2 t+1<m$. For the symmetric determinantal code $C_{\text {symm }}(2 t+1, m)$, we propose the following conjecture:

Conjecture 4.13. The minimum distance of the code $C_{\text {symm }}(2 t+1, m)$ is given by $W_{2}^{\delta}(2 t+1, m)$ where $-\delta \in \mathbb{F}_{q}^{*}$ is a square. Furthermore, there exists a positive $\mathcal{E}(2 t+1, m)$ such that

$$
W_{2}^{\delta_{1}}(2 t+1, m)<W_{1}^{\delta}(2 t+1, m)<W_{2}^{\delta_{2}}(2 t+1, m)
$$

where $-\delta_{1}$ is a square and $-\delta_{2}$ is a non square, and:

$$
W_{2}^{\delta_{1}}(2 t+1, m)=W_{1}^{\delta}(2 t+1, m) \pm \mathcal{E}(2 t+1, m)
$$

Using SAGE, we computed the weights $\mathrm{W}_{k}^{\delta}(t, m)$ for some small values of $m$, and for a fixed $m$, we looked at all possible values of $k$ and $t$. Studying those results, we here give formulas for the weights $\mathrm{W}_{k}^{\delta}(t, m)$ over $\mathbb{F}_{q}$. In the tables below, we list them all. The table is over $\mathbb{F}_{q}$ and $\delta \in \mathbb{F}_{q}^{*}$ is either a square or a nonsquare.

| $\mathbf{m}=\mathbf{3}$ | $\mathbf{t}=\mathbf{1}$ | $\mathbf{t}=\mathbf{2}$ | $\mathbf{t}=\mathbf{3}$ |
| :--- | :--- | :--- | :--- |
| $W_{1}^{\delta}(t, m)$ | $q^{2}(q-1)$ | $q^{4}(q-1)$ | $q^{5}(q-1)$ |
| $W_{2}^{\delta}(t, m)$ | $q^{2}(q-1) \pm q(q-1)$ | $q^{4}(q-1)$ | $q^{5}(q-1)$ |
| $W_{3}^{\delta}(t, m)$ | $q^{2}(q-1)$ | $q^{4}(q-1)+q^{2}(q-1)$ | $q^{5}(q-1)$ |


| $\mathbf{m}=\mathbf{4}$ | $\mathbf{t}=\mathbf{1}$ | $\mathbf{t}=\mathbf{2}$ | $\mathbf{t}=\mathbf{3}$ | $\mathbf{t}=\mathbf{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| $W_{1}^{\delta}(t, m)$ | $q^{3}(q-1)$ | $q^{6}(q-1)$ | $q^{8}(q-1)+q^{5}(q-$ <br> $1)^{2}$ | $q^{9}(q-1)$ |
| $W_{2}^{\delta}(t, m)$ | $q^{3}(q-1) \pm q^{2}(q-$ <br> $1)$ | $q^{6}(q-1)$ | $W_{1}^{\delta}(3,4) \pm q^{4}(q-$ <br> $1)$ | $q^{9}(q-1)$ |
| $W_{3}^{\delta}(t, m)$ | $q^{3}(q-1)$ | $q^{6}(q-1)+q^{4}(q-$ <br> $1)$ | $W_{1}^{\delta}(3,4)$ | $q^{9}(q-1)$ |
| $W_{4}^{\delta}(t, m)$ | $q^{3}(q-1) \pm q(q-$ <br> $1)$ | $q^{6}(q-1)+q^{4}(q-$ <br> $1)$ | $W_{1}^{\delta}(3,4) \pm q^{3}(q-$ <br> $1)$ | $q^{9}(q-1)$ |


| $\mathrm{m}=5$ | $\mathrm{t}=1$ | t=2 | $\mathrm{t}=3$ | $\mathrm{t}=4$ | $\mathrm{t}=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $W_{1}^{\delta}(t, m)$ | $q^{4}(q-1)$ | $q^{8}(q-1)$ | $\begin{aligned} & q^{11}(q-1)+q^{8}(q- \\ & 1)^{2}+q^{6}(q-1)\left(q^{2}-\right. \\ & 1) \end{aligned}$ | $\begin{aligned} & q^{13}(q-1)+ \\ & q^{10}(q-1)^{2} \end{aligned}$ | $q^{14}(q-1)$ |
| $W_{2}^{\delta}(t, m)$ | $\begin{aligned} & q^{4}(q-1) \pm \\ & q^{3}(q-1) \end{aligned}$ | $W_{1}^{\delta}(2,5)$ | $\begin{aligned} & W_{1}^{\delta}(3,5) \pm\left(q^{7}(q-\right. \\ & 1)^{2}+q^{5}(q-1)\left(q^{2}-\right. \\ & 1)) \end{aligned}$ | $W_{1}^{\delta}(4,5)$ | $q^{14}(q-1)$ |
| $W_{3}^{\delta}(t, m)$ | $q^{4}(q-1)$ | $\begin{array}{ll} \hline W_{1}^{\delta}(2,5) & + \\ q^{6}(q-1) & \\ \hline \end{array}$ | $W_{1}^{\delta}(3,5)$ | $\begin{array}{ll} \hline W_{1}^{\delta}(4,5) \quad+ \\ q^{8}(q-1)^{2} \end{array}$ | $q^{14}(q-1)$ |
| $W_{4}^{\delta}(t, m)$ | $\begin{aligned} & q^{4}(q-1) \pm \\ & q^{2}(q-1) \end{aligned}$ | $W_{3}^{\delta}(2,5)$ | $\begin{aligned} & W_{1}^{\delta}(3,5) \pm\left(q^{6}(q-\right. \\ & \left.1)+q^{4}(q-1)\left(q^{2}-1\right)\right) \end{aligned}$ | $W_{3}^{\delta}(4,5)$ | $q^{14}(q-1)$ |
| $W_{5}^{\delta}(t, m)$ | $q^{4}(q-1)$ | $\begin{array}{ll} \hline W_{3}^{\delta}(2,5) & + \\ q^{4}(q-1) & \\ \hline \end{array}$ | $W_{1}^{\delta}(3,5)$ | $\begin{array}{ll} \hline W_{3}^{\delta}(4,5) & - \\ q^{6}(q-1) & \\ \hline \end{array}$ | $q^{14}(q-1)$ |

Remark 4.14. The observation that $W_{2}^{\delta}(t, m)=W_{1}^{\delta}(t, m)$, for all even $t$, and all $\delta$, for $m=3,4,5$ can be generalized to the same result for all natural numbers $m \geq 2$ after a refined study of the proof of Proposition 4.10. So for even $t$ the minimum distance $d$ is computed by the $W_{2}^{\delta}(t, m)$ also. The table clearly indicates that for even $t$ the codewords of $C_{\text {symm }}(t, m)$ have exactly $\left[\frac{m+1}{2}\right]-1$ different weights.
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