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Abstract. Biological data analysis is typically implemented using a deep pipe-
line that combines a wide array of tools and databases. These pipelines must 
scale to very large datasets, and consequently require parallel and distributed 
computing. It is therefore important to choose a hardware platform and underly-
ing data management and processing systems well suited for processing large 
datasets. There are many infrastructure systems for such data-intensive compu-
ting. However, in our experience, most biological data analysis pipelines do not 
leverage these systems.  

We give an overview of data-intensive computing infrastructure systems, 
and describe how we have leveraged these for: (i) scalable fault-tolerant compu-
ting for large-scale biological data; (ii) incremental updates to reduce the re-
source usage required to update large-scale compendium; and (iii) interactive 
data analysis and exploration. We provide lessons learned and describe prob-
lems we have encountered during development and deployment. We also pro-
vide a literature survey on the use of data-intensive computing systems for bio-
logical data processing. Our results show how unmodified biological data anal-
ysis tools can benefit from infrastructure systems for data-intensive computing. 

Keywords: data-intensive computing, biological data analysis, flexible pipe-
lines, infrastructure systems. 

1 Introduction 

Recent advances in instrument, computation, and storage technologies have resulted 
in large amounts of biological data [1]. To realize the full potential for novel scientific 
insight in the data, it is necessary to transform the data to knowledge through data 
analysis and interpretation. 

Biological data analysis is typically implemented using a deep pipeline that com-
bines a set of tools and databases [2]. Biological data analysis is diverse and special-
ized, so the pipelines have a wide range of resource requirements. Examples include 
the 1000 Genomes project [3] with a dataset of 260 TB analyzed on supercomputers 
and warehouse-scale datacenters; the many databases [4] and web servers [5] built for 



a specific type of biological process or organism; and simple analyses run using pre-
defined Galaxy pipelines [6]. An important challenge when building data analysis 
tools and pipelines is therefore to choose a hardware platform and underlying data 
management and processing systems that satisfies the requirements for a specific data 
analysis problem. 

A data analysis and exploration tool architecture typically has the following com-
ponents: 

 A front-end that provides the user interface used by the data analysts, including: 
web applications, pipeline managers [6], web services [7], and low-level interfaces 
such as file systems, and cloud APIs [8, 9]. 

 Data analysis and interpretation services including: specialized servers, search 
engines, R libraries such as BioConductor [10], and tool collections such as Galaxy 
Toolsheds [11]. 

 Infrastructure system for data management including: file systems, databases, and 
distributed data storage systems. 

 Infrastructure system for parallel and distributed computing including: queuing 
systems [12], and the Hadoop software stack [13]. 

 Hardware platform, such as virtual machines, dedicated servers, small clusters, 
supercomputers, and clouds. 

In this paper, we focus on the choice of data management and processing infra-
structure systems. In our experience, most biological data analysis uses a file system 
in combination with a centralized database for data storage and management, and is 
run either on a single machine or on a small cluster with a queuing system such as 
Open Grid Engine [12]. This platform has four main advantages. First, the file sys-
tem-, and database interfaces are stable, and the technology is reliable. Second, many 
clusters for scientific computing are designed to use a network file system and to run 
jobs on a cluster using a queuing system. Third, the developers are familiar with these 
systems and interfaces. Fourth, there are already hundreds of analysis tools imple-
mented for this platform. 

An alternative infrastructure must therefore provide better scalability, performance, 
or efficiency. Or, it must provide services not available on the standard platform. We 
give an overview data-intensive computing systems, and describe how these can be 
leveraged for biological data analysis. We describe how we used these systems to 
transparently extended flexible biological data analysis frameworks with data inten-
sive computing services. We provide lessons learned, and describe the problems we 
have encountered during development and deployment of the extended pipelines. In 
addition, we provide a literature survey on the use of data-intensive computing sys-
tems in biological data processing.  

Our results make it easier to choose data-intensive computing platforms and infra-
structure systems for biological data analysis. First, our systems provide data analysis 
services not available on the standard platform. Second, they do not require modify-
ing biological analysis tools. We believe this combination is essential to increase the 
use of data-intensive systems in biological data processing. 



2 Related Work 

There are several specialized infrastructure systems developed for data-intensive 
computing. Many of these were initially developed and deployed at companies such 
as Google, Yahoo, Facebook, and Twitter, and then later implemented as open source 
systems. There are also many new systems under development in academia, the open 
source community, and the industry. We provide a short description of the features 
provided by these systems. We limit our description to the most widely used systems 
and omit many emerging systems, and systems that provide a traditional file system 
or SQL interface. 

Data intensive computing systems are often built on a distributed file systems such 
as Hadoop Distributed File System (HDFS) [14, 15] that provide reliable storage on 
commodity component hardware and high aggregate I/O performance. A HDFS clus-
ter co-locates storage and computation resources to avoid the bandwidth bottleneck of 
transferring large datasets over the network to and from the computation nodes. The 
main advantage of HDFS for biological data analysis is that the architecture is 
demonstrated to scale to peta-scale datasets [14, 15], and it is widely used for data-
intensive computing in other fields. The main disadvantage is that HDFS does not 
provide a traditional file system interface, so it is necessary to either rewrite the many 
data analysis tools that use a POSIX file system interface, to incur an overhead for 
moving data between HDFS and a local filesystem, or incur the overhead of third-
party library such as fuse-dfs [16]. In addition, it is not yet a common platform in 
scientific computing, so it may be necessary to purchase and build a new cluster with 
storage distributed on the compute nodes instead of a dedicated storage system. 

MapReduce [8, 13] is a widely used programming model and infrastructure system 
for data-intensive parallel computation. It provides fault-tolerant computation on a 
HDFS-like file system, and makes it easy to write scalable applications since the sys-
tem handles data partitioning, scheduling and communication. Biological data analy-
sis applications, especially for next-generation sequencing data, have already been 
implemented using MapReduce ([17] and [2] provides examples and references). The 
main advantage of MapReduce is that it scales to peta-scale datasets. In addition, most 
cloud platforms provide a MapReduce interface. The main disadvantage is that the 
MapReduce programming model may be too restrictive for some biological applica-
tions. 

HBase [18, 19] is a column based storage system that provides in-memory caching 
for low latency random data access, and efficient compression. Biological data analy-
sis applications can use HBase to store data accessed interactively, to implement cus-
tom data structures, or to structure data for more efficient compression. Compared to 
relational databases, HBase does not provide an advanced query engine nor ACID 
properties. Other systems must implement these on top of HBase if such properties 
are needed by an application. 

An alternative for low-latency query processing is Spark [9, 20]. It offers a richer 
programming model than MapReduce, including iterative operations. It is well suited 
to implement machine learning algorithms, and interactive data analysis. Spark uses 
the Scala programming language, which may be unfamiliar to many developers but 



bindings exists for Java and Python. Compared to the systems discussed above Spark 
has just recently become a top-level Apache project, but it is rapidly being adopted by 
many other open-source and commercial systems. 

Several high-level programming models are built on top of MapReduce to make it 
easier to write data analysis programs, including Pig [21], Hive [22], Cascading [23]  
and Cassandra [24]. To our knowledge, these are not widely used for biological data 
analysis (see also the discussion in section 4).  

Other data-intensive computing systems for Hadoop, HBase, and Spark includes, 
Cloudera Impala [25] and Drill [26] that both provide a low-latency SQL query en-
gine (inspired by Dremel [27]), Storm [28] for stream processing, and the Mahout 
[29] library of machine learning algorithms. To our knowledge, these are also not 
widely used for biological data analysis (see also the discussion in section 4). 

There are many frameworks for specifying and running biological data analysis 
pipelines. The most widely used systems is Galaxy [6]. It has been integrated with the 
Hadoop software stack [30].  

Table 1.  Our use of data-intensive computing systems for biological data processing. 

System Problem Solution Issues 
Troilkatt Scalable analysis 

pipelines 
HDFS: scalable storage 
MapReduce: I/O intensive 
pipeline processing

Memory manage-
ment 

GeStore Incremental up-
dates for analysis 
pipelines 

HBase: data structures for 
generating incremental up-
dates 

Hadoop MapRe-
duce job startup 
time 

Mario Tuning of analy-
sis pipelines 

MapReduce: I/O intensive 
pipeline processing 
HBase: sparse data structure, 
low- latency reads and 
writes 

Performance tun-
ing HBase 

3 Transparent Data-Intensive Computing 

We have extended several data-intensive computing systems to provide services for 
biological data analysis. In this section, we answer the following questions: 

 Why did we choose a particular infrastructure system? 
 What problems did the system solve? 
 What are the main limitations of the systems for our use? 
 What are the lessons learned during development and deployment? 

We have used three clusters, with 5, 10, and 64 nodes, for development and deploy-
ment of our systems over a period of five years. All were built for data-intensive 
computing with storage distributed on the compute nodes. We chose the Hadoop 
software stack, including HDFS for distributed storage and processing. Hadoop is the 



mostly used data-intensive computing platform, and it has a very active development 
community. By using Hadoop, we have benefited from improvements to the infra-
structure systems, and the addition of new infrastructure systems such as Spark to the 
ecosystem. In this section, we describe achievements, issues, and lessons learned. 

3.1 Troilkatt 

Troilkatt is a system for batch processing of large-scale collections of gene expres-
sion datasets. We use Troilkatt to process data for the IMP integrated data analysis 
tool [31]. We built Troilkatt in order to scale our gene expression dataset integration 
pipeline to process all gene expression datasets for several organisms in NCBI GEO 
[32]. The pipelines comprise tools for data cleaning, transformation, and signal bal-
ancing of these datasets. The integrated data compendium for organisms such as hu-
man have ten thousands of datasets. The raw data, pipeline results, and intermediate 
data in a compendium use tens of terabyte of storage space. 

Troilkatt provides infrastructure services for automated genomics compendium 
management. It consists of five main components (Fig. 1). First, the large genomics 
compendia maintained by Troilkatt are stored and processed on a cluster. Second, 
Troilkatt leverages the Hadoop software stack for reliable storage and scalable fault-
tolerant data processing. Third, the Troilkatt runtime system provides data manage-
ment including versioning and a library of tools for downloading and processing data. 
Fourth, Troilkatt can execute a large collection of external tools and scripts for data 
processing. Finally, a command line based user interface provides an administrator 
interface for managing compendium content and steering data processing, 

 

Fig. 1. Troilkatt architecture. 

The IMP pipeline processing is well suited for data-intensive systems since most 
pipeline tools are I/O intensive. The data is stored in HDFS. We use MapReduce for 



parallel processing and HBase for meta-data storage. We chose MapReduce since the 
processing must scale to several tens of terabytes of data. We use one Mapper task per 
dataset for each pipeline tool, since the datasets can be processed independently and 
hence in parallel. In addition, many tools in the IMP pipeline process one row in a 
gene expression table at a time, and are therefore well suited for the MapReduce pro-
gramming model. 

Initially we considered using Hadoop streaming (MapReduce with unmodified bi-
naries). However, many biological analysis tools require specifying multiple meta-
database files as command line arguments, which is not possible with Hadoop 
Streaming. To solve this problem, Troilkatt allows specifying multiple input files as 
command line arguments using environment variables. 

We achieved a system that efficiently executes pipelines for processing large-scale 
integrated compendia. We did not have to implement data communication between 
tasks, nor data locality aware mapping of tasks to compute nodes. Our main issue was 
large in-memory data structures in two pipeline tools. Hadoop MapReduce is run in a 
JVM, so the maximum heap size must be set at system startup time. The memory 
usage of the largest tasks therefore limits the number of tasks that can be run in paral-
lel on each node. To achieve a good trade-off between memory usage and parallelism, 
we had to divide the expression datasets by their memory usage and processes simi-
larly sized datasets together in a separate MapReduce job.  

Since all datasets can be processed in parallel, and most organisms have hundreds 
or thousands of datasets, the parallelism in the pipeline exceeded the available com-
pute resources even on the biggest 64-node cluster. We can therefore efficiently uti-
lize a much larger cluster. The raw datasets are larger than the available storage on the 
clusters. We must therefore periodically delete raw data downloaded from public 
repositories. A full update of the dataset therefore requires re-downloading tens of 
terabytes of data from public repositories. In addition, we share the clusters with other 
non-MapReduce jobs. A cluster management system such as Mesos [33] may there-
fore improve the performance of Troilkatt jobs and improve resource utilization. 

3.2 GeStore 

GeStore [34] is a framework for adding transparent incremental updates to data pro-
cessing pipelines. We use GeStore to incrementally update large-scale compendia 
such as the IMP compendia described in the previous section. GeStore is integrated 
with Troilkatt and Galaxy [35]. We built GeStore since the processing time for a full 
compendium update can be several days even on a large computer cluster, making it 
impractical to frequently update large compendia. GeStore adds incremental updates 
to unmodified pipeline tools by manipulating the input and output files of the tools.  

GeStore must detect changes in, and merge updates into, compendia that can be 
tens of terabytes in size. GeStore must also maintain and generate incremental updates 
of meta-databases, such as UniProt [36].  These can be hundreds of gigabytes in size. 
We use HBase for data storage and MapReduce for generating input files and merging 
output files. HBase provides high-throughput random data accesses required for effi-
cient change detection and merging. GeStore stores meta-database entries as HBase 



rows, and it updates entries by creating a new version of an HBase table cell. The 
HBase timestamps enable efficient table scans to find entries that have changed in a 
period and hence are part of an incremental update. In addition, the flexible schema of 
HBase tables is utilized to reduce the work required to maintain plugins when file 
structure or databases change, allowing several years of database versions to be stored 
in the same HBase table. 

 

Fig. 2. GeStore architecture. 

GeStore provides a plugin system to support many biological tools and file formats 
(Fig. 2). To add incremental updates for a new tool the plugin maintainer implements 
a plugin. The plugin specifies how to partition input and meta- data files into entries, 
which part of an entry are required for the analysis done by a tool, and how to com-
pare the entries to detect updates. In addition, the plugin contains code for writing 
entries to an incremental input file, and merging incremental output with previous 
output data. These plugins are relatively small in size; less than 300 lines of code in 
our most complex plugin. 

We achieved up to 82% reduction in analysis time for compendium updates when 
using GeStore with an unmodified biological data analysis pipeline ([34] has addi-
tional experimental results). We found HBase to be well suited for the data manage-
ment requirements of GeStore. File generation and merging scales to large datasets 
since we use MapReduce for data processing.  In addition, we reduce storage space 
requirements by storing multiple meta-databases versions in HBase instead of storing 
all versions as separate files. 

The overhead introduced by GeStore is high for incremental updates of small da-
tasets, since the startup time of Hadoop MapReduce jobs is tens of seconds. A system 
with lower startup time, such as Spark, will significantly reduce this overhead. Ge-
Store overhead can also be large if the implemented plugin is not able to properly 
detect incremental updates. 

3.3 Mario 

Mario [37] is a system for interactive iterative data processing. We have designed 
Mario for interactive parameter tuning of biological data analysis pipeline tools. For 
such interactive parameter tuning, the pipeline output should quickly be visible for the 



pipeline developer. Mario combines reservoir sampling, fine-grained caching of de-
rived datasets, and a data-parallel processing model for quickly computing the results 
of changes to pipeline parameters. It uses the GeStore approach for transparently add-
ing iterative processing to unmodified data analysis tools. 

 

Fig. 3. Mario architecture. 

The Mario architecture consists of four main components: storage, logic/computation, 
the web server and the client/UI (figure 3). The system runs on a cluster of computers, 
with the master process at the cluster frontend, and the workers at the compute nodes. 
These are co-located with HBase master at the cluster frontend and the HBase region 
servers at the compute nodes. The web server and the MySQL server can be located 
on the cluster frontend, or on separate computers. The user runs the Mario controller, 
and data visualization and analysis tools on her computer. 

Mario must efficiently produce random samples from a stream for reservoir sam-
pling, implement a cache of fine-grained pipeline tool results, and implement parallel 
pipeline stage processing. We use HBase as storage backend due to its low-latency 
random read and write capability, its ability to efficiently store sparse data structures, 
and its scalability. Mario stores all intermediate data records produced during pipeline 
execution in HBase, and uses the cached data to quickly find the data records that 
must be updated when pipeline tool parameters are changed. Mario also uses HBase 
for data provenance and single-pass reservoir sampling. The iterative processing in 
Mario is similar to Spark Streaming [38]. Mario splits the data randomly into many 
small parts and distributes these on the cluster nodes. Mario process the parts in paral-
lel. However, it only process a small subset at a time since there are many more parts 
than processor cores. Mario therefore iteratively updates the output data.  

We achieved a system for iterative parallel processing that adds less than 100ms of 
overhead per pipeline stage, and that does not add significant computation, memory, 
or storage overhead to compute nodes (additional experimental results are in [37]). 
We found HBase to be very well suited for efficiently storing and accessing the sparse 
data-structures used by Mario.  



Our main issue was to configure HBase to achieve the required performance. We 
chose a configuration where HBase region servers allocate 12GB DRAM on the clus-
ter nodes, and we traded reliability for improved write latencies by keeping write-
ahead logs in memory (and periodically flushing these to disk). The reduced reliabil-
ity is acceptable for Mario since it can recompute the intermediate data stored in 
HBase at low cost, if needed. 

4 Discussion 

We have assumed that data-intensive computing systems are not widely used for bio-
logical data processing. We base this assumption on our own experience, and discus-
sions we have had with bioinformatics users, model developers, and infrastructure 
maintainers. In this section, we verify this assumption by conducting a literature sur-
vey. We do not conduct a comprehensive survey, but we still believe our results pro-
vides insights into the usage of data-intensive computing systems for biological data 
processing by showing the interest for such systems in the bioinformatics literature. 
The results for the searches described in this section are in Supplementary materials 
(http://bdps.cs.uit.no/data/cibb14-supplementary.pdf). [2, 17] provides additional 
references to articles that describe biological data analysis using data-intensive sys-
tems. 

4.1 Data-Intensive Computing Articles in BMC Bioinformatics 

We first examined Software articles published in BMC Bioinformatics. It is a popular 
and important journal for bioinformatics analysis tool articles. We also examined 
Genome Biology and the Web Server and Database special issues of Nucleic Acids 
Research, but these journals have few infrastructure articles compared to BMC Bioin-
formatics. The Software articles in that journal also provide detailed implementation 
details and list of required libraries. We used this information to determine whether 
the described software uses data-intensive computing systems.  

We first got a list of articles from the BMC Bioinformatics website 
(http://www.biomedcentral.com/bmcbioinformatics/content) by setting Article types 
to Software, and Sections to All sections. We examined the 23 Software articles pub-
lished between August 2014 and November 2014. Of these, two used a HPC platform, 
one used a data warehouse, and the remaining were implemented for a server or a 
desktop computer. The results show that most software articles in BMC Bioinformat-
ics describe user interfaces, or data analysis and interpretation services. However, the 
software in many articles used tools such as BLAST [39] that are ported to both HPC 
and data-intensive computing platforms. In addition, these articles usually do not 
describe the backend processing systems used to generate the analyzed data. These 
may therefore use data-intensive computing systems. To get results that are more 
specific for our analysis we refined our search to find articles that describe infrastruc-
ture systems. 



We used the Advanced Search in the Bioinformatics website 
(http://www.biomedcentral.com/bmcbioinformatics/search). We searched in All fields 
for “infrastructure”, and set Include to Software. This search returned 142 articles in 
total. We examined 15 articles published between November 2013 and November 
2014. Of these, eight described software run on a single server or a desktop computer, 
six used a cluster for either file storage or as a computational resource, and one sys-
tem [40] used data-intensive computing techniques. These results indicate that data-
intensive computing systems are not widely used for biological data analysis infra-
structures. 

4.2 Articles About Specific Data-Intensive Computing Systems 

In this section, we examine articles describing specific data-intensive computing sys-
tems. We want to find which systems that are used for biological data processing, and 
what these systems are used for. We searched for specific keywords and manually 
filtered the articles in the returned results to exclude articles that do not describe the 
system we searched for. We set Include to All article types to increase the number of 
articles in the search results. The search results includes articles published before 
December 2014. 

 We first searched for “Hadoop” since it is the most widely used data-intensive 
computing platform. The search returned 24 articles. Of these, the software in 14 
articles used systems in the Hadoop stack; three articles describe virtual machine 
images or provisioning systems that include Hadoop, and the remaining only mention 
Hadoop in related work. The Hadoop systems were used for search, integrated analy-
sis, data integration, machine learning, and distributed analysis of different data types 

We also searched for the Hadoop alternative Azure [41]. There were six articles 
discussing Azure. The software described in two articles used Azure in combination 
with MapReduce. Two articles propose to use Azure for processing and storage, one 
describes a virtual machine provisioning systems, and one is a review article.  

We then searched for the names of the data-intensive computing systems described 
in section 2. For MapReduce we found 54 articles. In order to remove articles that just 
mention MapReduce in the citations, we refined the MapReduce search by limiting 
the search to Title+Abstract+Text. This reduced the number of articles to 27. Of 
these, 12 describe software that used Hadoop MapReduce and three software that 
used the MapReduce programming model. Most of these articles are also in the Ha-
doop search results discussed above. We found four HBase articles; of which two [40, 
42] describe software that used HBase as a storage backend for sequencing data. The 
remaining two mention HBase in related work. We found two Spark articles.  One 
described how they implemented distributed processing of next-generation sequenc-
ing data [43] using Spark. Cassandra, Hive, and Mahout were not used by the soft-
ware in any articles in the search results, but are discussed in the related work in two 
articles. We did not find Impala in any articles. 

We also searched for the Pig, Cascading Drill, and Storm systems, but these return 
many false positives. We therefore refined the search to: “Pig Apache”, “Cascading 



SQL”, “Drill Apache”, and “Storm Apache”.  Pig and Cascading are both discussed 
in the related work in two articles. We did not find any articles for Drill and Storm. 

The above results show that MapReduce is the most popular system for data-
intensive biological data processing, and that most MapReduce tool implementations 
use the Hadoop stack. We also found a few articles where HBase and Spark were 
used. MapReduce, Spark, and HBase are all core systems. We did not find any Bioin-
formatics articles that described tools that use higher-level systems. This may suggest 
that the services and abstractions provided by these are not well suited for biological 
data. The systems that were not mentioned in any articles (Impala, Drill, and Storm) 
are all recently developed, and may therefore have been unstable when the bioinfor-
matics tools described in the articles were implemented.  

4.3 Usage Trends  

We also examined whether data-intensive computing systems are becoming more 
used for biological data analysis. To answer this question we counted the number of 
articles mentioning MapReduce and Hadoop. The MapReduce design [44] was pub-
lished in 2004, the open-source Hadoop MapReduce project [13] was started in 2005, 
and Hadoop became popular around 2008. Since then, an increasingly number of 
articles mention MapReduce and Hadoop each year, especially in the last two years 
(Table 2). The results indicate that data-intensive computing systems are becoming 
more popular for biological data processing, but that it takes a few years from the 
systems become popular until bioinformatics tools use them. 

Table 2. Number of articles per year for keywords MapReduce and Hadoop (many articles are 
in both results). 2014 does not include articles published in November and December. 

Year Hadoop MapReduce
2009 1 1
2010 4 7 
2011 4 7 
2012 4 8 
2013 4 15 
2014 7 14 
Total 24 52

5 Conclusion 

We have transparently extended flexible biological data analysis frameworks to uti-
lize data intensive computing infrastructure systems. Our results show that even un-
modified biological data analysis tools can benefit from these for: (i) scalable fault-
tolerant computing for large-scale data; (ii) incremental updates in order to reduce the 
resource usage required to update large-scale data compendium; and (iii) interactive 
data analysis and exploration.  



We have identified several limitations of the infrastructure systems we used. How-
ever, by using new systems recently added to the Hadoop ecosystem we can remove 
many of these limitations. We will therefore continue using these systems to extend 
biological data processing pipelines with new services for making data analysis more 
efficient and for improving the quality of the analysis results.  

We believe that centralized storage system performance is becoming a bottleneck 
for large-scale biological data processing, and that it will become necessary to use 
data-intensive computing infrastructure systems and a platform with distributed stor-
age to avoid this bottleneck. The systems presented in this paper motivate and make 
the transition to such platforms and infrastructure systems easier for two reasons. 
First, they provide data analysis services that are not available on the standard HPC 
platform. Second, it is not necessary to modify the biological analysis tools. We be-
lieve the combination of novel services and backward compability is essential to in-
crease the use of data-intensive systems in biological data processing. 

Troilkatt, GeStore and Mario are all open source:  

 https://github.com/larsab/troilkatt 
 https://github.com/EdvardPedersen/GeStore 
 http://bdps.cs.uit.no/code/mario/ 
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