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Abstract

To a matroidM with n edges, we associate the so-called facet idealF (M)⊂
k[x1, . . . ,xn], generated by monomials corresponding to bases ofM. We
show that whenM is a graph, the Betti numbers related to anN0-graded
minimal free resolution ofF (M) are determined by the Betti numbers
related to the blocks ofM. Similarly, we show that the higher weight
hierarchy ofM is determined by the weight hierarchies of the blocks, as
well. Drawing on these results, we show that whenM is the cycle matroid
of a cactus graph, the Betti numbers determine the higher weight hierarchy
– and vice versa. Finally, we demonstrate by way of counterexamples that
this fails to hold for outerplanar graphs in general.

∗The original publication is available at http://link.springer.com/article/10.1007/s00574-014-0071-9
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1 Introduction

By matroid we shall, throughout, be referring to a finite matroid. So letM =
(

E(M),I (M)
)

be a matroid, with edge set and set of independent setsE(M) and
I (M), respectively. We denote the set of basesB(M). Wheneverσ ⊂ E(M),
then

(

σ ,{I ∩σ : I ∈ I (M)}
)

is of course itself a matroid. We shall denote this
matroid simply asσ as well. In other words, when dealing with a subset ofE(M),
we shall throughout be considering itas a submatroid.

Several of the invariants associated to a matroid are found to be natural
generalizations of corresponding invariants for codes, graphs or simplicial
complexes. It is natural to study the interplay between suchinvariants, and how
invariants of substructures determine the corresponding invariants of the “global”
structure. One such set of invariants is thehigher weighthierarchy

di(M) = min{|τ| : τ ⊂ E(M), |τ|− rk(τ) = i},

where rk(σ) denotes denotes the rank ofσ . (That is: the cardinality of its largest
independent subset.) Note that ifM is the vectorial matroid derived from the parity
check matrix of a linear code, then the higher weights ofM are equal to the higher
Hamming-weights of the code.

Another set of invariants is the so-called Betti numbers, whose algebraic
nature requires us to establish a certain terminology. So, let S= k[x1, . . . ,xn] be
the polynomial ring inn variables over the fieldk, and letm = 〈x1,x2, · · · ,xn〉. A
complex

X : · · · ←−−− Xi−1
φi
←−−− Xi ←−−− ·· ·

overS is said to beminimalwhenever imφi ⊂mXi−1 for eachi.
A minimal (ungraded) free resolutionof an S-moduleN, is a minimal left

complex

0 ←−−− F0
φ1
←−−− F1

φ2
←−−− F2 ←−−− ·· ·

whereFi = Sβi for someβi ∈ N0, and which is exact everywhere except for inF0,
whereF0/ imφ1

∼= N.
If N is N0- or Nn

0-graded, we may formN0- or Nn
0-graded minimal free

resolutions, in which case

Fi = S(−r1)
βi,1⊕S(−r2)

βi,2⊕·· ·⊕S(−r l)
βi,l

for some integersr j , or
Fi =

⊕

a∈Nn
0

S(−a)βi,a,
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respectively. In both of these latter cases we also require the boundary maps to
be degree-preserving. The global Betti numbers{βi} of an ungraded resolution,
theN0-graded Betti numbers{βi, j}, and theNn

0-graded Betti numbers{βi,a} are
all invariants ofN, as any two (graded/ungraded) minimal free resolutions are
isomorphic. ChoosingN to be certainS-modules connected to the matroidM,
these Betti numbers become matroidal invariants as well. A frequently studied
example is whenN is the so-calledStanley-Reisner idealJM ⊂ S, generated by
monomials corresponding to minimal non-faces (circuits) of the matroid. In [3],
by the first and third author, one clarifies the connection between higher weights
and the Stanley-Reisner ideal.

Alternatively, one might study thefacet idealF (M) of S, generated by
monomials corresponding to bases ofM. This ideal is investigated in e.g. [2].
In this paper we shall be inspired by graphic matroids and (N0- and ungraded)
minimal free resolutions of their facet ideals. Generalizing the concepts of 2-
connectedand ablock, familiar from the theory of graphs, we find that theN0-
graded Betti numbers of a matroid are determined by theN0-graded Betti numbers
of each of its blocks. This is done in Section 3, where we give aconcrete and easy
method for computing the Betti numbers of any matroid given the Betti numbers
of each of its blocks.

A straightforward proof of the fact thatF (M) is actually the Stanley-Reisner
ideal of the Alexander dual of the matroid dual ofM is found in Section 2, for the
benefit of the reader. As a result of this connection, minimalresolutions of facet
ideals of matroids (from now on:matroidalfacet ideals) are particularly simple.

The Betti numbers of the facet ideal always give full information about the
face numbers of the dual matroidM′, and therefore the first Hamming weight
d1 of M′ (See Remark 2 below). From a coding-theoretical point of view, this
is in itself a reason for being interested in Betti numbers ofa matroidal facet
ideal; for wheneverM′ corresponds to linear dependence amongst columns of
a generator matrix for some code, the Betti numbers thus determine the code’s
minimum distance.

Complementing the result obtained in Section 3, we demonstrate in Section 4
that the higher weights of a matroid are also determined by, and easily computed
from, the higher weights of each of its blocks.

A natural and clearly related question is whether the Betti numbers of a
matroidal facet ideal determine the higher weight hierarchy of the matroid. As
can be seen in e.g. [3], this is not true in general. One could however imagine that
they do so for particularly well-behaved subclasses. Indeed, as an application of
our main result, we show in Section 5 that for graphic matroids stemming from
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cactus graphs, which are outerplanar, the higher weight hierarchy and the ordered
set ofN0-graded Betti numbers associated to the facet ideal do in fact determine
each other.

In Section 6, we demonstrate, by way of counterexamples, that this fails to be
the case for outerplanar graphs in general. This is an indication of how far the
Betti numbers are from determining the full weight hierarchy in general.

2 The matroidal facet ideal

In this section we define the facet ideal of a simplicial complex, and identify
it as the Stanley-Reisner ideal of another simplicial complex – arising from the
original one through a sequence of duality operations. This, in turn, implies that a
matroidal facet ideal has so calledlinear resolution over any field.

Let k denote a field, and let∆ andM be an (abstract) simplicial complex and
a matroid, respectively, both on[n] = {1, . . . ,n}. (Recall that every matroid is
also a simplicial complex.) Forτ ⊂ [n], let xτ denote the square-free monomial
in k[x1, . . . ,xn] that contains the factorxi if and only if i ∈ τ. TheStanley-Reisner
idealof ∆ is the (square-free) monomial ideal

J∆ = 〈xτ : τ /∈ ∆〉.

More particular to our studies shall be the following ideal,also treated in
e.g. [2]:

Definition 2.1. Thefacet idealof ∆, is

F (∆) = 〈xσ : σ is a facet of∆〉.

Note that both the Stanley-Reisner ideal and the facet idealare square-free
and monomial, and that in the case of a matroid, the generators of the facet ideal
correspond to bases of the matroid.

Definition 2.2. TheAlexander dual∆∗ of ∆, is

∆∗ = {τ ∈ [n] : τ /∈ ∆},

while thedual matroid M′ of M is

B(M′) = {β : β ∈B(M)},

whereβ = [n]rβ .
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Proposition 1. Let M be a matroid, thenF (M) = J(M′)∗.

Proof. By definition, we have

(M′)∗ = {β : β 6∈J (M′)}, which is equal to

= 2[n]r{µ : µ ∈J (M′)}.

The Stanley-Reisner ideal of(M′)∗ then, is

J(M′)∗ = 〈x
µ : µ ∈J (M′)〉.

Note that
〈xµ : µ ∈J (M′)〉 ⊂ 〈xµ : µ ∈B(M′)〉;

for if µ ∈ J (M′), then µ ⊂ β for someβ ∈ B(M′), such thatβ ⊂ µ and

xµ ⊂ 〈xβ 〉.
Since clearly

〈xµ : µ ∈J (M′)〉 ⊃ 〈xµ : µ ∈B(M′)〉,

we thus have
J(M′)∗ = 〈xµ : µ ∈J (M′)〉

= 〈xµ : µ ∈B(M′)〉
= 〈xσ : σ ∈B(M)〉
= F (M).

Lemma 2.1. The facet ideal of a matroid M has linear minimalN0-graded free
resolution. That is, a minimal free resolution of the form

0← S
(

− r
)n0← S

(

− (r +1)
)n1← ·· · ← S

(

− (r + l)
)nl ← 0,

where r= rk(M) and l= |E(M)|− rk(M).

Proof. This follows from [1, Theorem 4 and Proposition 7] in combination with
Proposition 1.

Remark.Let fi(∆) denote the number of faces of dimensioni of the simplicial
complex∆. From [1, formula (1)] and [1, Theorem 4] it follows that the Betti
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numbers of the facet ideal of a matroidM, in virtue of being the Stanley-
Reisner ideal of(M′)∗, determine the face numbersfi(M′) of the dual matroid
M′. Consequently, these Betti numbers determined1(M′) as well, since

d1(M
′) = min{|τ| : τ ⊂ E(M), |τ|− rkM′(τ) = 1}= min

{

i : f ′i−1 6=

(

n
i

)}

.

In particular, whenM is the vectorial matroid derived from the parity check matrix
of a linear codeC we thus see that the Betti numbers associated toM determine
the minimum distance of the dual codeC⊥. Through Wei duality then, they also
givesomeinformation about the higher weights ofC itself – see [7].

3 Blocks and Betti numbers

Since every graphic matroid is isomorphic to the cycle matroid of some connected
graph, there is no real parallel for matroids to the notion ofa 1-connected graph.
In order to describe a property of matroids similar to that ofbeing 2-connected
(for graphs), one introduces the relationξ onE(M), whereeξ f if eithere= f or
if there is some circuit containing botheand f . For a proof that this constitutes an
equivalence relation onE(M) see [6, Proposition 4.1.2]. The equivalence classes
of ξ are referred to as the (connected) components orblocksof M. Whenever
E(M) is either empty or itself a block,M is said to beconnected.

Now let S= k[x1, . . . ,xn]. If m≤ n andI is an ideal in

k[x1, . . . ,xm] = S′,

we letSI denote theS-ideal generated by the same generators asI . That is, if

I = 〈g1, . . . ,gk〉 ⊂ S′,

then
SI= {s1g1+ · · ·+skgk : si ∈ S}.

Proposition 2. Let B1,B2, . . . ,Bt be the blocks of a matroid M. Then

F (M) =
(

SF (B1)
)(

SF (B2)
)

· · ·
(

SF (Bt)
)

.

Proof. Observe that bothF (M) and
(

SF (B1)
)(

SF (B2)
)

· · ·
(

SF (Bt)
)

are
square-free monomial ideals. Furthermore, the generatingset defining each of

6



these ideals are both minimal with respect to cardinality. It is well known that
every monomial ideal has auniqueminimal set of monomial generators; see
e.g. [4, p. 4, Lemma 1.2].

Let xσ be a generator forF (M). In other words: Letσ be a basis forM. Then
σ ∩Bi does not contain a circuit, and is thus independent inBi . Now assume that
Bi 6=σ∩Bi , and lete∈Bir(σ ∩Bi). Sinceσ is a basis,σ ∪ewill contain a circuit.
Furthermore, sinceBi is an equivalence class, this circuit will be contained inBi .
In other words,σ ∩Bi is a basis forBi . Similarly, if Bi = σ ∩Bi then, since any
block with more than two elements must contain a circuit, we necessarily have
that|Bi |= 1 and thus thatσ ∩Bi is a basis forBi .

Sinceσ =
⋃t

i=1σ ∩Bi , we conclude that

xσ = x∪
t
i=1σ∩Bi =

t

∏
i=1

xσ∩Bi ∈
(

SF (B1)
)(

SF (B2)
)

· · ·
(

SF (Bt)
)

.

Conversely, let∏t
i=1xτi = x∪

t
i=1τi be a generator for

(

SF (B1)
)(

SF (B2)
)

· · ·
(

SF (Bt)
)

.
Then

⋃t
i=1τi contains some basisσ of M. For if e∈ E(M)r (

⋃t
i=1τi), thene∪ τi

contains a circuit for somei – which implies thate∪ (
⋃t

i=1 τi) contains this circuit
as well. Consequently,

x∪
t
i=1τi ∈ 〈xσ 〉 ⊂F (M),

and this concludes our proof.

Proposition 2 is key to the proof of Theorem 3.1, stated below. We point
out that ifm≤ n andI ⊂ S′ = k[x1, . . . ,xm] is an ideal with minimal graded free
resolution

0 ←−−− F0
φ1
←−−− F1 ←−−− ·· ·

φl
←−−− Fl ←−−− 0,

whereFi =
⊕ni

j=1S′(−r i, j), then

0 ←−−− S⊗S′ F0
1S⊗φ1
←−−− S⊗S′ F1 ←−−− ·· ·

1S⊗φl
←−−− S⊗S′ Fl ←−−− 0

is a minimal graded free resolution of theS-moduleS⊗S′ I , with the same grading
as the original one.

Proof of the following proposition is deferred until the endof this section.

Theorem 3.1.Let M be a matroid, and let S= k[x1, . . . ,x|E(M)|]. Let B1,B2, . . . ,Bt

be the blocks of M. For each1≤ i ≤ t, let

0← S
(

− r i
)n0,i ← S

(

− (r i +1)
)n1,i ← ·· · ← S

(

− (r i + l i)
)nli

,i
← 0.
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be a (linear)N0-graded minimal free resolution of SF (Bi). If

l = l1+ l2+ · · ·+ lt ,

r = r1+ r2+ · · ·+ rt ,

and
βi = ∑

u1+u2+···+ut=i
nu1,1nu2,2 · · ·nut ,t ,

then
0← S

(

− r
)β0← S

(

− (r +1)
)β1← ·· · ← S

(

− (r + l)
)βl ← 0

is a minimal free resolution ofF (M).

We shall make use of the following shorthand:

k[X] :=k[x1, . . . ,xm],

k[Y] :=k[y1, . . . ,yn],

S:=k[x1, . . . ,xm,y1, . . . ,yn].

Note that if M is a k[X]-module andN is a k[Y]-module, thek-algebra
isomorphism

S∼= k[X]⊗
k

k[Y]

givesM⊗
k

N the structure of anS-module through( f ⊗g)(m⊗n) = f m⊗gn.

Lemma 3.2. Let M be ak[X]-module, and let N be ak[Y]-module. Then
(

S⊗
k[X] M

)

⊗S
(

S⊗
k[Y] N

)

∼= M⊗
k

N

as S-modules.

Proof.
(

S⊗
k[X] M

)

⊗S
(

S⊗
k[Y] N

)

∼= M⊗
k[X]

(

k[X]⊗
k

k[Y]
)

⊗
k[Y] N∼= M⊗

k

N.

Lemma 3.3. Under the same conditions as in Lemma 3.2:

TorS0
(

S⊗
k[X] M,S⊗

k[Y] N
)

∼= M⊗
k

N,

and
TorSi

(

S⊗
k[X] M,S⊗

k[Y] N
)

= 0

for i ≥ 1.
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Proof. The first statement is immediate from Lemma 3.2. For the second
statement, let

0 ←−−− P0 ←−−− P1 ←−−− ·· · ←−−− Pl ←−−− 0,

be a projectivek[X]-resolution ofM. SinceS is free as ak[X]-module, the
following is a projectiveS-resolution ofM⊗

k[X] S:

0 ←−− P0⊗
k[X] S ←−− P1⊗

k[X] S ←−− ·· · ←−− Pl ⊗
k[X] S ←−− 0.

Tensoring withS⊗
k[Y] N, we obtain the following complex over

(

M⊗
k[X] S

)

⊗S
(

S⊗
k[Y] N

)

:

0 ←−−
(

P0⊗
k[X] S

)

⊗S
(

S⊗
k[Y] N

)

←−−
(

P1⊗
k[X] S

)

⊗S
(

S⊗
k[Y] N

)

←−− ·· ·

· · · ←−−
(

Pl ⊗
k[X] S

)

⊗S
(

S⊗
k[Y] N

)

←−− 0.

According to Lemma 3.2, this complex is isomorphic to

0 ←−−− P0⊗
k

N ←−−− P1⊗
k

N ←−−− ·· · ←−−− Pl ⊗
k

N ←−−− 0,

which is a complex overM⊗
k

N ∼=
(

S⊗
k[X] M

)

⊗S
(

S⊗
k[Y] N

)

. But N is free as
ak-module, so this latter sequence is exact (except for inP0⊗

k

N).

Next, let

F : 0 ←−−− F0
φ1
←−−− F1

φ2
←−−− ·· ·

φr
←−−− Fr ←−−− 0

be a minimal free resolution of theS-moduleS⊗
k[X] M, and let

G : 0 ←−−− G0
ψ1
←−−− G1

ψ2
←−−− ·· ·

ψs
←−−− Gs ←−−− 0,

be a minimal free resolution ofS⊗
k[Y] N. Extending the functor(•⊗S•) to the

translation category of complexes, as described in [5], we obtain a left complex
F ⊗SG over

(

S⊗
k[X] M

)

⊗
(

S⊗
k[Y] N

)

, for which, by definition:
(

F ⊗SG
)

i =
⊕

u+v=i

Fu⊗SGv,

and whose boundary mapsdi :
(

F ⊗SG
)

i →
(

F ⊗SG
)

i−1 are given by

di

(















0
...

cuv
...
0















)

=
(

φu⊗1Gv

)

(cuv)+(−1)u(1Fu⊗ψv
)

(cuv).
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Lemma 3.4. The left complex

0 ←−−
(

F ⊗SG
)

0
d1←−−

(

F ⊗SG
)

1
d2←−− ·· ·

dr+s
←−−

(

F ⊗SG
)

r+s ←−− 0

constitutes a minimal free resolution of the S-module

(

S⊗
k[X] M

)

⊗S
(

S⊗
k[Y] N

)

.

Proof. By definition of the torsion functor, as given in e.g. [5, p. 121], we have

Hi(F ⊗SG ) = Tori
(

(

S⊗
k[X] M

)

⊗
(

S⊗
k[Y] N

)

)

,

which in combination with Lemma 3.3 implies that our resolution is free.
Minimality follows from minimality ofF andG .

The above“Künneth type” result clearly extends, by way of induction, to any
finite number of modules (of the specified kind).

Corollary 1. In the above notation, let S= k[X1;X2; . . . ;Xt], and, for each
1≤ i ≤ t, let Mi denote ak[Xi]-module. If the S-module S⊗

k[Xi ] Mi has minimal
free resolution

0 ←−−− Fi,0 ←−−− Fi,1 ←−−− ·· · ←−−− Fi,l i ←−−− 0,

then the S-module

(

S⊗
k[X1] M1

)

⊗S
(

S⊗
k[X2] M2

)

⊗S· · ·⊗S
(

S⊗
k[Xt ] Mt

)

has minimal free resolution

0 ←−−− P0 ←−−− P1 ←−−− ·· · ←−−− Pl1+l2+···+lt ←−−− 0,

where
Pi =

⊕

u1+u2+···+ut=i

(

F1,u1⊗SF2,u2⊗S· · ·⊗SFt,ut

)

.

Lemma 3.5. Let I⊂ k[X] and J⊂ k[Y] be ideals. Then

(

S⊗
k[X] I

)

⊗S
(

S⊗
k[Y] J

)

∼=
(

SI
)(

SJ
)

as S-modules.
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Proof. In light of Lemma 3.2 it suffices to establish
(

SI
)(

SJ
)

∼= I ⊗
k

J, which is
easily seen to be true.

We now have all we need to prove Theorem 3.1.

of Theorem 3.1.The result now follows from combining Lemma 3.5 and Corol-
lary 1, together with our initial observation that

F (M) =
(

SF (B1)
)(

SF (B2)
)

· · ·
(

SF (Bt)
)

.

4 The higher weights

Let M be a matroid. In this section we shall draw on a result from [3]which
implies that the higher weights of a matroid are determined by certain non-
redundantsets of cycles. It shall follow immediately from this that the higher
weights of the blocks determine those of the matroid itself.

Recall thatC(M) denotes the set of circuits ofM.

Definition 4.1. A subsetΣ of C(M) is said to benon-redundantif for all µ ∈ Σ
we have

⋃

τ∈(Σrµ)
τ (

⋃

τ∈Σ
τ.

Let σ ⊂ E(M).

Definition 4.2. Thedegree of non-redundancyof σ , is

deg(σ) = max{n∈ N0 : τ j ⊂ σ for 1≤ j ≤ n and{τ1, . . . ,τn} is non-redundant}.

Lemma 4.1.
|σ |− rk(σ) = deg(σ).

Proof. This is [3, Proposition 1].

Lemma 4.2.

di(σ)=min{|τ1∪· · ·∪τi | : τ j ⊂σ for 1≤ j ≤ i and{τ1, . . . ,τi} is non-redundant}.

Proof. Immediate from Lemma 4.1.
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Proposition 3. Let B1, . . . ,Bt be the blocks of M. With the convention d0 = 0, we
have

di(M) = min

{

t

∑
j=1

dk j (B j) :
t

∑
j=1

k j = i

}

.

Proof. By induction on the numbert of blocks; the induction step being an
immediate consequence of Lemma 4.2.

5 Cactus graphs

This section concerns a class of graphs normally referred toas cactus graphs or
cacti. Applying the results obtained in Section 3, we show that for cactus graphs
with a known number of loops the set of higher weights and the ordered multiset
of Betti numbers determine each other. As we shall see later on, this result does
not extend to the superclass of outerplanar graphs.

Definition 5.1. A cactus graph is a finite, connected graph with the property that
each block is either a cycle or a single edge.

Or equivalently: A finite, connected graph with the propertythat no pair of
distinct cycles share an edge. WheneverC1,C2, . . . ,Ct denote the cycles of a cactus
graph, we letni denote the length ofCi . We assume thatn1≤ n2≤ ·· · ≤ nt .

A couple of initial observations: First, since the facet ideal of a graphic
matroid haslinearN0-graded minimal free resolution over any field, the ungraded
and N0-graded minimal free resolutions ofF

(

M(G)
)

have the same Betti
numbers. We shall therefore consider only ungraded minimalfree resolutions
throughout this section.

Secondly, observe that ifCm is a cycle of lengthm, andE is a graph containing
only one edge (possibly a loop), thenF

(

M(Cm)
)

has minimal (ungraded) free
resolution

0 ←−−− Sm ←−−− Sm−1 ←−−− 0,

while F
(

M(E)
)

has minimal free resolution

0 ←−−− S ←−−− 0.

In combination with Theorem 3.1 it follows that the minimal free resolution of
F
(

M(Cm)
)

is equal to the minimal free resolution ofF
(

M(Cm∪E)
)

. This, in
turn, implies that ifG is a cactus graph whose cycles areC1,C2, . . . ,Ct , then
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the minimal free resolution ofF
(

M(G)
)

is equal to the minimal free resolution
of F

(

M(C1 ∪C2 ∪ · · · ∪Ct)
)

. In other words: the one-edge blocks have no
impact upon the Betti numbers of a cactus graph. This fact shall eventually, in
combination with Theorem 3.1, enable us to demonstrate thatfor a cactus graph
G, the global Betti numbers of a minimal free resolution ofF

(

M(G)
)

determine
the higher weights{di} of M(G). Note that the converse of this is rather trivial
since for cactus graphs we have

di =
i

∑
j=1

n j ,

which implies that the higher weights determine the lengthsn1,n2, . . . ,nt of the
cycles ofG – and therefore also the global Betti numbers ofF

(

M(G)
)

(according
to the above remarks).

Note also that, with|EG|= n, theS-idealF
(

M(G)
)

has a naturalNn
0-grading

– and thus also anNn
0-graded minimal free resolution

0 ←−−− F0 ←−−− F1 ←−−− ·· · ←−−− Fl ←−−− 0,

whereFi =
⊕

a∈Nn
0
S(−a)βi,a. In that case, we clearly have

β0,σ =

{

1, if σ is a basis ofM(G)

0, elsewise,

which implies that theNn
0-graded Betti numbers ofany graphdeterminenot only

the higher weights, but the matroidM(G) in its entirety.
We now return to the ungraded case.

Theorem 5.1. Let G be a cactus graph containing t≥ 1 cycles C1,C2, . . . ,Ct ,
with Ci of length ni , and let S= k[x1, . . . ,x|EG|]. Let σi denote the i-th elementary
symmetrical polynomial in the n1, . . . ,nt , that is:

σ0 = 1

σ1 = n1+n2+ · · ·+nt

...

σ j = ∑
1≤k1<k2<...<k j≤t

nk1 . . .nk j

...

σt = n1n2 · · ·nt .
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Then the facet ideal of M(G) has ungraded minimal free resolution

0 ←−−− Sβ0 ←−−− Sβ1 ←−−− ·· · ←−−− Sβt ←−−− 0,

where

βi =
i

∑
j=0

(−1) j
(

t− j
i− j

)

σt− j .

Proof. Clearly, any block ofM(G) is either a single edge or a circuit. By the
above comments then, the minimal free resolution ofF

(

M(G)
)

is equal to the
minimal free resolution ofF

(

M(C1∪C2∪· · ·∪Ct)
)

. From Theorem 3.1 then, we
see thatF

(

M(G)
)

has minimal free resolution

0 ←−−− Sβ0 ←−−− Sβ1 ←−−− ·· · ←−−− Sβt ←−−− 0,

where
βi = ∑

{Σ⊂{1,2,...,t}:|Σ|=i}

(

∏
v∈Σ

(nv−1)∏
v/∈Σ

nv
)

. (1)

This implies that for eacht− i≤ j ≤ t, every possible monomial(−1)t− jnk1nk2 · · ·nk j

with 1≤ k1 < k2 < · · ·< k j ≤ t is a summand ofβi considered as a monomial in
n1,n2, · · · ,nt and, furthermore, that all these monomials occur the same number
of times as summands. We infer that

βi =
i

∑
j=0

(−1) jct− jσt− j ,

for somect− j ∈ N.
In order to determinect− j , first observe that the number ofΣ ⊂ {1,2, . . . , t}

with |Σ|= i is
(t

i

)

. For each suchΣ, the number of monomials in

∏
v∈Σ

(nv−1)∏
v/∈Σ

nv

of degreet− j is
( i

i− j

)

. Since the number of terms inσt− j is
( t

t− j

)

, we conclude

that the coefficient ofσt− j in βi is (−1) j (
i

i− j)(
t
i)

( t
t− j)

= (−1) j
(t− j

i− j

)

.

Theorem 5.2. The higher weight hierarchy{di} associated to the cycle matroid
of a loop-free cactus graph G is determined by the Betti numbers of the ungraded
minimal free resolution of the facet idealF

(

M(G)
)

of G.
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Proof. Recall that, by assumption, we haven1 ≤ n2 ≤ ·· · ≤ nt . The identity
di = ∑i

j=1n j , valid for cactus graphs, clearly implies that the lengthsn1,n2, . . . ,nt

determine the higher weights. It will therefore suffice to show that the Betti
numbers determine the multiset{n j}.

It is immediately clear from (1) that the numbert of cycles ofG is determined
by the Betti numbers, seeing as it is equal to the length of theminimal free
resolution. Furthermore, we notice that for eachi, the coefficient ofσt−i in βi

is (−1)i. In particular we haveσt = β0, which implies that (knowing all theβis)
the equation

σt−i = (−1)i

(

βi−
i−1

∑
j=0

(−1) j
(

t− j
i− j

)

σt− j

)

enables us to obtain the remainingσis recursively.
Now, the fact that the polynomial

Xt−σ1Xt−1+σ2Xt−2−·· ·+(−1)tσt

has the unique multiset of roots{n1,n2, . . . ,nt} implies that ifH is a cactus graph
containing cycles of lengthm1,m2, . . . ,ms, and if the Betti numbers ofH are equal
to those ofG, then certainlys= t and

{n1,n2, . . . ,nt}= {m1,m2, . . . ,mt}

as multisets, which was what we needed to prove.

Note that ifG contains loops we no longer have that the numbert of cycles in
G is equal to the number of non-zero Betti numbers, and the above proof fails in
that case. If, on the other hand, the numberl of loops isknown, then

βt = βt−1 = · · ·= βt−l+1 = 0,

and the proof goes through unchanged.

Remark.The cycle matroid of a single cycle of lengthn is of course the uniform
matroidU(n−1,n) where a set of bases consists of all edge subsets of cardinality
n−1. For a cactus graph witht cycles of lengthsn1, · · · ,nt we see that there are
n1n2 · · ·nt spanning trees each consisting of (the set corresponding to) nt−1 edges
from each cycle, and in addition all edges not contained in any cycle. The edges
not contained in any cycle have no significance for the globalBetti numbersβi ,
so for simplicity we disregard them. Hence we may view the cycle matroid of the
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cactus graph as the multi-uniform matroidU = U
(

(n1−1,n1), · · · ,(nt −1,nt)
)

,
whose ground set is

(

[n1]×{1}
)

∪
(

[n2]×{2}
)

∪· · ·∪
(

[nt]×{t}
)

and whose independent sets are all the sets of the form
(

In1×{1}
)

∪
(

In2×{2}
)

∪· · ·∪
(

Int ×{t}
)

,

whereIni denotes a subset of[ni] whose cardinality is less than or equal to(ni−1).
The looked-for Betti numbers of this matroidal facet ideal can in principle be
found by using Hochster’s formula (which is valid over any field k):

βi,σ = h̃|σ |−i−1(Vσ ),

whereV is the Alexander dual of the matroid dual ofU.
We do not rule out that applying Hochster’s formula in such a way might give

an alternative proof of Theorem 5.1, but so far we have not been able to perform
the necessary calculations.

6 Counterexamples for outerplanar graphs

As mentioned in the introduction, cactus graphs are specialinstances of
outerplanargraphs:

Definition 6.1. A finite graph is said to beouterplanarif it has an embedding in
the plane in which every vertex lies on the boundary of the outer face.

In this section we present counterexamples showing that forouterplanar
graphs in general, the Betti numbers may fail to determine the higher weights
– and vice versa. Note that these counterexamples are the smallest ones possible
(in terms of number of edges).

First, consider

and
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The ordered set of Betti numbers related to these graphs are equivalent since both
facet ideals haveN0-graded minimal free resolution

0 ←− S(−9)393 ←− S(−10)1459 ←− S(−11)2187 ←−

←− S(−12)1652 ←− S(−13)628 ←− S(−14)96 ←− 0.

Their respective weight hierarchies, however, are{3,6,8,11,14}and{3,6,9,11,14},
which shows how the Betti numbers may fail to determine the higher weight hier-
archy. In both casesd1 = 2 for the dual matroid – see Remark 2.

Next, consider

and
The graphic matroids related to these two outerplanar graphs have equivalent
weight hierarchies, namely{3,6,9}. However, theN0-graded minimal free
resolutions

0← S(−6)41← S(−7)92← S(−8)70← S(−9)18← 0

and
0← S(−6)39← S(−7)86← S(−8)64← S(−9)16← 0

of F
(

M(G3)
)

andF
(

M(G4)
)

, respectively, show that the higher weights fail to
determine the Betti numbers for this particular pair.
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